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Generate Passphrase

STORAGE VA AL i

Al storage Vs find... X

e nge Vids created in the future whio will b ghom permissisas

RO TE L USTER VERS20M

ONTAP 9.7 or later
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SoUmibVEVeCmitqoRisdidl, 172.21 84,107, 172.21 5410

0 Copy this passphrase to the partner cluster to complete the
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https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/mediator/index.html
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https://docs.netapp.com/us-en/ontap/smbc/smbc_plan_additional_restrictions_and_limitations.html
https://docs.netapp.com/us-en/ontap/smbc/smbc_plan_additional_restrictions_and_limitations.html
https://docs.netapp.com/us-en/ontap/smbc/smbc_plan_additional_restrictions_and_limitations.html
https://docs.netapp.com/us-en/ontap/smbc/smbc_plan_additional_restrictions_and_limitations.html
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STORAGE Q Search # Download @ Show /Hide v
NETWORK “ Source Destination Protection Policy Relationship Health  State Lag @
EVENTS & JOBS v Infra-SVM-a:/cg/cg_infra_datastore_b_dest AutomatedFailOver @ Healthy In sync 0second
PROTECTION
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ot N (44 -nF a dna store_b cg_infra_datastore_b_dest
In sync

CLUSTER V o o

AutomatedFailOver 10.61.185.101

Synchronous

Success

-
1|

Name Initiater Graup

£5,LUN & SAE ozl
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=220| A AJO|E BO|| 8iEtsH= ESXi A _dest H|0|E| E5(DP) 2&0| J}&LICH

O ASZIN2 AMOIEAS 28 FHE 2 FLIKt

29



[aff-a25@-a::> vol show -vserver Infra-SVM-a
Vserver Volume Aggregate State Type Size Available Used%

Infra—SVM-a esxi_a aggrl_aff_a250_a_01 online RW 320GB 315.9GB 1%
Infra-SVM-a esxi_b_dest aggrl_aff_a25@_a_02 online DP  3.86GB 638.4MB 83%
Infra-SVM-a infra_datastore_a_01 aggrl_aff_a250_a_©1 online RW 1TB 717.6GB 29%
Infra-SYM-a infra_datastore_a_02 aggrl_aff_a25@_a_02 online RW 1TB 828.4GB 19%

Infra-SVM-a infra_svm_root aggrl_aff_a250_a_@1 online RW 1GB 966 .5MB 0%

Infra-SVM-a infra_svm_root_m@l aggrl_aff_a25@_a_0l1 online LS 1GB 966.6MB 0%

Infra-SVM-a infra_svm_root_m@2 aggrl_aff_a250_a_02 online LS 1GB 966.6MB 0%

Infra-SVM-a vol_infra_datastore_b_@1_dest aggrl aff a25@_a_@1 online DP 138.7GB 31.52GB 76%
Infra-SVM-a vol_infra_datastore_b_02_dest aggrl aff a250_a_01 online DP 49.37GB 9.03GB 80%
9 entries were displayed.

O A3ZIL2 MOIE B 28 FEE 20 ULt

[aff-a250-b::> vol show —vserver Infra-SVM-b

Vserver Volume Aggregate State Type Size Available Used%
Infra-SVM-b esxi_a_dest aggrl_aff_a25@_b_02 online DP  4.10GB 768.2MB  80%
Infra-SVM-b esxi_b aggrl_aff_a2560_b_e1 online RW 3206B 315.8GB 1%
Infra-SVM-b infra_datastore_b_01 aggrl_aff_a250_b_@1 online RW 1TB 911.9GB 16%
Infra-SVM-b infra_datastore_b_02 aggrl_aff_a250_b_02 online RW 1TB 964.0GB 5%

Infra-SVM-b infra_svm_root aggrl_aff_a250_b_01 online RW 1GB 966.9MB 0%

Infra-SVM-b infra_svm_root_m@l aggrl_aff_a25@_b_@1 online LS 1GB 967.eMB 0%

Infra-SVM-b infra_svm_root_m@2 aggrl_aff_a25@_b_@2 online LS 1GB 967.0MB 0%

Infra-SVM-b vol_infra_datastore_a_@1_dest aggrl_aff_a250_b_@2 online DP 270.0GB 27.39GB 89%
Infra-SVM-b vol_infra_datastore_a_@2_dest aggrl_aff_a25@_b_82 online DP 202.8GB 28.20GB 85%
9 entries were displayed.

Edst o S2|A|0|M HULHE X|2st7| ol O]2{2/El SM-BC LUNT CHAN 22{AEQ| SAE| DZ =|0{0F
SILICt O|E Sl SAEE AA SHAEQ A S2{AEH ZR0|A LUNO| Cist Z2E SHIZA 2 5 Y&LIC
ALO|E A2t AFO|E B2| "igroup show" U "lun show" £32 LIS T A3 A ELICH M=l OjZof| A
SHAEC Z ESXi SAEE 1IR3 SAN 22l LUNS ID 022, 47l9| 2= 35 iSCSI H|O|EH ME A LUNSZ
QIAIBHL|CE,

O] A3ZIL2 AO|E A E2HAEQ SAE jgroup X LUN OHES E0f FLILCE,

30



[aff-a250-a::> igroup show
Vserver Igroup Protocol 0S Type Initiators

Infra—SVM-a MGMT-Hosts iscsi vmware .2010-11. .flexpod:ucs—smbc-a:
ign.20810-11. .flexpod:ucs—smbc-a:
ign.20816e-11. .flexpod:ucs—-smbc-a:
ign.2816-11. .flexpod:ucs—-smbc-b:
ign.2@010e-11. .flexpod:ucs—-smbc-b:
ign.20818-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra—-a-01 vmware ign.201@-11.com.flexpod:ucs—smbhc-a:

Infra-SVM-a VM-Host-Infra-a-e2 vmware ign.2018-11.com.flexpod:ucs—-smbc-a:

Infra-SVM-a VM-Host-Infra-a-e3 vmware ign.201@8-11.com.flexpod:ucs—-smbc-a:

Infra-SVM-a VM-Host-Infra-b-01 vmware ign.20168-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra-b-82 vmware iqn.2018-11.com.flexpod:ucs—smbc-b:

Infra-SVM-a VM-Host-Infra-b-83 vmware iqgn.2@18-11.com.flexpod:ucs—smbc—b:

7 entries were displayed.

[aff-a250—-a::> lun show —m
Vserver Path Igroup LUN ID Protocol

Infra—-SVM-a /vol/esxi_a/VM-Host-Infra-a-01 VM-Host-Infra-a-61 @

Infra-SVM-a /vol/esxi_a/VM-Host-Infra-a-02 VM-Host-Infra-a-62 © iscsi
Infra—-SVM-a /vol/esxi_a/VM-Host-Infra-a-03 VM-Host-Infra-a—-83 © iscsi
Infra-SVM-a /vol/esxi_a/swap_lun_a MGMT-Hosts 13 iscsi

Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-e1 VM-Host-Infra-b-81 © iscsi
Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-92 VM-Host-Infra-b-82 © iscsi
Infra-SVM-a /vol/esxi_b_dest/VM-Host-Infra-b-03 VM-Host-Infra-b-83 © iscsi
Infra-SVM-a /vol/esxi_b_dest/swap_lun_b MGMT-Hosts 23 iscsi

Infra-SVM-a /vol/infra_datastore_a_@1/datastore_lun_a_@1 MGMT-Hosts 11 iscsi
Infra-SVM-a /vol/infra_datastore_a_©2/datastore_lun_a_©2 MGMT-Hosts 12 iscsi
Infra-SVM-a /vol/vol_infra_datastore_b_@1_dest/datastore_lun_b_01 MGMT-Hosts 21 iscsi
Infra-SVM-a /vol/vol_infra_datastore_b_@2_dest/datastore_lun_b_82 MGMT-Hosts 22 iscsi
12 entries were displayed.
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[aff-a25@-b::> igroup show
Vserver Igroup Protocol 0S Type Initiators

Infra-SVM-b MGMT-Hosts iscsi vmware iqn.2010-11.com.flexpod:ucs—-smbc-b:1
iqn.20106-11.com.flexpod:ucs—smbc-b:2
.2010-11.com. flexpod:ucs-smbc-b:3
.2016-11.com.flexpod:ucs—-smbc-a:1
.2010-11.com.flexpod:ucs—-smbc—-a:2
.2010-11.com.flexpod:ucs—-smbc-a:3
Infra-SVM-b VM-Host-Infra—a-e1 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:l
Infra-SVM-b VM-Host-Infra—a-02 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:2
Infra-SVM-b VM-Host-Infra—a-03 vmware iqn.2010-11.com.flexpod:ucs—smbc-a:3
Infra-SVM-b VM-Host-Infra-b-01 vmware iqn.2010-11.com.flexpod:ucs—-smbec-b:1
Infra-SVM-b VM-Host-Infra-b-02 vmware iqn.2010-11.com.flexpod:ucs—smbc-b:2
Infra-SVM-b VM-Host-Infra-b-03 vmware iqn.2010-11.com.flexpod:ucs—-smbc-b:3
7 entries were displayed.

[aff-a25@-b::> lun show -m
Vserver Path Igroup LUN ID Protocol

Infra—-SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—e01 VM-Host-Infra—-a—01 @
Infra—SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—02 VM-Host-Infra—a—-02 © discsi
Infra-SVM-b /vol/esxi_a_dest/VM-Host-Infra—a—-03 VM-Host-Infra—a—-03 @ iscsi
Infra-SVM-b /vol/esxi_a_dest/swap_lun_a MGMT-Hosts 13 isecsi
Infra—-SVM-b /vol/esxi_b/VM-Host-Infra-b-01 VM-Host-Infra-b—-01 @ iscsi
Infra-SVM-b /vol/esxi_b/VM-Host-Infra-b-02 VM-Host-Infra-b-02 @ discsi
Infra-SVM-b /vol/esxi_b/VM-Host-Infra—b-03 VM-Host-Infra—b—03 @ iscsi
Infra-SVM-b /vol/esxi_b/swap_lun_b MGMT—Hosts 23 iscsi
Infra-SVM-b /vol/infra_datastore_b_@1/datastore_lun_b_01 MGMT-Hosts 21 iscsi
Infra-SVM-b /vol/infra_datastore_b_@2/datastore_lun_b_02 MGMT-Hosts 22 iscsi
Infra—SVM-b /vol/vol_infra_datastore_a_@1_dest/datastore_lun_a_@1 MGMT-Hosts 11
Infra-SVM-b /vol/vol_infra_datastore_a_02_dest/datastore_lun_a_02 MGMT-Hosts 12
12 entries were displayed.
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Edit VM/Host Rule

[Site B viis

| Should run on hosts In group
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vSphere HA StEH|EQIL|C}

VMware vSphere HAO= 2 AE HE| AES ¢|et StEH|E HF{L|F0| ASLICE 7|= SHEHIE HFHLIE
HEZ S Stll, 22 olEH|E HFL|IE2 H0|H MTLE Sdl O|FOHTLI|CE SHEH|ET} =4 E[X] &*QE 7=
AlO|ERO[Lt —1‘— oz FYE A2| FAE pingdtt SIEHIET HIEQAIOM A2 ==X ZEELICH H0JE XMZ A

SHEH|ES| Z2 2Tl 22| A 0f CH3l| StEH|E HI0|E MEAE A4 2700 M 4702 s2l= 20| E5LIC.

SENHES 9 F 7H°| ONTAP S2{AH 22| IP AL HE| FAZ ALSELICH ok CHS J23H 20| 2o 421
HZ vSphere HA 112 &M d.heartbeatDsPerHost7t =7tz A &LICL.
Edit Cluster Settings  SMBC X

vaphere HA ‘:}

Failures and responses Admission Control Heartbeat Datastores  Advanced Options

You can set advanced options that affect the behavior of your vSphere HA clust
¢ Add
Option Value
das heartbeatDsPerHos! ]
das. isolationaddress0 1722178105
das isolationaddress! 1722178 205

SHEH|E H|0|H ME 4ol 3% Lz agat 20
et

iy

2{AE0M 4712] SR CIOIH MEAE X|Hot As2=
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Edit Cluster Settings  sM8C X
vSohere HA (}

Failures and responses  Admission Control  Heartbeat Datastores Advanced Options

vSphere HA uses datastores to monitor hosts and virtual machines when the HA network has falled. vCenter Server selects 2

datastores for each host using the policy and datastore preferances specified below

Heartbeat datastore selection policy

Automatically salact datastores accessibda from tha hosts
Use datastores only from the specified st
@ Use datastores from the specified list and complement automaticaily if needed

Avallable heartbeat datlasiores

MHames Datastore Chuster Hosts Mounting Datastore .}
:I Infra_swap_a MNYA 6
B infra_swap_b N/A =

B infra_datastore_b_02 N/A 6

B infra_datasto 1 0 MN/A 6

".-‘_! infra_datastore_a_02 MIA 6

B infra_datastore_b_01 N/A 6

VMware HA 22{AE 3% VMware vSphere Metro A E2|X| 22{AE0f| L3t 327} Best Practice?t 82 £
EESHYAIR "vSphere HA 22{AE MM 8l AFE2", "VMware vMSC(vSphere Metro Storage Cluster)" 3 0f CH3t
VMware KBE & x5t A2 "NetApp ONTAP with NetApp SnapMirror H| =LA AL M(SM-BC) & VMware
vSphere Metro Storage Cluster(vMSC)".

'LIER2 £8H AT AMLZ|RE 4HESLICH"

FlexPod Datacenter SM-BC &2 M CtFot £H EHof X| & AILI2| 22t AO|E XHSHOI| A
H|O|Ef MH|AE HSTIL|CE 2F AIO|Eof| L=l 0|Fet A= 1718 MS ME35HH, ALO|E 7t
S7|Al O|0|E BXH|E £ SM-BCE &{5IHH ot MolEol AfO|E Ko ZXI RSH 24l A
HIO|Ef MH|AE HS g 4 QJESLICH HIEE EFM2 2ot £FM 7|5 U £FM0|
HIEEF M|l Chkot ZHoH AlLt2| 0] CHel AS =} SL Ef.
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Ct2 323 20| & AIO|E0|M AHE JHsehiSCSI H|OIE X Z 4 ZHofl 7t A|AR CIASE Ofo| 20| 8 &
UAgLICH 52 n25tHH 22 AE2|X| S2{AE 9 AER|X|E AHE0t0] Jhed A|A=0f Chsl| C|A3 1/0 XA
AZtE E0l= 20| FESLICE £3] 100km HeE|S o 1ms2| 22|H &5 72| X[H A2 20| = AO[EZL M2
oM = 32 S 2FSLIC
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Migrate | iometer-a-01

+ 1Select a migration type Select storage

2 Select storage Select the destination storage for the virtual mach|

ine migration

VM origin @

L] Virtual Machine v File T Storage T Disk format T VM Storage Polic' T
|7| iometer-a-01 Configuration File infra_datast N/A Default
|_| lometer-a-01 Hard disk 1(64.00 GB) infra_dat Same format as sour yefault
[_] lome 0 Hard disk 2 (20.00 GB) infra_dat Sar rmat as sour ore Default

(] | iometer-a-01 Hard disk 3 (20.00 GB) infra_datast )2 Same format as sour Default
m 4 items

Compatibility
Compatibility checks succeeded.
CANCEL ‘ BACK ‘ NEXT

AIO|E 7t 8! STt AFO|EQ| CHE S AE0| CHot 7HAF HAIS| vMotion HIAEZ £l =0 3 MSL|CH ALO|E 7Hof|
7td HAE £SO 00| J2|0| 4%t 20| VM/IZAE NS & F2[0] 7}” HAZ HM T oof| Rl 382

g Mot CEA| Ofo|zf|ofMgfL|Ct.

A2l AE3|X| HYUQH

AER|X| HYRH = £FMO| M|HE RSsH=X| 2lstqH X£7| 4 = S2 M0 Cish A= E AEZ|X| HYLH
HAS +Aoof SLICE O] HAEE= I/0 SEE Yoz £+ Y= A8 E= 74 EXE A= =30 & +
°'*'—|Ef HE E= 7d ENE HI|Mo = HAESHD s ZStH AX| AO|E s 7t e nf STk gl= o|o|E
MH|AE HSst= ol ==20| ELICH A= & *EEIII HUH = oSE AEZ|X| RX|E =Y Moj| AL
%EQEE IS K| o= AIO|EO| A H[O|Ef MH|AE M3E = USLICEH

APO|E A AE2|X| BHlO[E] AH| A 45

AFBLO] TRl Sast & AUBLICE

1. 23 > 2 3902 o|Ssto] HEA HE 18 B
Arefate Fof ZXIS 4%ot7| ol S7I3t F e

2. A4 0|2 @Ol MS HEetT Fof £XIS 2pHLC
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€ 5 C A Notsecure | hitps//aff-a250-b.nva.local/sysmgriva/protection/relationships

" ONTAP Sy tem Manager

Relationships

DASHBOARD

STORAGE

NETWORK Source

EVENTS & JOBS

v Infra-SVM.1:/cgjcg esxi_a
PROTECTION Delete

v Infra-SVM.1:/cg/cg infra_c Update

Failover

Destination Protection Policy
m Infra-SVM-b/cg/cg_esxi_a_dest AutomatedFailOver
Infra-SVM-b:/cg/cg_infra_datastore_a_dest AutomatedFailOver

Planned Failover

Initiates the planned failover by converting the source
consistency group into a destination consistency group.

Source L J Destination
STORAGE VM STORAGE VM

Infra-svM.1 Infra-SVM-b

CONSISTENCY GROUP CONSISTENCY GROUP

cg_esxi_a cg_esxi_a_dest

Are you sure you want to continue?

Cancel Failover

Relationship Health

& Healthy

@ Healthy

State

In sync

In sync

Q, search

g @

0second

0 second

aQ > & & i

Mot HE J2 CG_ESXi_A% CG_infra_datastore A2| HYUQHE
EB

2 0|SYALICH O Z1, AFO|EQ| /07t System Manager
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hitps //aff-a250-a.nva.local/sysmgr/va

Search actions, objects, a

ind pages

a > &« & i

= [ ONTAP System Manager
DASHBOARD
STORAGE
ed
NETWORK ™

© 2erors g 1 recommended action

EVENTS & JOBS ™
PROTECTION
§ AFF-A250
n
n
HOSTS
CLUSTER

HH A}O|E B System Manager CHA| 2 E9]
IOPZt 3 A Z7tst ZIO 2 HA|EILICE 2k 1GB/sQ| Mz|2kat 12|k 0|2te] /0 X|H A|ZHE !X

aff-u250-b. s Local

542 GiB

22.7 to 1 Data Reduction
B logical used

Hosts (TR

5

18.1TiB

No cloud tier (FabricPool)

» view historical data

L

e ma - 3
Hour
Latency 0.75ms
gD
10PS 5.44k
1
Throughput | 42.5‘ r.:m,u

A5 BOjl= AFOIE A0l ©F 130K I0PZ 0[S 3Hs %7} /0 B0
SH

SLIC

aff-a250-b
DASHBOARD
STORAGE
NETWORK
© 1emor dg i
EVENTS & JORS
PROTECTION
§ AFF-AZ%

n

n
HO:
CLUSTER

17.41¢ L Data Reduction
A1 TH logicl baed

0
M Storage
WP Gy =5
0 30
Lk
&

497 GiB

P B

21.2TiB

w

[TRE

L
Latency 0.43 ms
- e
L] 132.99%
[y
|
Throughput 1,038.58 MB/s
P

I/07} ALO|E A0 AtO|E B2 FEStA| OF0| 22| 0| ME[H of|2fEl | X| 2E|E 2|8 AIO|E A AER[X| AEERE

tHE == AsLIC. FX| ZE

= HAEJ} 25| T AIO|E A AEE|X| 22{AEJ} Y Ol RE Jpso2

Hetel = Foff ZX|E +Asty| Hol Fetd 22 OF E= HEi7H A "S7|=t S22 B W7HX| 7|Ct2l = AHO|E
Bo| 2 YEZHS MO|E AZ E[SEILIC RX| 22| = HAEES I8 AIO|ETL LH2E|[= AlZH0] ZO{ESE

HIO|E{ 7t S7|=t=| 1 Fetd
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€ > C A Notsecure | hups/laff-a250-a.0valocalisysmar/valprotectianirelationship: a > &« & i

= [ ONTAP System Manager Search actions, objects, and pages

Relationships

DASHBOARD
STORAGE Q, search & Download @ Show /Hide v = Fifter
NETWORK v Source Destination Protection Policy Relationship Health  State Lag @
EVENTS & JOBS v Infra-SVM-a:/cg/cg_infra_datastore_b_dest AutomatedFailOver @ Healthy Insync 0second
PROTECTION
v Infra-SVM.Ljeg/cg esxi_a_dest [3]  infa-svM-ai/cgleg esxi_a AutomatedFailOver @ Healthy Insyne 0 second
Delete
Relationships
v Infra-SVM.L/BlC ypdate Infra-SVM-a:/cg/cg_infra_datastore_a AutomatedFailOver @ Healthy Insync 0 second
HOSTS
Failover
CLUSTER v v infra-SVM.Ljcg Infra-SVM-3:/cg /cg_esxi_b_dest AutomatedFailOver @ Healthy Insync 0 second

A= x| g2 AERX| HY2H
ASIEX| 42 AEC|X| WYL= AA| XH3H7F LHSALE ZHSH Al22H[0] 8 Sof| 2 = ASLICEL AIE S
E

AO|E A2l AE2|X] AIAEIOA HHO| SastL}, A= x| 92 AE2|X| HL Q7 E2|7E|D, ALO|E A LUNO|
CHt ClOJE| AH| AT SM-BC 2HAlO]| ol 2S5t AlO|E BOIA A4 OlofX|= IS AZSHIAIR

/ \ ONTAP Mediator

SM-BC relationships

____

FlexPod (Site A) FlexPod (Site B)

AMOIE AGIM 2E2|X| THEHE AlZ2|0]8517] 2fe HE AQXIE SEIHCZ N AES0f gt TH S22

SHoHH MO|E AQ| £ AEZ|X| AEERO| HEUS & & UAFLICH = 2EE|X| ZIEES AMH|A ZZA[A 9
A" HP e| BES ALESIo EER{9 MES ELIC

AO|EQ| AEE|X| 22{AE{0] £40| 2l AR AO|E A AEE[X| 22{AE{0|A CI|OIE| MH[ATH ZXL7|
SX|ELICEH 33 CHZ, Ml H AO[EO|M SM-BC £F M S ZLIE{ZISH= ONTAP SHXI7F AO|EL| AEE|X| FHof
HEE HX[St SM-BC £F MM XtSetel AL K| G2 HULHE +HY £~ JAEE BL|Ct 0|2 Sl AI0|E B
AE2|X| AEER{= MO|E A2t2| SM-BC Fetd HE OF 2|0l 718 E LUNO T3l COJE| MH|AS Al&e 5=
olAL|C}

M-

o

OHEZIZI01M ZHOM 2F MA7F LUNS| 22 HEIE =t
=P
=

2kQIot = HOF s ALO|E B AEZ|X| HEEZ{0f CHt AL
Jtset B20|M YEHE Molsts S HIOIE MH|ATFEAl ZA| SX[ELICEH
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A& HIAE B0 & AMO|EQ| VMO|| A= IOMeter E2 ZZ H|0|H XME20] Ciet (EZHS MIELICE AO|EA
SHAES M0 THZE = UEZ0| HA| LA SXIZIACHIH LSOl TEA] A|ZFEILITE. 2t AFO|E0f| M 2F 80k IOPS2}
600MB/s XMZ|ZE 20 = Tl 0l AFO|E A%F AO|E Bo| AEZ|X| 22{AH CHAIEE0| Ciet C2 & OIS
EXSHMA 2.

DASHEOARD

STORAGE

> Capacity > erformance s
NETWORK
WSS R S 939GiB  17.7TiB
EVENTS & JOBS e e
Lat s
PROTECTION ~ | | atency 0.36ms
§ AFF-A250
‘ " l:’.ﬁ-l-l‘)‘rl ﬂdll.l ﬁ.ﬂdu([mn
o n Ha cloud tier [FabricPoal) B e e e e e St e
CLUSTER © FRegister with Active 1Q1
10PS 80.32k
5 I —— —
Hosts Storage
Ports Interfaces Storage VMs
NFS l Throughput 626.98 M8/s
2
MFS Clients Ethernet —— Volumes E——— e
° SMB/CIFS
0 34 9
AN
6 b
4 12

Il ONTAP System Manager

DASHBOARD aff-a250-b
STORAGE
= 3 s
NETWORK
EVENTS & J0BS il . s 1L12TiB 20.6TiB
JENTS & Ustn D BEsERY LABLE
Latency 0.35ms
PROTECTION - e =
18.5 to 1 Data Reduction
aave n Mo cloud tier (FabricRoal) —— T
CLUSTER 0
Lo 81.3Tk
5 P S S S S e e e
Hosts Storage
Ports Interfaces Storage VMs
NFS 1 Throughput 635.41 M8/s
2
MFS Clients Ethernet i— Volumes _— L e i g
° SMB/CIFS
0 30 9
san
6 N
4 12

AO|E AOIM AEE[X| HAEEEZQ HES & = AO|E B AEE|X| ZIEER I/07t 223| 571510 AIO|E AS
CHAISHO] 3271 ClIO[E MH|AE MSotEXIE SALE &eldd & ASLICHTE I3 E=X). £ IOMeter VM2
GUI= AO|E A AEE|X| 22{AH SHO|E 275t /07t A& |X|EICh= AE 20 FJUSLICE SM-BC 240
Ofd HE|X| b= LUNOIIA 2ot =7t C|O|E ME AT A= H2 AEE[X| Mo 7t Edliet o siE HI0|E MF 20
Cf O & MM A = GIELICE. [h2tA THRFSH 0 S 2|0 C|O|E{ o H|ZL|A Q7 AfetsS HIISt D H|=L A
HEHE HMS37| /8 0|Z SM-BC 2HA[0] 2|3l 2= k| = H|0|E XMZEA0 HED| HiX|st= 20| ZQELICE
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Pl ONTAP System Manager

DASHBOARD aff-a250-b
STORAGE
> Capacity - Yerf e :
NETWORK
il L 112TiIB  20.6TiB
EVENTS & JOBS USEDANDRESER e
PROTECTION ~ | | Latency 0.25ms
§ AFF-A250
‘ n o
HOSTS v n Ha cloud tier (FabricPoel)
CLUSTER L
10PS 177.4k
> |
|
" e —/
Hosts Storage |
Ports Interfaces Storage VMs
NFS 1 Throughput 1,384.94MB/s
2 =
uFs clients Ethernet — hurne |
° SMB/CIFS e ———— m————
0 30 9 /
an
6
4 12

AIO|E A S2{AE{7} CI2El AEO| M HEHA HE

— - O

o A= L=z O2a 20| S71st SE JEf 2 HEA|ELICE

o=
H o — =

AO|E AS| AER|X| ZIEER{0] CHet S CrA| AH AER|X| S2{AE 7 2EIE[1 AIO|E A9 AIO|E B 2+

HOIE S7|8t7t AtS o2 A ELCE

€ 3 O A Nots btps//alf-a250-b.nvalocal va/protection/relat " > & & i
= [P ONTAP System Manager Search actions, abjects, and pages
Relationships
DASHBOARD
STORAGE v Qsearch 8 Download @ Show/Hide v = Filter
NETWORK o Source Destination Protection Policy Relationship Health State g O
BVENTS A JOBS ¥ v M-t ! & Healthy Out af syn 1 hour, 22 minutes and 56 seconds
PROTECTION
v infrasvMl nfra_datastor Infra-SVM-br/cg/cginfra_datastore_a_dest AutomatedFailover & Healthy Out of syn 1 hour, 29 minutes and 35 seconds

AFO|E B2| Cl|O|E{ MH|AE AO|E AZ LA %*OWI Hoj| AtO|E A System ManagerE 2215t

Moz AAMERAE=X], 22|10 LEHIL CHA] S7|SHe[R=X] 2l of °“—|Ef g EZ I50l S
T o3 HLLH HYUS AFSIH Hetd B OF 2712l HI0|E| M| MOIE AR CHA| diet

[

11 SM-BC 2tA|7t
7|3t FUS ol
g 4 Bt

&€ 3 C A Notss barpa//aff-a250-3 nva local 4iprot tionship > & i
Il ONTAP System Manager
— Relationships
sToRAGE v Qseach 8 Oownlosd @ Show/Mide v = Filte
NETWORK " Source Destination Protection Pelicy Relationship Health State g O
EVENTS & JOBS ¥ v Inf@aSvM.L ik tas b Infra-SVM-a:/egfcg infra_datastore_b_dest AutomatedFailover & Healthy In syne
PROTECTION
v infra-Svh esx Infra-SvM-acfeg/cg_esxi_a AutomatedFailoves @ Healthy In syne
Relationships
v v d @ Heal
HosTs
CLUSTER v v infoa sV x Infra-SVM-a:/cg/cg_esx_b_dest AutomatedFailOver & Healthy

AfO|E RX| 22| EE= ALO|E Toff 2t=2

A Y /X E, TH &4 L 52|AHQI0[Lt X El o 22 X f°‘| Mo = QIoh ko] AS 4= ASLICE M2t
FlexPod SM-BC £840| 2E H|=L|A F2|E[ZH OHEEP‘IIOW I Cl|ofE{ AMH|20f CHaH o|2{et

—
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UEE HEY| LY A= EUALE AR E[X] g2 AOIE Fof ALI2|2E HA5t= 20| SQYLICE LS AO|E
E AILIE| 27t ABEIRASLICH

—

* 7t AlAE S ZQ 0B MH|AS THE AO|EZ 010|12{|0| M3t AFO|E || 22| ALI2| 28 AlZIYELIC

l

* Mot AlZ2o|ME 2l MH U AER[X| AEZE{S| HEHS THAM A= EIX| 942 AIO|E ST AL

AZl=l AO|E RX| #H2|E 2[s AIO|EE ZH|st2{H Fo¥2 vt JHA A|ARIZ vMotiont EHH| ALO|E 2|82
oto|azflo|Mstn, 7tA Al Bl S Cf|O|E| MH|AS CHA| AIO|EZ 00| 18j|0|Mst2{™ SM-BC HEM EX& I8
ZA S| 5 HYLHI HQBL|CH HIAE = & JHX| CHE & AME $HE[J}SLICE HX vMotionZ2 &8t = SM-BC
HYH 3 SM-BC HY2H 20| vMotionZ2 XA HAlSH0] 7HA HAI0| A& A E|D H|O|E AMH|AT} STE[X]|
=X ol &Lt

A=l 00| 12{|0|ME 23lst7| Mol VM/SAE MSE FAIE IH|0|ESHe] SiX AIO|EO|A AlgH =91 VMO| £X|
Ha ZQ1 AO|E0f|A AtSCE OF0|J2||0| ME| =58 SILICH CHS AT ZIAFR ALO|E AO|A AIO|E BE XAtSCE

ofo| 3o MEt VMOl CHSt AIOJE AVM/ISAE MG HEIS £HSH= 0| E 20 ELICE O|X| AIO|E BOIA VM2
AalisjoF Sh= CHA VME S22 00| D80 ME £ QI E MS T XIS UANOZ H|ZHotet & JUSLCEH

Edit VM/Host Rule  sMBC X

Name Site A WMs and hosts B Enabie ruie
Type
Description
Virtual machines that are members of the Cluster WM Group Site A VMS must run on
host group Site B hosts
VM Groun
| site A VMs v
Must run on hosts in group ...-|
HOEY (S VLIS
Site B hosts h']
| CANCEL ‘ OK

>

Jhe M 8 AEE|X| MH|AES OHO| 20| Mot 20| = M, AE2[X| AEE2], [|A3 HI 5l AQX|Q| MAS 11
Lot AIO|E fX| 22| HYS +AY = UASLICH AO|E |X| 22|17t 2251 FlexPod Q1A AT A E[H
VMO LSt S AE OF M =& HASI 22 AFO|EZ S0t 4= ASL|Th O CH3 "1 50| SAE0H|AM H&stof
" VM/ISAE AO|E M FAIS CHA| "I 89| SAE|A Meslof s"O = HASIO] a7t LMet A Ot
AO|EQ| SAEOM 7t A|A—S Hle & UES ol0F UL AS HIAES 9o RE Ttet A|AHO| CHE
AO|EZ 43X OZ 010 12f|0| M2, SM-BC 2A|0f| Chet HYHE Aot S0 CIO|E MH|ATL 2H|
810 AL E UL,

i

r
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ABIE[X| 42 AO|E T3l A|Z2|0| M2 B2 AMH 8l AE2|X| AEER{O| HES THM ALO|E THSHE

Al Z2|0[FHSLICE VMware HA 7|52 CH2El 7t A|ARIS X5t o ZSsh= AO|E0M osiE 7Hy
AARS CHA] AJZFREL|CE EEoF M| Al AFO|EO| M 2 ZQ! ONTAP SXHAIZL AO|E FOHE XISt F
ESot= AMOIEJL YR E AIESt B0 w2t ST ALO[E0] B0 MH|AS MSst7| AIZRLIC.
CHS ATZIAR AMO|ES] AER|X| XS A|Z2f0|MS

2 |31l 2E2|X| ZIEES Q| MH|A ZZA[M CLIE AHE3H0
AMO|ES| MRS ZAP| = AE B FLIC.

o

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>

[BMC aff-a250-a-01>system power off
Chassis Power Control: Down/Off

—
.

BMC aff-a250-a-01> |

‘X X

aff-a250-a-02>

aff-a250-a-02>

aff-a250-a-02>
_ aff-a250-a-02>system power off
Chassis Power Control: Down/Off
BMC aff-a250-a-02>8

NetApp Harvest Cl|O|E{ %! E0f|A ZHAE| 1T NAbox ZL|E{Z! =79| Grafana CHA|E =0 EA|E|= AE2[X|
SAE S AEZ|X| 7t HA CHA|EE= CHE 5 7He] AT 240l Lie AELICEH I0PS U XM2|ZF T2z
REZUM 2 5 UXO|, AIO|E B 2Z{AH = AO|E A SHHARTI CI2E 2% SHHAH AAELX| YIZEEE
MEHSHL|CE,
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~ Highlights

SVM Throughput (10Ps)

100k«

SVM Write Throughput (Data) SVM Read (loPs) SVM Write Throughput (10Ps)

SVM Throughput (10Ps)

~ Highlights

SVM Throughput (I0Ps)

SVM Write Throughput (Data) SVM Re (loPs) SVM Write Throughput (10Ps)

SVM Throughput (10Ps)

Microsoft SQL ServerE & XA

Microsoft SQL Server= AE{Z2}0|X ITE /o ‘2| xHEH=| 0 I El Of|O|E{H|0| A EHZILICE Microsoft SQL
Server 2019 ZE|A = A & 24 AT U2 MER 7|52t FHE 7|52 MSELICH 0| SR M2 AL,
S2HRE0 M MAE| = O E2[A0| M1t SHo|HE|E IS8 225 RR0j|N 271X | 2EE X|JgL|Ct, Eot
Windows, Linux % ZIE|O|HE E&st 2 SEE0| b e &~ JSL|CT

FlexPod SM-BC £FM9| H|=L|A F2[E|H {IF2E ASB0| M2, Windows Server 2022 VM| X[ & Microsoft
SQL Server 20197 SM-BC A=l 3 A= E|X| 42 AEE|X| HYLH HAEE 2{3t IOMeter VM2t 7|
ISHEILICE Windows Server 2022 VMO|Al= SQL Serverg 2t2|5t7| 2[3il SQL Server Management Studio”}
MX|ELCH HAEE 2/ HammerDB Ci|O|E{H|O|A = E AHESH0] Cl|O|E{H|0|A EMM S MASHL|CE.

Microsoft SQL Server TPROC-C Y3 ZEE AI26}0] HIAESIEZE HammerDB H|O|E{H|0|A E|AE E1E
2| A

FEYSLICH A7|0F HE 9| ZR LhE A3 EIAD} 20| 1089 7heh ALEXI7 L= 100712] 05 RAE
AESIEE SH0| YHO| EE[ASLIC.
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B3 Microscft SQL Server TPROC-C Build Options X
B2 Build Options
SOL Server: (local)
TCP:
SQL Server Port: 1433
Azure:
SQL Server ODBC Driver: ODBC Driver 17 for SQL Server

Authentication ;'@ Windows Authentication
SOL Server Authentication

SOL Server User ID: sa
SQL Server User Password: admin

L4 TPROC-C SQL Server Database : tpcc
In-Memory OLTP :
In-Memory Hash Bucket Multipher: 1

In-Memaory Durability : SCHEMA_AND_DATA
SCHEMA_ONLY

Number of Warehouses: 100

Virtual Users to Build Schema: 10 %

' 4

oK Cancel

AF|O0EE SMO| HOO|EZl F AF|OFHE TZNATLARE|J}AESLICEH H 2 S0 A|AEH TZNA CLIEHS
A8t & E:': AFF A250 AEZ|X| 2HAES| & & HMYS SA0| THAM G HE|X| 42 AIO|E B AEE|X]

S AE FOHIt MM SLICE

CllO|E{H|O| A ERIHM S ZIA| LA BX[TH Z Mol ELE 2ot AHES HIY QH T} A|ZHE| 0 ESHZHMO| CEA|

A EE|R}ASLICH CHE ATZIA2 ST A|ZHof| CHEt HammerDB EfMMH FI2E ATEIAZ H0f ELICL Microsoft
SQL Server?| H|O|E{H[0|A = LHIHOZ AO|E B AE2|X| 2 AE 0] A4FSIEE ALO|E Bo| AEE|X|7} CHRE
= EMMO| FA| LA SXIE|ACH L XS HY Q7 LHSH = CHA| A[RFEILICE
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H HammerDE B = i

Eile . Edit Qptions Help
= g = R UL
Renchanark Script Editor | Virtual User Output |~ Transaction Counter =
R St EEE_ EN_ EEEES NN EEE__EEW
TPROC-C E = mn m E N EE N EESE NN EEEN
"N NN N o EE NN E RN
WEE WEN_ SEEN_ B N N WEEN ] H NN
Schema Build EE @ EEE " & N EEE W E W
Ciptions L1} L] LL]] (1] ] (1] EEEEE L]
Diriver Script syl o 1
Virtual User aa008 |- e —
Autopilet
14 —
Trantactions 2 0, i, W
Metnics e b
Made
woaet b
Datagen
Cracle 9 i o T i B li) PR i
TRLRL ol B A3 5 13 PRI L] d d
Dib2
MySOL Wirtual User Merations Complete Status
PostgreS0l .!. (___' 1 o >
MariaDB :- oy o >
L =y o >
¥ = Eo >
=5 C' o '
'Ic«'nf.*..h-;r: faided venfy hosiname and »d © localhost:0

Storge 22{AE HE2!2 NetApp Harvest ZL|E{Z
AER|X] 7HA A S J|EF AE2|X] JHAM|Of CHEE AP B 2| El Grafana CHA| 2 E0f| EAIEL|CE CHA[EE
2|2 7| Y MT| EA et e X[H A7

B2t AtO|E A0l CHal &
Hl2eL|ct

File: TPROC-C creation Mode: Local  Row.Cok 0.0 '

E0| MX|=l NAbox ES A28 A &Y SL|CH Hit=
£ AOIE
7F MIE Mo i3t BjEEIAS

Xe2[E 10PS &

O] ASZILE ALO|E B AE2|X| 22{AHO]| CHEE NAbox Grafana s HHA|2EE Eo{FL|CH.

AO|E B AER|X| SBAE{2| IOPSE M7} L5t
M2 elsf T2 I @220 M 022 FH3| st2fsts
[[HT'_‘O‘” X|'|J-|'|7|' HEr*oH?_l' =1 AI‘OlE B 5-E-|AE_.|0”*1 Ol_

HHH ALO|E A AEZ|X| 22{AEQ| IOPSE

xS o

| ®ofl 2 100K IOPS F&LICH 181 CHe, As HEElo|
1% HASLICH AIO|E B AEZ|X| 2 AE{7} CIRE[AU 7|
T HEX SUASLIC

LRH = AO|E BOIM 7} Y2ZEE MEYSLICH TS



AN = IOPS & M| Jejmo| @EXR0| F7t Z=EE Al 2 & USLICE o] J2{Zoj= AIO|E A
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Metro X|0| X|2|M O =2 2LAHE HEO| 2|X|0f| 25E 5 H|O|H MEE MZ2 HZATL|CY,
NetApp SM-BC £F M2 S7|A] EX|E ALESI0] AFO|E HOZRE H|=L|A J2|E|H
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HUHE X|&ELICt. VMware HA 9 VMware vSphere Metro Storage Cluster 42 X|2/5H= VMware
vCenter= NetApp SM-BC2 H&dHH| ASEEE #5H= ME RPO & HZE0| 7H7H2 RTO SEE S5

UELICE.
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ESXi SAEQ| HEl LUNE SM-BC CG ZtA|0f| 2|8 25 ElL|Ct.
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MHIAE EZ8HX] Roh= AIO|E Foll 27 7|58 d&E ERHS MY = A&UICL

Of Aol Bzl FEof| sl XtM[S| LorEE{™ CHZ EA Sl/E= E AIO|ES HAESHYA|L.
FlexPod
* FlexPod & H|O|X|
"https://www.flexpod.com"

* FlexPod2 Cisco Validated Design % 7% 70| =

"https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-
guides.htm|"

* Cisco A|H - UCS(Unified Computing System)
"https://www.cisco.com/c/en/us/products/servers-unified-computing/index.html"

* NetApp MZE AN
"https://lwww.netapp.com/support-and-training/documentation/"

* UCS #2| 2E, VMware vSphere 7.0 U2 2 NetApp ONTAP 9.90{ A Cisco UCS 4.2(1)7t X| & == FlexPod
Clo|E] ME &A Jto|=

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod _m6_esxi7u2_design.ht
mlll

* UCS 2| ZE, VMware vSphere 7.0 U2 % NetApp ONTAP 9.90{l M Cisco UCS 4.2(1)7} X E|= FlexPod
Cilo|E] MIE 55 710|=
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SM

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2.html"
Cisco UCS X-Series, VMware 7.0 U2 % NetApp ONTAP 9.9 X|&l5t= FlexPod HIO|E MIE{ A 7t0|=

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.html"

FlexPod H|O|E{ MIE{ 8! Cisco UCS X Al2|=, VMware 7.0 U2 %! NetApp ONTAP 9.9 13 7t0|=

"https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.h
tml"

FlexPod Express for VMware vSphere 7.0 with Cisco UCS Mini & NetApp AFF/FAS NVA &7| 7}0|=
https://www.netapp.com/pdf.html?item=/media/22621-nva-1154-DESIGN.pdf

FlexPod Express for VMware vSphere 7.0 with Cisco UCS Mini % NetApp AFF/FAS NVA 1% 710|E
https://www.netapp.com/pdf.html?item=/media/21938-nva-1154-DEPLOY.pdf

VXLAN ZE| AIO|E M EQIC 1{EH2I8 AM35H= FlexPod MetroCluster IP

"https://lwww.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/flexpod-metrocluster-ip-
vxlan-multi-site-wp.pdf"

NAbox(NAbox)
"https://nabox.org"
NetApp =%

"https://github.com/NetApp/harvest/releases"

-BC

SM-BC

"https://docs.netapp.com/us-en/ontap/smbc/index.html"
TR-4878: SM-BC(SnapMirror H|ZL|A &) ONTAP 9.8
https://www.netapp.com/pdf.html?item=/media/21888-tr-4878.pdf
SnapMirror 2t ONTAP 95 SHIZH| AtX|st= 2

"https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to c
orrectly _delete_a_SnapMirror_relationship ONTAP_9"

SnapMirror Synchronous sl 27 7|& Alst

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-
concept.html"

H|S 7|4l SnapMirror M3l £ 7|2 Argt
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https://github.com/NetApp/harvest/releases
https://docs.netapp.com/us-en/ontap/smbc/index.html
https://www.netapp.com/pdf.html?item=/media/21888-tr-4878.pdf
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https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_correctly_delete_a_SnapMirror_relationship_ONTAP_9
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-synchronous-disaster-recovery-basics-concept.html

"https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-disaster-recovery-concept.html#data-
protection-relationships"

* HO|H 2= % R =7
"https://docs.netapp.com/us-en/ontap/data-protection-disaster-recovery/index.html"
* ONTAP Sx{Xt MH|AE MX|StAHLE HO2|0|=ETHL|C}

"https://docs.netapp.com/us-en/ontap/mediator/index.html"

VMware vSphere HA %! vSphere Metro Storage ClusterS X|2l8tL|C}
* vSphere HA 22{AE MM S ALE

"https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-5432CA24-14F1-
44E3-87FB-61D937831CF6.html"

* VMware vMSC(vSphere Metro Storage Cluster)
"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-vmsc"

* VMware vSphere Metro Storage Cluster HZ& A2l
"https://core.vmware.com/resource/vmware-vsphere-metro-storage-cluster-recommended-practices"

* NetApp ONTAP with NetApp SnapMirror SM-BC(Business Continuity) with VMware vSphere Metro
Storage Cluster(vMSC). (83370)

"https://kb.vmware.com/s/article/83370"

* VMware vSphere Metro Storage Cluster %! ONTAPZS AI23I0{ #|Z 1 O Z2|#|0| M2} Cf|0|E{H[0| A S
Ho gLt

"https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-tier-1-applications-and-databases-with-
VMware-vSphere-Metro-Storage/ba-p/171636"

Microsoft SQL 2% HammerDB

* Microsoft SQL Server 2019
"https://www.microsoft.com/en-us/sql-server/sql-server-2019"
* VMware vSphere 7|2t Microsoft SQL Server 27| Best Practices GuideS & Zot&A|L2

"https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/solutions/sql-server-on-vmware-
best-practices-guide.pdf"

* HammerDB &! AIO|E

"https://www.hammerdb.com"
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* Cisco UCS SIER0 =2ty I{ERIA
"https://ucshcltool.cloudapps.cisco.com/public/"

* NetApp 4% SE2MH OIEZIA E
"https://support.netapp.com/matrix/"

* NetApp Hardware UniverseS & ZsHA|Q

"https://hwu.netapp.com”

* VMware 22tM 710|E

]

S L]

"http://www.vmware.com/resources/compatibility/search.php"

B 7|2
T i =M B 7|2
HZ& 1.0 20223 4E XX 2E|A,

VMware vSphere 7.0 5! NetApp ONTAP 9.72 AIE5t=
FlexPod Gi|O|E{ MIE{ - {1

John George, Cisco Sree Lakshmi Lanka, NetApp

0| 2M0|M= NetApp AFF A400 All-Flash AE2|X| A|AEI0|A NetApp ONTAP 9.72
X|&StH= Cisco 5! NetApp FlexPod CI[O[E{ MIE], 2M|CH QIR X2 AH|LE{= T2 M|A{<t
VMware vSphere 7.02 X|2l5t= Cisco UCS Manager £8f AT EQ0] 22| A 4.1(2)0]| CHaH
MHBIL|C}. Cisco UCS Manager(UCSM) 4.1(2)2 CHS1t 22 A2 E9f X[ Ct.

* 3% 2 E Cisco UCS Fabric Interconnect 22 6200, 6300, 6324(Cisco UCS Mini)
* 6400

* 2200/2300/2400 Al2|= IOM
* Cisco UCS B-Series £ XA
= x

X A
* Cisco UCS C-Series 2 & X38IAAIQ

Cisco Intersight 5! NetApp Active IQ SaaS &2| SEL ZaHE|o JUSLICE

NetApp ONTAP 9.7, Cisco UCS Unified 2ZEQ| Z2|= 4.1(2) % VMware vSphere 7.00] ZgHEl FlexPod
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HESHA| XA gL Ct

"VMware vSphere 7.0 5! NetApp ONTAP 9.72 AF23H= FlexPod H|O|Ef MIE] - 715"
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John George, Cisco Sree Lakshmi Lanka, NetApp
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