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7to|=0]| dEE CHE f=50| 229 VLANS HESLICH O] #= ET AO|E HAE 7o = 2ted = oM EM
T4 HAE FHst=E O AHBE 5 USLICH

@ Lol tiHLH 8l Q| 22| VLANS AHEdt= E 2 O[2{eh VLAN Ztof 2{|0[of 3 =2 E ZH=0{0f
SfLICH O] HBO0M= S& 22 VLANO| AL E[UELICE

VLAN O|EQIL|Ct VLANS| 8 VLAN IDQ!L|C}
22| VLAN 22| QIE{HO|AR VLAN 3437 vSwitch0
NFS VLAN NFS E2{T2 VLAN 3438 vSwitch0
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VLAN O|EQIL|Ct VLANS| 8= VLAN IDQIL|C}

VMware vMotion VLAN 7t HA(VM)E SHLEe| 3441 vSwitchO
S2|X SAENM CI2
E2|XM SAER O|SSIEE
X|HE VLAN

VM Ez{Z VLAN VM OfE2[7|0| M Ecljm|g 3442 vSwitchO
VLAN

iISCSI-A-VLAN IH=2l A2 iSCSI EBfmE 3439 iSciBootvSwitch
VLAN

iISCSI-B-VLAN IjE2l BO| (SCS| EZfme 3440 iSciBootvSwitch
VLAN

H|0|E|E VLAN B X|HE| K| &% 2
ol EEEl=

VLANQILIC}

FlexPod ExpressE 7145H= SQF VLAN HS 7 HQBFL|CH VLANS "<<var_xxxx_vlan>>"2t11 StH, 06| 7| A
"xxxx"= VLANS| =& (0]|: iISCSI-A)L|Ct.

0| HB0l= F 712l vSwitch7t M-dElL|Ct.
CHe Holl= £5F M vSwitch7} Lot A& LICH

vSwitch O|ERILICH &d O{RIE ZE MTU 2L By

vSwitchO Vmnic2, vmnic4 7| 22£(120) 9000Q!L|C} IPSHAIE 7|HtC 2

iSciBootvSwitch Vmnic3, vmnic5 7|224(120) 9000Q!L|C} HIAl 7l LE IDE
7|HIO 2 8t=
etREQL|CE

2C WHAO| P Al HHE A2 H HH(RE HE) ZE M1} 24 SRC-DST-IP
EtherChannel2 AI25t= 7|2 S2|8 A X[of CHsl Aot 40| HgtL|Ch AQ|X| 40|

@ 2|0 HZ0| ZIHEOZ 0|R0{X|= 2R ZE {4 MA 2H|Z 8| Ast= SO ESXi 2|
vmkernel ZEQS| EAIS 21517 9|8l Cisco A X|0|AM HAE &= 7o H2la XE F SILIE
AUAHOZE ZFTHL|LCY.

Ct2 Holl= MMEl VMware VMO| L2t Q& L|CH

VM AHelL|Ct SAE O|EQLICE
VMware vCenter ServerE & XsHAA|2 FlexPod-VCSAZE EZXsIHAA2
I AER|X] 22 FlexPod-VSCE £XstMAIL

Cisco Nexus 31108PC-V 11

O] M0l M= FlexPod A A 2HHO| A AFEE|:= Cisco Nexus 331108PC-V 29|
Aol CHall XA5| HE LIt
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Cisco Nexus 31108PC-V A2Q[X|o| £7| MH

CHE EXto M= 7|2 FlexPod Express 212 0f| Al AL2E Cisco Nexus AR|X|E FAst= SHH0]| CHol M EhL|Ct
@ O] A0 M= NX-OS 2T EH|0] 2E|X 7.0(3)i7(6)2 AldH= Cisco Nexus 31108PC-VE
AH8stn JUCHD FHEBHLICE

1. 7| HEIo| &2 &1 AQX[e] 24 ZEN HZE|™ Cisco NX-OS MH0| At5OZ A|ZHEIL|CE O] X7
TAHME AKX 0|2, mgmt0 2E{H|O|A M, SSH(Secure Shell) & at Zte 7|2 M™ g X|™EL|Ct,

2. FlexPod AT A 22| L EQIE= of2] 7tX| eHOZ FHE 4= ASLICEH 31108PC-V A X[2] mgmt0
QIE{I|O|AE 7|Z 22| HERIIN HEE £ 1, 31108PC-V A2 XS] mgmt0 QIE{HO|AE AL HA
FMo=z HAT £ QUSL|CE SHX|Tt 0] 213 = SSH EclfjTlial ZHe Q|5 22| HM| A0 AFRE &~ GELICE.

@ 0| 7= 7}0| =0 M= FlexPod Express Cisco Nexus 31108PC-V AQ|%|7} 7| & 22|
HES{Z0| AZ=0] JAELICH

3. Cisco Nexus 31108PC-V ARIX|E P52 AQ|X| S AL 3HH HIAIX|of 2} F AQ(X|E X7
Aot A9(X| 2H FEO| 3liFSt= 2SS AL C

- O
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

- J2H 7 Qok0| EAIELICH #HS HEULX| E= HAIXZt LIEFELICE 70| SHIEH nS Y SLICH

Would you like to edit the configuration? (y

es/no) [n]l: n

- O™ 2 0] S A8 MEEX 2= HAIXIZF EAIE LG 2™ELHEA yE UL C

Use this configuration and save it? (yes/no) [y]: Enter

. Cisco Nexus 22| X| BO{| CHsli O] HXIE Et5gfL|Ct



It 78 382 M35 H CISCO NX-OSOHM EH 12 7|52 Ar2st=E MH™dl|of TLICt. Cisco Nexus A IX|
A AQIX| BOIM HESt 7|52 AESHEE AFst2H I:c'i'%(conflg )2 M85 8 BEE A|Zst O S
AlsHstL|C}

=2od

feature interface-vlan
feature lacp
feature vpc

712 ZE xHE 2E HHHY dlig[= 2A S ERL P FAE AHESIH ZE xHE2| QE{H|0| A0 CHet
HL|C |

(D)  ES WY ATAEES FWHLICL Ax A EA P FLLC B2 UAS o4l U el 3| HBH
HE g el o] 2 APE 4 QUBLICH SUB 0|92 AA B ELA TCP EZES

Ir

i+l 2n2[E0 F7t5h= A

(conflg t)0ilAM Ct2 BES YSIK Cisco Nexus 22X A AQ|X| B Z22H ZE Mg =& Y

24 BE
THg MESHIAL.

port-channel load-balance src-dst ip-l4port

22 Alid E2|E FIYLICH

Cisco Nexus Z2HEL2 Ha|X| EXI0|2t= ME2EL B3 7|58 AIRSHL|CH He|X| BEELS Ay Eg| 22|22 O
O| & AlSIX| Qb= EX|0|M CIO|E ERfE S A& MESH= Thber 23 = 7|Et AT EY|0] &HOHE o*II°*L—|Ef
SAUE0| mel HERX I = 7HEXE[E Zeet of2] HEl & ofLtol| ZEE HHII°* = A&LIC

JEHoZ BE XEJHHEQS XER ZFEEE Be|X| 2FE 8F5= 20| ZELICL 0| E¥2 HESHA
HE|XIL 2 ZEO| Y S HESIEF gL|CH o 2ARIE|X] 942 x| ZE L= Ee|X| 23 7|50| 2detz|X| 2

HE K|t E2 7 LEHHl 2 2R T HAIELICH o ATid E2|0H|M '—1‘:' H2 ZEJtofL|2t B2 ZEE

T T
XHetsh= mOo| O QbmetL|Ch J2{H 7|2 ZE HEfE St HIER I 2| Hetxel orgd s Sae = ASLIT
E3| E2|X| 22 XK = M, 2E2|X]| 3 P-I3 AQXE It wl= A0'd E2| HEHO| Mldet ROl
7|20{0F RfLICE Ol2{et 22 ZEE Hdetsle{H ZE RHES HEMOF S &~ ASLIC

Be|X| 22 &= H[0|E tHe{(BPDU) EREHI_ J12HoZ CHE BT AE2E o|X| ZEO|AM gL/t
HEHIAS £LZ YX[5t7]| floh 0| 7|52 CHE £291X|2| BPDUZL Of QIE{H|O| A0 HEA|El=E 32 ZES
S=YLCt

T B E(config t)0f| A CHS HHS M50 Cisco Nexus 22X A Sl AQIX| BOA 7|2 ZE 31t BPDU 7t=
TS 7|2 AL E2| SM2 AMSIAAIL.

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management
ntp master 3
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VLANZ HolgiL|Ct

VLANO| M2 CHE JHE ZES F45t7| Tof| 22| X|0f| M 21|0]0 2 VLANS F2lsl{of gLt g ZH| SHZ0|
80[3t=5 VLAN 0|52 X Hsts A T2 LHYLICE

T4 2 E(config t)0|A CHS HHE S MEsH0] Cisco Nexus A2|X| A Y A2(X| BO| A% 2 VLANS Ho|st1
HESHAL.

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

210101 2 VLANO|| O| 52 EEdt= 22t OXIIX 2, 2= QIE{H|0]|A0] Ciet B HE2 ZT=2H|X'Jat ZH| s 20|
L=

2t AR|X|29| 4 2 E(config t)0l| A FlexPod Express CHH S 71440]| CHSH CHS ZE MY S A=SfL|Ct

Cisco Nexus A2|%| A
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

int ethl/1

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

Cisco Nexus A%|X| B

CIMC

description AFF C190-A e0d

int ethl/2

description AFF C190-B e0d

int ethl/3

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

description UCS-Server-A: MLOM port 2 vSwitchO

int ethl/4

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A: MLOM port 3 iScsiBootvSwitch

UCS-Server-B: MLOM port 3 iScsiBootvSwitch

vPC peer-link 31108PC-V-A 1/25

vPC peer-link 31108PC-V-A 1/26

AFF C190-B e0OM

UCS Server B:

CIMC
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M| 9! AE2|X| 22| OIE{H|0]AS AT}

Mot AERX| HEO| 22| QIEH|0| A= UHHOZ T VILANT M E.”—IEf mfetA 22| QIEmojA ZES
UM A ZEZ LTt 2F A9{X|0f CHet 22| VL S EZ| ZE RYS o|X[= HEFLL|CL

>
pd
mjo
oz
10
£l
I>
ozF

T BE(config t)0IlM LIS HAHS 2isl0] MH{et AE2|X| REo| 22| QIE{H|0| A0 CHEH ZE MAS
__I.I.A'I I.AIA'Q.

Cisco Nexus A2|%| A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus A2|X| B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

NHYEEME SEE T

0x

JH EE HE(PC)S AHBOIH 22K £ 42| M2 CHE Cisco Nexus A9IX/0fl HZE 257} Al Y |0
£ TE 22 BAIE 4 USLICE M ) ZRI= A9(], Mo = C12 HEY A1 4 ABLIL vPCE
A% 2 0 H2E M2 4 YDR (fHES £0|7, L E Ziof of2| JHo| ¥ H=E Hatst, UMl Z=Tt
Q= 2= w2ty E3fms Sof 0|F3HS YN & AL,

vPCE= L33t 2 O|HE S LIt

fjo

AAER FH|O| HH EE HLS AIBSHTS 4

* Alfld BR[| Z2EF AR ZE H|A

o
© B gle EERR A2
* AP JHSE 2E 22A el AL
* 23 i ClHo| A0j FONT} HAE D W2 HHHAS HTBCH

vPC 7|50| MItHZ &35t H T Cisco Nexus 22| X| Zte| B 74X| 7| MFO0| HEfL|Ct % 21 mgmt0
TEE A88H= 0= QIEI oA HolE FAE A5 "ping"\< 29/ X|_A/B_mgmt0_ip_addr>>VRF" 22|
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0%
o
fjo

AEBHH E 7t RS =eldof gLt
74 2E(config )0l M LIS BHSE &5 & 22|X|0f tigh vPC 22E 78S 2FHAIL.

Cisco Nexus A2|%| A

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmt0O ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int PolO0
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Cisco Nexus A%|X| B
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vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

AERX| ZE MHES FEELIC

NetApp 2 E2|X| ZAIEZE2{= LACP(Link Aggregation Control Protocol)S AF26t0] H|E 3 0]| CHH active-active
HZE S|2EILICt LACP AI20| MSE|E= 0|RE LACPZt AQIK| Ztof g Atnt 22 S R&E Z718H7| Wi2lL|Ct.
HIEI 7} vPCOl| UAH MAEOZ 0] M2 HAIS E8| AEZ|X|0|AM HEQ| B2|X AQIX|29| active-active HZEE
P + JASLICL 2 HEER0fl= 2 A2(X(of Chet 37t 271 FELICH SHXI2H 4709 B E A3 &= SYe vPC &
QIE{H|O|A T E(ifgrp)2l YEILICE.
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. AQIK| ARt A2|K| BOIM CHE B S MGt AEE[X| ZIEER B ZE MES FHELICL

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

M HAS pABhLICH

Cisco UCS A{H{0f|= Ci|O|E{ E{Zia} iSCSIE AI23 ESXi 2% H|A| 2Elof| AIRE|= 4XE 74 QIE{H| 0| A FIE

VIC14570| /UELICE 0|21t QIEHO|A = MZ ZHf| HYLHEEE LME[0] B /I3 E "o 7150l 0|53

HISELICE o|2{et A E o2 AKX X 2AHSHH 2t AQX| ZO{7t YUMSH NIt 7t MEE RX[E
UELIC.

T4 2 E(config t)0l| A CHS HHES AESHH 28 AHo| HZ = QIE{H|0| A0 CHSE ZE MY Z FAMSHUAIL.

Cisco Nexus 22|X| A: Cisco UCS A{tH A B! Cisco UCS AMH B 4
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int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Cisco Nexus A2 %|X| B: Cisco UCS MH A 2! Cisco UCS AH{ B 3+4

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

M ZE 2SS FEYLICH

22X A A2{X| BOA CHE BHES HASHH M A Clist ZE x2S FI&ILIC)

int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13

no shut
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2K A A2{X| BOA CHE - S At M Bof| Chet ZE MES FH-LICH

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14
no shut

2
@ CHol THE 2tE e &= UASLICL FlexPod SR MM St MTU S 2T5t= 20| SRELICE
74 24 79| MTU 80| ZXE[H miZl0] &A1 0|23 13l CHA| S E[0{0F 5t £F49
HebEel 4o g oA/

() CiscoUCS HHIE 710l S22 Bl A9iH A% B M2 H718 Ke7} 2l
SR

—1 O
29X ZEE AHESHH Of S gLt

rh

JIE HEYA QEEIZ 23

ME Jtset HESR 3 lm2tof et of2] 71X Bt 7SS AHE0H0] FlexPod 2tdE € 3" = ASLICE 7|1&

o
Cisco Nexus 2t20| ZxHst= 22, NetApp2 vPCE AFE35H0] FlexPod 20| Z8HEl Cisco Nexus 31108

AQIXIE ¢lmetz 3= AS HHELICHL PEI= 10GbE QAZAERK £F M9 4L 10GbE 23,

Lo3t 22 1GbE QA IBIAEK SR M| 22 1GbEZL E 4= ASLICH SN SESH -AIE ALBSI0 7|Z 20|
CHot I3 vPCE MMY & Q&LICEH 740| 2REl = 2F AQ|X|of CHEt M-S X{ESI2{H copy startS A sHOF
gL,

"CHS2 NetApp 2E2|X| T35 EAH(18)YL|Ch”

NetApp AE2|X| 715 HXH(12)

0| MMOj|M= NetApp AFF AEZ|X| & HXIE MEHEHL|C}

NetApp AE2|X| ZIEZ2| AFF C190 A|2| = Al%|

NetApp Hardware UniverseS & XA

NetApp HWU(Hardware Universe) OHZ2|#|0|2 £ ONTAP H X0 CHal X[ == SEERO S AZEL
THRAE HSELICt HxH ONTAP AZEL||0{7t X[&St= Z2E NetApp AEZ|X| O{Z2t0|HA0| CHE 74 HEHE
HIELICH PERA S8 B HIEL|Ct

AME3I = S=R0] B AT ER0 74 247 HX|5t2{= ONTAP MO0 M X E[=X] =tlgfL|Ct.
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ﬁEEIII AAEIO| 22|H QX|E A2l5t2{H NetApp Hardware UniverseS & XSHUA|R. CHS MM S
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AE2|X| HEERY

AFFQ| ZIEEC{0f tiet 22[H AX| BAHE WELICH"C190" 2A=t:

NetApp ONTAP 9.6
T4 IANE

X A3ZEES HAGH| Hof| MF EBMM 78 FIAEE
ATEQ 0 HX| 7I0|=0f| M AFEE &+ AUSLICE

®

CIS H= ONTAP 9.6 AX| & 1M MEHE |2t

ABIAAIR. 74 Y3

Of A|IARI2 AQX|7} Q= 2 E 22{AH Tl 2FE LI

S A ME = S A ME 2 YLICH
SAH TEAIP FAQLICE

2 AE L ALIOIAS

<<var_NodeA_mgmt_ip>> £ IL|C}

S AE = A AHO|ES|O]
S8 AEH EAQ|S <<var_NodeA>> £ HZIHA|2
S{AE LEBIP FTAQL|CE <<var_NodeB_mgmt_ip>> £ ={gfL|Ct
SE{AH LE B YIOIAS

S AE E B A0|ESO]

SAH EBOIE

<<var_NodeB_mgmt_gateway>> £ & Zx3s
<<var_NodeB>> & & ZIMAIL

ONTAP 9.6 URLQILILC} <<var_url_boot_software>>
Za{AE{Q o|2QIL|Ct <<var_clustername>> £ 2&/¢tL|C}
SHAH 22| IP FAULCE <<var_clustermgmt_ip>> &
S2{AE B A|0|EH0]

S2{AE B UllDtAS

28

- A AE M J10|S S BU HE S S S2sto] fot Ao
o
=

<<var_NodeA_mgmt_mask>> £ 2/2istL|C

<<var_NodeB_mgmt_mask>> £ |2istL|C}

<<var_clustermgmt_gateway>> £ Z2/gtL|Ct

<<var_clustermgmt_mask>> £ |2istL|C}

= ONTAP 9.6

<<var_NodeA_mgmt_gateway>> £ & ZTsIHA|L2


http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62937&language=en-US

SAH MR HE SAE M Y LT

LojQl o] <<var_domain_name>>
DNS MH IP(Z O|& &=e = /UA) var_dns_server_ip&L|C}
NTP AMH IP(Z 0|4 &g £ 3) <<var_ntp_server ip>> £ EZXSIMA|

LC AE ATt

LE AS 75 L2 HAIS =oAL

1.

9.
10.

N o o k~ »w

AEE|X| AL 2& ZEO| HZEELICH Loader-A HIAIX[7F A EL|CE SEX|2E AEE|X] A|ARIO| MR £
MEfQl B CHE HAIX| 7} EAIE W} Ctrl-CE =8| Ats RE RLE Z=gLICH

Starting AUTOBOOT press Ctrl-C to abort..
AARIO| REIEEE SfL|CH
autoboot

Ctrl-CE =2 #8 HIw=Z S ZLICtL

ONTAP 9.60| £& 2l AZE 0] H{T0| r'—_l FR L3 HHAIE ASSHH M 2ZEQHE
() 4XIBHIAI2. ONTAP 9.60| 28 F0l H{H0l 2L 84 8 & y2 Meieto] =2 RSBt

O3 CH3 14HHA| E AlSehLct

M AZEQOE X[StHH SM 73 MEdSIL|CH

Y 0|=EE A2 H y E UL LTt

CIRZC0f| AIRE HIEQIE ZER eOMS MEHSIL|CT

Xz MRS H yE UZSHIAIL

Zt | X|ofl eOMQ| IP 4, HiOtA S 51 7|2 AH[O|ESJ0|E = BLCt,

<<var_url boot software>>

AEXt O|Z0f| TH3H Enter 7| S =21 ALEXL O|E0| YIS S LIEFALICY.

M=z 2R3 AZEQINE o|= TR0 A S 7|22 HFdtE

-l

o y E Ql&stL|Ct,
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]

. yE Y5t =5 MR L

M AZEQIOE MX[g mf A|ARIO| BIOS 3! O{RE FtE0)| CHet o] 0|2 - &
(i)  2loni, 02 918) LOADER-A ZEZEO|H MR D FXIE 4 YALICH O2fet 2o
LMSH A|ARIO| O] HXIE B & USLICE
12. Ctr-CE =2 2 H'=2 So{ZLICt
13. Clean Configuration(td Hz2|) % Initialize All Disks(2E C|A3 x7|3}) of CHell M 4 & MEHBILICE.
14. CIASE M 23t H yE LHSID TS AT CHS A THY A ARIS MX|Bho|Ct,

15. y £ Ql&sto] C|ATA 9| 2= O|0|E{E X|ZLCt.

HEE CIATO| o R w2t FE Of22[A0|EQ| x7|9 8l WH S =3} Ol 90= 0|&0|
@ 22 £ JASLICE 271517} 22 E[H AES|X| A|A”IO| RS ELICH SSDE £7(9}5H= O
HE|=E A2 43| SOSLILE L E A8 LAt H235t= Set E B FYE AEE =
ASLIL.
L E AE X7|35h= S¢F L E BE T ELICH

L= BE gLt
= BE 7ot CH3 IS 2=5A2.
1. AEE|X| ANAHI 24 ZEO| HZYLICE Loader-A HIAIX|7t FA|EIL|CE SHX|2H AEZ|X] A|ARIO| IHRE 2
AEfQI 2R CHS HIAIX|7} EAIE I} Ctrl-CE =3 Ats BE RTE Z=LICH
Starting AUTOBOOT press Ctrl-C to abort..
2. Ctrl-CE =21 28 H'w& So{ZLIC

autoboot

3. M|A|X| 7} LIEIL}H Ctrl-CE S+EL|C},

ONTAP 0.60] =8 Sl SEERI0f uil0] Ofcl F2 TS £ 743101 M 2BE0S
() 4xsHIN2. ONTAP 9,601 22! Zol BiZiel 32 B4 8 A y8 Hesto] -C8 YREBILIT

T3 CHZ 14HAIE AlSELIC
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4, diopA3 8L 7| A|O|ES0|E YHRLIC
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<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

Xt

9. ATEQINE &

i
o

4 9l URLS @2fgiLict.

() ol & MBi= Ping2 & I0{0F BtLct
<<var_url boot software>>

10. AFZX} O|Z0i CH3H Enter 7|S =21 ALEX} 0|E0| §1SS LIEFHLICY.
. MZ 2X3 ATEQOE 0|7 PR ALY 7|22 2Tt H y £ =gLICh

12. yE dst] =5 TR eLCh

M ATEL0{S MX|2t mf A|ARO| BIOS X O{E| FHZ0f TS Beof PIao|=8 4aet 4
(i)  2loni, 02 9I8) LOADER-A ZEZEO|H MREE D FXIE 4 YALIC Ol2fet 2o

HAHSHH A[ARO| Of EXtE SO & AUSLICE

13. Ctrl-CE &2 £& HwZE So{ZL|ct.
14. Clean Configuration(td Hz2|) % Initialize All Disks(2E C|A3 x7|3}) of CHell M 4 & MEHBIL|CE.
15. A E N22stHH yE YAt D £AS THEFTH S A IHY A|ABIS HX|BL|CH

16. y £ Q2450 C|ATA 9| 2= O|0|E{E X|ZL|Ct.

HZE C]AT0| 0 0| W2t TE 0j12|H0|E9| 7|3t Y M AFSH= B 90E 0|40)
() 22+ Asuch 27030t gREw Az2|x] AlAHo| MEHE L SSDE %7|8ksts o
Al AZH Atgte] ZOiSLICH

FEATY S SBAH Y AL
AE2|X| HESR| A(E A) 24 ZEO| H2E 22 TE T2OU0|N = MY AIYES AiCE O

AJZIEE ONTAP 9.60| 222 L E0|A BEIE! off LIEFIL|CE,

ONTAP 9.6011M .= B S2{AH AX "It 27t HAZ|JSLICE O|H| S2{AH HF OPHAE
@ Argsto] 22{AE9 A HI ==E FAMSt1 NetApp ONTAP System Manager(0|™2
OnCommand ® System Manager)E AI&5t0] S2{AEE 24 = JASL|CH

1. DD Eo| et == AS ALt
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

. =] B2| QIE{H0|AL] P FAZ O[S BLICH

@ CLIZE ArE0t0] 2{AEE 28 & AFLIL 0] EX0A = System Manager2| €& [zt
S2{AE Fof cis 2 ELICt.

Guided Setup(2tLiA! AH) 2 22/t EHAHE M eL|CE

2 AH 0|E2 <<var_clustername>>'2, 7+ £l 2} L E0f| LA = <<var_NodeA>>'2t
<<var_NodeB>>E YHgIL|Ct. AEZ|X] AIAE!OH ArEY 2 E UYLt S2{AH FY2E Switchless
ClusterE ME{RILICE E2{AH 7|2 20| A E =g |C)

= L—-"1d

S2{AHE, NFS 3L isCsIoi| thet 7|5 2fo| A E S & AUSLCE

S2|AEIS M4 SUS LIERYS Al BIAIXIZH EAIEILICE O Al BIAIXIS Of2{ AEHS 22HEiLIC o] HHEe
T 2 HE A9,



b. Cluster Management IP Address EE(<<var_clustermgmt_ip>>)0i| Sl0tA =
L= (<<var_clustermgmt_mask>>)0| <<var_clustermgmt_gateway>>)E /=gtL|C}. CISS
AMEBAA Q. ILE T o| MEHT|Z2 L= AC| eOMS MEHSIL|C}

C. LEAQ| LE #2| IP7} 0|0 MM UELICE == B CHdl '<<var_NodeA_mgmt_ip>>'E =

DNS Domain Name ZE0]| '<<var_domain_name>>'S /2EIL|Ct. DNS MH IP T4 ZEof
'<<var_dns_server_ip>>'S 2etL|C},

(D) of2i DNS AfH P FAE e 4 UBLICE
€. Primary NTP Server 2=0{ 10.63.172.162 £ =& 3ICt.

@ CHAI NTP MHE Y3E & QJELICE '<<var_ntp_server_ip>>'2| IP =4
110.63.172.162"= Nexus Mgmt IPILIC}.

H YEE TR

a. 2t AutoSupport0l| HM|A S| ot TEA|7t
B

=
b. O|HIE 2Zlof CHEE SMTP HIY SAE 3l O|HY FAE

© |

L@ A2 TEA| URLOI URLS Y2igiLic
JE

A&ste{H O|HIE 2L HHS BYsHofF LTt WY & SILIE Meteh = JASLIC

gfLict
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NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ AutoSupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

AABRIOM S A 40| A= EACHE HAIXIZF BAIEH SHAH 22| & 22610 AEE[X|E FHLCH

2E2[X| E2AH FE AL

AEE|X| LE Y 7|2 2AHE FHT 20= AEZ|X]| 2HAH LEE ALY = JASLICH
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HE AM0f C|AFE M2

S AEO BE AHO C|ASE N 25t Lt B S dARLCE

o

disk zerospares

1. ucadmin show HHS Mgl TEQ| #ixf ZE U 3xl RES stlshL|C},

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target = = online
AFF C190 A 0d cna target - - online
AFF C190 A Oe cna target = = online
AFF C190 A 0f cna target = = online
AFF C190 B Oc cna target - - online
AFF C190 B 0d cna target - - online
AFF C190 B Oe cna target = = online
AFF C190 B 0f cna target = = online

2. A8 Z9 EEO| # BEJL CNAQIX|, 12|10 $i3 £30| EFIOR MAE|0f QU=X| SrolgtL|ch D x| o
HO [he WS AIR30 HE 242 HARLC

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

O FES HAste{H ZEJI @I aQl HE{O{of iL|CH ZES Qu2feloz Hetst2H L3
@ M2y ASHSH|C}
coo=2 2od -

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

(:) TE

el =2| QE{H0|A2| O|FS HiELICH

M
S

1
fio
rE

A3t 22 W AES MBote T 2 ES HEEF Bt

2| =2 QEHO|A(LIF)Q 0| F2 HE oI H L3 BHAIE +ASHIAIL.



1. ¥xH 22| LIF 0|52 EAIEfLICH
network interface show —-vserver <<clustername>>
2. 2{AH 2| LIFQ| 0|E& Hi&ELICH

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. LLE B 22| LIFS| 0|§2 HHELICH

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

S2H 22|0|M XS ==2)7] 28

S AH 22| AHM|O| AN M XtF =l S2|7] 7] H-5 et

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

system service-processor network modify —-node <<var nodeA>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>

system service-processor network modify —node <<var nodeB>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>

-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

() MBIA Z2AM P FAE S B2 P RAot SUSH A0 210{0F BLICH

ONTAPO|M AEZ|X| HYH MX
AEEX HYLHII AEE[A}=X] &telstH MY YoM CHs BES AdetL|ct

1. AEE|X| HYQH HEHS =tQlBfL(Ct.

36



storage failover show

(D '<<var_NodeA>>'9f '<<var_NodeB>>'= 25 H|O|ZHE e 4 U0{0F &LICE ==t

HO|22H = Jhsot 32 3EHA = OI%OHEMIQ.

2. £ LC F 50N HYLHTIL AFZE| =5 HF LTt

storage failover modify -node <<var nodeA>> -enabled true

() o =Cold HYQHI AABEIEE Mot £ =S DE0A MFELC

3. 2 E S AEQ| HA MENZE stolstL|C},

=

() 270yl et 9l SR AE0E o] 2 HBE 4 it

cluster ha show

4. 1718240| F4E FR 6= O|SELICE 1IH8H0| THE Z HHS HASHH O

High Availability Configured: true

5 2L E Z2{AE0Tt HA ZEE ARSI E MASHL|C}

HIAIX| 7} EA|ELICE

(D 271 Ol &9 LE7t U= SHAE M= HYLH 0| 2X|7F Y4522 0 BHS HASHK|

ORYAIL.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. SI=90] X|R0| SHIEA| THE|0] U=X| Eelstn R HR MEH IP F

it
i
+

storage failover hwassist show

Hefct.

"Keep Alive Status: Error:" HIA|X|= ZHEE2] & SILt7t IHEL{ 2| hwassist keep alive 1 E
() wx =232 Ueiol, ol sh=slof 20| PHEIX SIS S LIEHELIC TS B

AL SI=R X[HE FEELICH
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>

storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

ONTAPO||A MHE 2o MTU EEEIWAE ZH|QIS AMAEH|Ct

MTUZt 90002! CIO|E E2EHAE FHQIS MYste{H LS HFS dARILC)

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

7|2 HREHAE TH|Qloi| M H|O|E ZES MHeL|Ct

10GbE H|0|E| ZE = iSCSI/NFS E2HIl0f| At L[ O|2{et ZE= 7|2 ZH|QI0l| A X730 §IL|Ct ZE eOe &
eOf= AFEE[X| M 7[= M0 M | Z{3HOF BfL|Ct.

H2CIHAE QoM ZES HHst2H CHg BES 2deLIC

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:eld, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

UTA2 ZEO|A SE MO E ALESIX| R E METL|Ct

o|& FX|of AEE ZE UTA2 ZEOM S & MO E MESHA| =5 27F5t= A0[ NetApp2| 2 A QLICH S &
MO E AFESHX| == 25I2{H L3 S dARL )

=2=od
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAPO| A QIE{I{|O|A O 2 LACPE RATILIC}

0| AEHO|A O F FH0i 271 0] &to| O]t QIE{H[O| At LACPE X|™dts 29(X|7F ERELICE 44 512 0f
7tol=0f HFE HAE 71EC 2 A EEIUEX] AR LTt

SAEH ZEZEM O3 HAE 2tz LCt
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

ONTAPOAM HE m2f|S AMTtLICt

ME D Q(YLHOE 9,000HI0|E MTU AHE)S AHSHE=E ONTAP UIEY I ZIEE FM5t2{H S AH Hoj|A
Cte E@E S Mgt

AFF C190::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF C190::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

ONTAPO{| A VLANS M-AMetL|ct

ONTAPO|A VLANS MMste{™ C}

I:IIO

THAIE +"SHHAIR.

1. NFS VLAN ZEE MM5I0] H|0|E] EZEIHAE TH|QI0]| F=7tghL|Ct.

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. {SCSI VLAN ZEE MM3t0] 00| EZEIFHAE TH|QI0]| =7t Ct.
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. MGMT-VLAN ZEE MHgL|ct,

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

ONTAPO|| A T|O|E] O 12| H|0|EE MM SFH|C}

ONTAP 273 ZZMA F0i| FE =F0| etz ol 12|AH|0|EI WHELICH =7t 0 22| AH[O|EES Mgt H
Oi2E2|#|0|E O|F, Oi2Z[AHO|EE Y& &, Oi22|AH[O|E0f| ZetEl C|A3 +5 ZHHLIC)

AggregateE MdoI2H O3 HHS AATLICL

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

@ T80 x| StLte| CIAI (7MY 2 TlA

3 ME)E AMo{= ERPfLICH 2 A= 2P C|A3 /Y 8
3710f| CHah StLf o] o] AW E F&= AYUL

Ct
() /el caaz AstpiLIcE AE2IXIZ A7feor B 0f CASS o2l Ao|0f F7be 4 ULCt,

@ C|23 H[27|7t 222 Wi7tA] Of22[H0|EE W = USLICH A U YEIE EAISI{H 'aggr
show' BHS HALILICL aggri_ NodeAﬂQEH’_ HENZH 2 W7ER] TSEK] O Al 2.



ONTAPOI|M EZE A[ZIHE F-IEILICH

o

AMZt S7|=tE 85t S A BE AZIHE 252 H LS S dAHLICH
timezone <<var timezone>>

(D 0f|E £0f 0|2 S59| BEF A|ZtHE= America/New_YorkIL|CH EZE AZtC 0|28 2is}y|
A Zt6tH Tab 7|1E &2 A8 7Hstt S48 olgfL|ot.

ONTAPO|| Al SNMPZ 2AHL|C}

SNMPE T4f612{ 1 CkS EHAIS 85t AIR.

1. I W A2t 22 SNMP 7|2 HEE FMELICE 0] BE = SNMPO|A 'SysLocation', 'SysContact' Ha42
HA|ELC

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"

snmp init 1
options snmp.enable on

2. YdA s AE0 HH SNMP EZE 74| Ct.

snmp traphost add <<var snmp server fgdn>>

ONTAPO{| Al SNMPv12 AL |Ct

SNMPv1E T8t H HRL|E|2tE SR 2 2t HIAE Ao S AFHSLICH

snmp community add ro <<var_ snmp community>>

@ NMP community delete all BHE F2[5t0{ AFESICH CHE ZLEE M0 ARLIE| 2XtES
AL8%t= 242 0| B2 did EXtE S MAHELICH

— oT [L

ONTAPO| Al SNMPv3S A8t |Ct

SNMPV3E ALE5I2AH QIS S 28l ArEXIE F2lst T-d&loF &fLICt. SNMPv3E 852 H Ch3 HHAIE
FAHSHIAL.

1. Security snmpusers B2 Hasto] AEl IDE E3[SHC}
2. 'snmpv3user'2= AFEXLE MAEHLICH
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security login create -username snmpv3user -authmethod usm -application

snmp
3. Azt U= AEHE|Q AT IDE YHSH Q15 TEEZE md5E MEfRILICE

4. BIAIX|7F LIEHLHH 215 T2EZ0f ALY X4 ZO| 8XIZ & = E UATLICE

5. 710! M HS I2EZZ des = ME{BHLICE

6. BIAIXIZ LIEHLIH I HE Ho TZEF0)| AL X[ Z0| 8Xt2 & A= 5 et}

ONTAPO{| A AutoSupport HTTPSZ A etL|Ct

NetApp AutoSupport 2 HTTPSE &3l X 22 FEE NetAppoi| 2HILICt. AutoSupportE #ddt2{H CH2

YIS LAYt

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

AER[X| Tt Al S Mg RfLInt
olmat AE2|X| T AIABI(SVM)S 44512 LS EPIE ROHIAIR.

1. 'vserver create' HHS MHTLICT,

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. NetApp VSCE ¢l 21Zal-SVM O 12| A|0|E S F0i| G|0|E| 0j22|A|0|ES FItdLCt.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS2iSCSIE H@AHF1 SVMOIA ALSHX| §b= AER|X| T2EZE MAHLICH

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. olma} SYMO|AM NFS Z2EZ S AR5t AastL|C}.

nfs create -vserver Infra-SVM -udp disabled

3. NetApp NFS VAAI £2{ 3210l i3t 'VM vStorage' 0H7H H4~E AHSL|CH O3 CHS NFS7F M ERJ =X
stolgtL|Ct,
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vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

@ SVM 0|0 SVME vservergtd #7| 20| HHS0|A = "vserver"7t HHS 20|
HA[EL|CE,

ONTAPO| A NFSv3S A EtL|Ct

CHE #0l= O] 182 2t=otes Ol 2Rt Rt Lot AS LI,

NF 85 AN 2k
ESXi SAE NFS IP FAQIL|C} <<var_esxi_hostA nfs_ip>> & & ZSIMAL
ESXi ZAE B NFS IP TAQILICE <<var_esxi_hostB_nfs_ip>> & HZIMAIL

1. 7|2 A E MO 2t ESXi SAE| Cist &l MMstL|C

2.

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid false

vserver export-policy rule show

3. QlZmEl SVM RE 250 AAXE FMS gefelL|ch

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D vSphereE &Mt = NetApp VSC= AAZE HMS XSO 2 XN2|SL|CH MX|SHK| U2 EL
Cisco UCS C-Series AHE FIt M AATE MM JXIZ MMljof gL Ct,

ONTAPOI| A iSCSI MH|AZ MMTHL|CH

SVMOI A iSCSI MH|AS M {52 LtS HHS HABIL|C} Lo 0] HH2 iSCSI AMH|AE A2t SVMO| Chst
iSCSI IQNS &A™ EL|CH iSCSIZt L EEIRU=X] ZlghL|Ct.
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iscsi create -vserver Infra-SVM

iscsi show

ONTAPO|M SVM 2E £EE°2| 2C 3] 0|21 MHPLICt
ONTAPO|A SVM RE 2E2| 2E 3R 0|215 M5 H L3 HHAIE ASHIAIL.
1. 2 e QlZal SVM RE B50| 25 2R 027 2 B8S M4t
volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB —-type DP

volume create -vserver Infra Vserver —-volume rootvol m02 —-aggregate
aggrl nodeB -size 1GB —-type DP

2. 1520ICt RE 2 0|2 2H|E AUCI0|Edt= =Y AAES HPELICh

job schedule interval create -name 15min -minutes 15

3. 0|23 2AIE dggLict

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. 012 BAE £7[216t1 02(2 2A17t 2SO =X] gelgfL(ct

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

ONTAPO|| A HTTPS HNAS FMEHL|CE
AEE|X| HEZE2H0]| ot 2oF HMAE M6 H CHS THAIE RSN 2.

1. QBN B UHAL £ AT

r

of &3 FLICH

set -privilege diag
Do you want to continue? {yln}: vy

2. LEHO 2 XN MEE 1SVt o[0] AELICH THe FHS HASI0 ASME ehelgfLct.



3. EAIE 2F SYMOIAH Q15 A 25 0|2
KAl MBS QIEM EE oIS 7|2t

5. Ct3 CHAlof Zast o7 Mol ZhE 7N 22{H security certificate show EE
s §

6. '—server-enabled true' 2 '—client-enabled false' O{7H H4-E AF2SH0] Bt
o 2At=E AFETLICL

security certificate show

VM2| DNS FQDN2} 2 X[s{of L|C}. U] 7He| 7|2 ABME AfH|sta
ME CHA|SHOF EHL|C}.

oM ¢n

Ol—- L-O

QIZNE DS 7| Fo| BHRE QIS MS ARISHE 20| FSLICL DIRE ASME AHetie Hot
(D) 9mM A Fe Sasch Che B0l Tab completiong ALB3H0] 2t 712 QIS HE
MEehD ARIELICH

security certificate delete [TAR]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

- KR MEE QISME Mdst BX|512H L2 HES Loy BHo =z MAMTLICE QlZ2f SVM I SE{AH
SVMO]| Chist M QISME MGl CHAl o H & 2tz 7|5S ALESHH ol2{et HES &A 2=d +

A LIC

security certificate create [TAR]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

AL

—_

ot

rn - mo

2t IS ME S dotfLint. ChAl

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. SSL % HTTPS HMNAE M 8l M35t HTTP AMAE H|ZHSHErL|Ct

46

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y

system services firewall policy delete -policy mgmt -service http
-vserver <<var_ clustername>>



() =

8. oa| Ut 2EQ

OE

SH =
SRR

2 E[S0ttH 2X| & 4

set -privilege admin

2E0M 50| ZXHSHA|

H3t] svmMS

St=Chs 2F AR HIStE= A2 Yk Lot

oA AFE S 4 YZ BhLC

vserver services web modify —-name spi -vserver * -enabled true

ONTAPO|A NetApp FlexVol 252 AMMEHL|Ct

NetApp FlexVol ® 252 MM}z
=S5 NH BHEl S5 MAdehct.

r2

2808, 37/ ¢

g =5S YHYLICt 2719 VMware H[O[E XME 4

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online

-policy default -junction-path

/infra_datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA

-size 100GB

-space-guarantee none

-state online

-efficiency-policy none

-policy default -junction-path /infra swap
-percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA

-size 100GB -state online
—-snapshot-space 0

ONTAPO{| A LUNS MM SHL|C}

2719] 2 LUNS ddste{H otg SES Lot

lun create -vserver Infra-SVM
15GB -ostype vmware
Infra-SvM

lun create -vserver

15GB -ostype vmware

®

ONTAPOI| A iSCSI LIFE MM gtL|C}

-policy default -space-guarantee none

-volume esxi boot

-volume esxi boot

—-percent

-lun VM-Host-Infra-A -size

—-space-reserve disabled

-lun VM-Host-Infra-B -size

-space-reserve disabled

Cisco UCS C-Series MHE [ 712t mli= 28 LUNS O ddatiof Lict.

CHS #Ol= O] 182 2t=otes O 2R YRt Lot /ASLIC.

Mg He

AEZ|X| ..E AiSCSI LIFO1A

AEE|X| =E AiSCSI LIFO1A U ES3 otA I L Ct
AEZ|X| .LE AiSCSI LIFO1B

)kl-k” ZF

o HA
<<var_NodeA _iscsi_lif01a_ip>> & &Z8IAA|IQR
<<var_NodeA _iscsi_lif01a_mask>>

<<var_NodeA iscsi_liff 01b_ip>> S EHZESIAAIQ
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M

|2 g= oAl 2L

AEZ|X| =E AiSCSILIFO1B WEY 3 ofA3QlL|Ct  <<var_NodeA iscsi_liff 01b_mask>>

AEZ|X| =E BiSCSI LIFO1A <<var_NodeB_iscsi_liff 01a_ip>>

AEE|X| LE BiSCSILIFO1AUEQ 3 OpA3IL|CE  <<var_NodeB_iscsi_liff 01a_mask>>

AEE[X| E BiSCSI LIFO1B <<var_NodeB_iscsi_liff 01b_ip>>

AEZ|X| LE BiSCSILIFO1B HER A ofAAQILICt  <<var_NodeB_iscsi_liff 01b_mask>>

I.

Zt 20| 27H2] iSCSI LIFE 471 A AdshL|Ct.

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0la ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> —-status—-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data
-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1if0lb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up -failover-policy disabled
—firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up -failover-policy disabled
—firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0Olb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface show

ONTAPO{| A NFS LIFE A&t Ct

CHE HOll= o] 1S t=ot= Ol 28t Y&t LIk ASLCE.

N ERSE] AbM| 24

AEEZ|X| ..E ANFS LIF 01 IPRILICE <<var_NodeA_nfs_lif_01_ip>>
AEZ|X| == ANFSLIF 01 UES/3 OtA3 <<var_NodeA_nfs_lif 01_mask>>
AEE[X| =EBNFSLIF02IP <<var_NodeB_nfs_lif_02_ip>>
AEZ|X| =E BNFS LIF 02 HE®|3 0tA3 <<var_NodeB_nfs_lif 02_mask>>

NFS LIFE MMgtL|C}.
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

QIZ2t SVM 2| XHE Ittt

CHS HOl= SVM Z2|XIE 716t o] 2Rt Rt Lok /LELIC

ME EE AbM| 2k

Vsmgmt IP <<var_svm_mgmt_ip>> & QBL|C}
Vsmgmt UES3 O0tA3 <<var_svm_mgmt_mask>>

Vsmgmt 7|2 AIO|ESIO] <<var_svm_mgmt_gateway>>

el HESZO ez SVM 2t2|X} 8 sVM 2| =2| QB T0|AE 7152 H LIZ HAIE 2=Z0HHAIL.

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

() o7IM svM B2l IPS AS2IX| S2AF el P S AL 0{0F BHLITE

2. 7|2 Z2E MHEst0o] sVM 22| QIE{T0[ AT} 9 2HFof| =EE 4= U T BhLCt.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway

<<var svm mgmt gateway>>
network route show

3. SVM vsadmin AI2XIo| 2S5 E MAG)

k1
>
o
Pl
02
oy
o
St
=
ot
-
o
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM
"CHS O 2 Cisco UCS C-Series 2 AHHE F=TtL|CL"

Cisco UCS C-Series & A|H{ 1=

O] MM0j|A = FlexPod Express 7&0f| AF2E Cisco UCS C-Series S 233 2 AHE
TA5t7| ot BXE MEXHo = MHLCE

CIMCO|| CH$t £7| Cisco UCS C-Series S A3 M MHS LA stL|Ct
Cisco UCS C-Series S& M MHO| CHEE CIMC QUE{H|0|A Q] Xx7| ™S |6l OIS THAIE 2gAZTL|CT.

CtZ EOl= 2} Cisco UCS C-Series =& & MHOf| Cigt CIMCE Td5t= ol 229t 2Tt Liet AELICE

Mg EE AL 24

CIMC IP &4 CIMC_IP>\< CIMC_IP>>

CIMC MEU OpA S CIMC_NETMASK

CIMC 7|2 #[0|E€|0] CIMC_GATELOGATE>\<<CIMC_Gateway>

(D) ol 230l Al8E CIMC HEE CIMC 4.020LICH4)

2= MY

1. Mt i M2l Cisco 7|2 E, HIC|R 8! OIRA(KVM) S22 MH 22| KVM ZE| HZBILICL VGA
DLIEQt USB 7|2 E9| Z2{1E MMt KVM 52 ZE| Z&LICt

MH O Ml HD CIMC FME A|ZEX| 2= HA|X| 7} EA|E|H F8 7|1E SEL|CH

= T8
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) AHCI mode.

2. CIMC 7+ |E2[E|0|M Ot SME - LLICL
a. Y EY3 QUEH0|A FIE(NIC) RE:
HE X
b. IP(7|&):
IPv4: '[X]
DHCP &g} 1"
CIMC IP:<<CIMC_|P>>'E MEHBtL|Ct
Prefix/Subnet:<<CIMC_Netmask>>'QJL|Ct

Gateway:<<CIMC_Gateway>>'IL|C}

C. VLAN(Z23): VLAN EfZ S AI2SIX| == MY ot H MEIZ|X| Qf2 AEZ SL|C}
NIC O|=3t
Anz: X
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HIC m

S AE 0|&: "\< ESXi_host_name>>"

Ol

X DNS: "[1"

S E5HA| 7|23k MESHA| 82 JEIZ SLIC)

b. 7|2 MBI E)

N

|2 23: "<<admin_password>>"
"\<<admin_password>' 22 E CtA| JESIHALR
TE £H4: 7|23S AL HLICH

EE D20 MENSHR| Qb2 HEiZ SLICH

4. F10 7|2 &2 CIMC QIE{H|0|A M S XMZFEtL|Ct,

5. #+ME Mt 2 Esc 71 53 ZEYLICL
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Cisco UCS C-Series At iSCSI £EE 74 TL|Ct

O| FlexPod Express T+40f|A VIC14572 iSCSI £&!

0f| AFE-E LT

CHE HO|= iSCSI REE F85t= ol 2Rt EIt Lot ASLIT.

() Jleuzz BAE 222 7 Esxi SAE Chs) DR WS LiepLICH

NS ZE

ESXi @A E O|L|A[0f|O|E{0{[AM O|ES UHTILICE
ESXi ZAE iSCSI-AIP

ESXi @A E iSCSI - H|ES{3 OtAIIL|CH
ESXi 2AE iSCSI 7|2 A|0|E¥0[ LTt
ESXi @A E O|L|A|0{[0]E] B O| S ILICt
ESXi ZAE iSCSI-B IP

ESXi AE iSCSI-B HEY3A 0fA3
ESXi SAE iSCSI-B H0|E¢|0|

IP =2 iscsi_liff 01a

IP =2 iscsi_lif02a

IP =2 iscsi_liff 01b

IP =2 iscsi_liff 02b

infra_SVM IQNS MEHIL|C}

4
om
H>
>
1

X

AN 24
<<var_UCS initiator_name_a>>
<<var_esxi_host_iscsiA_ip>>
<<var_esxi_host_iscsiA_mask>>
<<var_esxi_host_iscsiA_gateway>>
<<var_UCS initiator_name_B>>
<<var_esxi_host_iscsiB_ip>>
<<var_esxi_host_iscsiB_mask>>
<<var_esxi_host_iscsiB_gateway>>
<<var_iscsi_liff 01a>>
<<var_iscsi_lif02a>> £ &ZsHHA|ILR
<<var_iscsi_liff 01b>>
<<var_iscsi_liff 02b>> £ & XS A|QR
x

<<var_SVM_IQN>>Z & ZstHAL

4
om
H>
Rl
-1

0x
rulo
rg
oo
m
X
i
4>
00|'
Ot
o=
>
10)

1. CIMC QIE{H|0|A HE2IR2X &M Compute H

2. Configure Boot Order(£&! &=A #4) & 22/t Ct3 OK(&H2l) E SalgtL|Ct.
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= el Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting Power Paolicies PID Catalog

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults

Configure BIOS Configure Boot Order Configure BIOS Profile
BIOS Properties

Running Version  C220M5.4.0.49.0.0712130011
UEFI Secure Boot ||

Actual Boot Mode  Uefi
Configured Boot Mode v
Last Configured Boot Order Source  BIOS

Configured One time boot device v

Save Changes

w Configured Boot Devices Actual Boot Devices
Basic UEFI: Built-in EFI Shell {NonPolicyTarget)

» 04 Advanced UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTargef)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

3. Add Boot Device(5E! x| 27} ol A ZX|S 225t Advanced(12) B2 0|55t0] C}
ALt

glo

X

i

a. 7h& OJCfof =7

0|Z: kvm-cd-dvd
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FTE:2
mLOM
ITE: 1

C. Add iSCSI Boot(iSCSI £& F7t) & S=lgiL|Ct.

[
H

Configured Boot Level:

Basic Adhvanced

Add Boot Device
Add Local HOD
Add PXE Bont
Add SAN Boot

Add USE

Add Virtual Media
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

6. M BE 2NZ &

Advanced

Advanced Boot Order Configuration

Enable/Disable Modify Delete
Name Type
K-t APPED-DND WAEDLA,
[ iscska I1SC5I
[ iscsie I1SC5I

Yot E MHE B ELICH

RAID ZAEE3| HIZ YK U= B R)

C Al2|= AHO0f| RAID Z1E
ZHEE7I LURSHX| &

1. Compute &S| CIMC2|
2. Configure BIOS £ M

EESH7I LN /= ER O3 EHAE =™
LICt MEHMO = MHO|AM RAID ZHEEZE 2
1% EtM X0l M BIOSE 228t

i

Ct.

Move Up

State
Enabled
Enabled

Enabled

Selected 1 / Totala  £F «

Move Down

Reset Values Close

SHAA|2. SAN Ao 2 2EEISH Il RAID
2XMO 2 HAHY £+ USLICH
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3.

Remaote Management Troubleshooting Power Policies FID Catalog
[lie} Server Management Security Processor Memory FPoweriPerformance
Mote: Defaultvalues are shown in bold

Rehboot Host Inmediately:
Intel VT for directed 10: | Enabled k4 Legacy USB Support:
Intel WTD ATS support: | Enabled - Intel WTD coherency support:
LOM Port 1 OptionRom: | Enabled v All Onboard LOM Ports:
Pcie Slot 1 OptionRom: | Disabled v LOM Port 2 OptionRom:
MLOM OptionRom: | Enabled v Pcie Slot 2 OptionRom:
Front NVME 1 OptionRom: | Enabled v MRAID OptionRom:
MRAID Link Speed: | Auto L 4 Front NVME 2 OptionRom:
PCle Slot 1 Link Speed: | Auto 4 MLOM Link Speed:
Front NVME 1 Link Speed: | Auto v PCle Slot 2 Link Speed:
WGA Priority: | Onboard v Front NVME 2 Link Speed:
P_SATA OptionROM: | LS| SW RAID v M.2 SATA OptionROM:
USB Port Rear: | Enabled b4 USB Port Front:
USB Port Internal: | Enabled r USB Port KVM:
IPW6 PXE Support: | Disabled v USH Port:M.2 Storage:

iSCSI £ E0] L3l Cisco VIC14572 T+ EILICt

Che 74 Bl

®

HEZ "olA o{-E 7t= mLOME 2
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BIOS

PCle &

iSCSI

TE 0, 1,23 379 7|2 ZE M2 Slix|sHoF 47HS| HE ZTEE
MLzlo] THA UX| 2O™ VIC 14570] CHSH ZE &=

: HBA &4 ROMR2E 0

2
4. 0| 2to] O HIZASIE|X| oo AP H|ZAMst2 MEBILICH

2 A3EFLIC

HEO| St Cisco VIC 145701 CHsH Z

Aot O3 HAHIE 2= AL.

2igL|ot.

Ut oA TE DS M FABLICE

—

=
HE HES MEstn

CIMCE M&

ELICh

AYLICt.

Enabled
Dizabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

_—rLJL-loI- A 0|A|__|[:|- IE
JH2t LIEFELICE CIMCOIM ZE XHE S



cisco

/... [ Adapter Card MLOM / General

Chassis " General External Ethernet Interfaces vNICs vHBAs
COTTEDU{@ Export vNIC | Import vNIC | Reset | Reset To Defaults
Networking - v Adapter Card Properties
PCl-Slot: M
Adapter Card MLOM SE SR
| Vendor:  Cisco Systems Inc
SIOH}QG » Product Name:  UCS VIC 1457
ProductID:  UCSC-MLOM-C25Q-04
Admin » Serial Number: ~ FCH223974Q1

Version ID: V01
Hardware Revision: 4
Cisco IMC Management Enabled: no

Configuration Pending:  yes

+ Firmware

Running Version: 5 0(3c)
Backup Version:  5.0(2b)

Startup Version:  50(3c)

External Ethernet Interfaces

iSCSI vNICE MAMetL|Ct
iISCSI VNICE MMstz{H LS THAHIE $ESHMAL.
1. HEQZ EHO| A O{HE] 7= mLOM & Z2IgtL|C}.

2. yNIC 712 225t vNICE MM THL|CY.

22
3. VNIC F7F MMoj|M Ct2 MFS et}
° 0|&: eth1
° CDN 0|Z: iSCSI-VNIC-A
> MTU: 9000

° 7|2 VLAN:<<var _iscsi_vlan_a>>'®L|C}
° VLAN 2E: Ex3
° PXE 58 gds}: 2ol
4. yNIC 7t £ 223t [}3 &l £ SIgL|CL
S. 0| BHH S BH=5H0]
> vNIC eth32| 0
° CDN 0|&: iSCSI-vNIC-B
° VLANS 2 '<<var _iscsi_vlan_b>>'S I248tL|Ct.

© YY3 ZEE 302 APt

b Cisco Integrated Management Controller

ISCSI Boot Capable:
CDN Capable:

usNIC Capable:

Port Channel Capable:
Description:

Enable FIP Mode:
Enable LLDP:

Enable VNTAG Mode:
Port Channel:

Bootloader Version:  50(2a)

Status:  Fwupdate never issued
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+ General

MName:

CDN: | VIC-SCSI-A |

MTU: | 9000 | (1500 - 9000)

Uplink Port: | 1 v

MAC Address: O Auto

® | D4:C9:3C:70:6C.CD |

Class of Service: | 0 . (0-6)
Trust Host CoS: E|

PCl Order: | 1 -7

Default VLAN: () None

@ | 3439 (]

6. 21Z0f|A VNIC eth1S MEHTILICE,

58

External Ethernet Interfaces vNICs vHBAs

General
v VNICS » vNIC Properties
etho
eth1 v iSCS| Boot Properties
eth2
» General
eth3
« |nitiator

Name: | ign.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183.110

Subnet Mask: | 28532552550

Gateway: | 172.21.183 1

Primary DNS: |

=‘ » Primary Target

» Secondary Target

Unconfigure iSCSI Boot

|
|
|
|
|

0 - 222) chars



7. iSCSI RE

e
=

=

0f| A O|L|AJOIO|E] MR HEE
° 0|&:<<var_ucsa_initiator_name_a>>"'

° |P 4 "<<var_esxi_hostA_iscsiA_ip>>"
° MEUl OfA 3: "<<var_esxi_hostA_iscsiA_mask>>"

> H|O|EJ|0]: "\<<var_esxi_hostA_iscsiA_gateway>"

YEBILICE

v vNICs » VNIC Properties
etho
et v iSCSI Boot Properties
eth2
» General
eth3
v Initiator
Name: | ign.1992-01.com.cisco:ucsA-01 (0 - 222) chars
IP Address: | 172.21.183.110
Subnet Mask: | 2552552550
Gateway: | 172.21.183.1
Primary DNS:
v Primary Target
Name: | ign 1992-08.com netapp:sn e42faBb2d2: | (0 - 222) chars
IP Address: | 172.21.183.105
TCPPort 3260
v Secondary Target
Name: | ign.1992-08 com.netapp:sn.e42faBb2d2: | (0 - 222) chars
IP Address: | 172.21.183.106
TCPPort 3260
Unconfigure iSCSI Boot
= OI S | |-
8. 7|2 Bt MR HEE LY.
=. =0
° 0|5: @lat SVMO| IQN H= iL|Ct
° KA H o A I | |.
IP Z=2: iSCSI_liff 01a2] IP FARILIC

° 28 LUN: 0
9. 2%t ERU MR HE

=

=

e

Initiator Priority:
Secondary DNS:
TCP Timeout:
CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

Boot LUN:
CHAP Name:

CHAP Secret:

° 0|2: QlZ2} SYMQ| IQN = QL|Ct
° |P F4:iscsi_lif02a 2| IP FAQILICE
° HEI|UN: 0
@ "vserver iscsi show" BHZ 285 AEZ|X| IQN HS E
Zt vNIC2| IQN O|E2 7|Edlof ZIL|Ct LB st THAIY

®

IQN 0|22 2} Mt 3l iSCSI vNICO]| CHsH 1
10. HE 8 X% 2 St
11. VNIC eth32 ME{SIT SAE O|C{Ul QIE{H[0| A MM MTho| Q=
12. 0| I}HE Bt=Est0] eth32 LA EILICE

13. OJL|AJOflOJE] M5

SHof gL|Ct.

3to|st A o]

primary v

15 (0 -255)
(0 - 49) chars
(0 - 49) chars

0 (0 - 65535)
(0 - 49) chars
(0 - 49) chars

0 (0 - 65535)
(0 - 49) chars
(0 - 49) chars

ASLIC.

= —_= T

UASLICH EESF O|LIA[0f|O]E2]
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° 0|&:<<var_ucsa_initiator_name_b>>"'
° [P FA: "<<var_esxi_hostB _iscsib_ip>>"
o MBUl OA3: "<<var_esxi_hostB_iscsib_mask>>"

° H|O|E4|O]:\<<var_esxi_hostB_iscsib_gateway>'

A/ / Adapter Card MLOM / vNICs

Refresh | Host Power | Launch KVM | Ping | CIMC Rebaot
General External Ethernet Interfaces vNICs vHBAs
v vNICs » vNIC Properties
etho
ethi w» iSCSI Boot Properties
eth2
S » General
v Initiator
Name: | iqn 1992-01 com cisco:ucsA-02 (0-222) chars. Initiator Priority: | primary v
IP Address: | 172.21.184.110 Secondary DNS:
Subnet Mask: | 255.255 2550 TCP Timeout: | 15 (0-255)
Gateway: | 172211841 CHAP Name: (0 - 49) chars
Primary DNS: CHAP Secret: (0 - 49) chars
v Primary Target
Name: | ign.1992-08.com.netapp:sn.e42fabb2d2 | (0 -222) chars BootLUN: | 0 (0 -65535)
IP Address: | 17221184 105 CHAP Name: (0 - 48) chars
TCP Port 3260 CHAP Secret: (0 - 49) chars
v Secondary Target
Name: | iqn 1992-08 com netapp'sn e42fabb2d2, | (0 - 222) chars Boot LUN: | 0 (0-65535)
IP Address: | 172.21.184.106 CHAP Name: ] (0 - 49) chars
TCP Port 3260 CHAP Secret: (0 - 49) chars

15. 2K} BRI MR HEE 4P

—

° 0|2: 2lm2t SVM2| IQN Hz= IL|C}
° |P =24 iSCSI_liff 02b2] IP FAILIC}
o HEILUN: 0

@ "vserver iscsi show" HHE AI23810] AEZ|X| IQN HS E 71X 4 JSL|Ct

(D 2 Nicel 1aN 0122 ZISsof BILICk LSOl BRst B 4 gL,

16. ¥ L8 MF 2 S2stLic

=

17. 0| TZM|AE BHE6I0] Cisco UCS A BO| Lt iSCSI REIS A EtL|Ct

ESXi€ vNICE #4 &Lt
ESXi& VNICE Td3dt2E Lt HAE +AsHHAIL.

1. CIMC QIE{H[0|A HELR X Hoj|M QIfIEE| £ S2lot [t REZ H0f|M Cisco VIC HHE £
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HEXZ > 0{HE] 7t= mLOM 0| A vNIC S MEHSH CHS Of2H0f| A vNICS MEHSHL|CE.
eth0 S MEistT &M S SEIgHL T
MTUZS 900022 MHAEBIL|CH HA LHE MZ S 22t}

H

VLANZ Y|O|E|

o M w0 DN

aluibe - Cisco Integrated Management Controller

cisco

A / ... / Adapter Card MLOM / vNICs

General External Ethernet Interfaces vNICs vHBAs
v vNICs » VNIC Properties
eth0
ethi v General
eth2 Name:
eth3 CDN: | VIC-MLOM-eth0
MTU: | S000 (1500 - 9000)
Uplink Port: | 0 w

MAC Address: O Auto
@ | Fe.0F6F89:26.CE
Class of Service: | 0 (0-6)
Trust Host CoS:
PCI Order: | 0 0-7)
Default VLAN: (O None

® |2 (7]

= | ntegrate 3 Santrolle
B tegrated Controller

0/ ... | Adapter Card MLOM / vNICs Host Power | Launch KvM | Ping | CIMC Reboot | Locator LED | @ @

General External Ethernet Interfaces vNICs VHBAS

v WNICs Host Ethernet Interfaces Selected 0 /Total 4 XF v
eth0
Add VNIC

eth1
etnz Neme cON MAC Address MTU  usNIC UplinkPort  CoS VLAN  VLANMode iSCSIBoot PXEBoot Channel  PortProfile  Uplink Failover
ethd N ethl VIC-MLO. F8.0F 6F 89:26:CE 5000 ] 0 0 2 TRUNK disabled enabled NA NIA N/A

stht VICASCS.  FBOFGFEB926CF 9000 O 1 0 343 TRUNK enabled enabled NA NiA NIA

eth? VICMLO. ~ FBOF6F892600 9000 O 2 0 2 TRUNK disabled enabled NA NiA NA

sth3 VIC4SCS.  FBOF6FE926D1 9000 O 3 0 3440 TRUNK enabled anabied NA NiA NIA

@ O Xh= 2 £7| Cisco UCS MH{ L E 3! 2tF0f| 3=7HEl 2 27} Cisco UCS At L =0]| CH3H
Hh=sf{of BfLICt.

"CI2 2 NetApp AFF AEZ|X| = XK )L Ct"
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NetApp AFF AEZ|X| 7LZ HiH285)
ONTAP SAN 28 AE2|X|E HHELICt
iSCSl igroup=S MAMstL|C}

G o

igroupS MAMota{™ S2{AH H2| =2| SSH HAM|A CHS B S AHTLICE o THAMA 2HE 3712 igroup2
H2{™ 'igroup show' HHS MstL|C}.

CHAIE fIsi M= Mt 740l A iSCSI O|L|A[0f|O|E| IQNO| B BfL|Ct

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware —-initiator <<var vm host infra a iSCSI-
A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>
igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
—ostype vmware —initiator <<var vm host infra b iSCSI-
A vNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

(D Cisco UCS C-Series AHHE F7te = 0| THAIE et=dl{of hL|C}.
2El LUNS igroupOl DHZ/EL|C}

To map boot LUNs to igroups, run the following commands from the cluster
management SSH connection:
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-A —-igroup
VM-Host-Infra-A -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B —-igroup
VM-Host-Infra-B —-lun-id O

() cCisco UCS C-Series Al S 27tet nf= 0] EH7IE 2t sHoF BILICY,

"C}S: VMware vSphere 6.7U2 3= =K

VMware vSphere 6.7U2 7% &k}

O] MMO|A= FlexPod Express 740l VMware ESXi 6.7U28 A X|s}7| 9|8 EXIE XtA|9|
AL O 791 EXh= o™ MlMoj M dHot o8 HaE ZostE R
FHAEOHO| A & A S LICE.

o|2{st 2tA0f| VMware ESXiE A X|5t= 22 o2 7tX[7t J}&LICt O] EXof| A= Cisco UCS C-Series A|HHE
CIMC QIE{H[0|A 2| 7t KVM 2&1} 714t O|C|0] 7|52 AHE6H0] §H A X| D|C|0{E 2} 7HE Mo ofZBfLCt.

(i) ol =k Cisco UCS MH{ A 3! Cisco UCS Al BOl ChsH H2E/0fof gict
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() =@2E0 2ok =0 cfel of Mkt ekEsHof stuict,

Cisco UCS C-Series 52 &A™ AHO| CHSE CIMC QIE{T|O| A0 2TQIEL|Ct

CtE A0l M= Cisco UCS C-Series S A3d Q| CIMC QIE{H[0|A 0| 2QI5H= YHHE XHA|5| MHEBL|CH
CIMC QIE{H|o| A0 215104 7t KVME A &HslioF 22| Xt} % OIC|0{E Sl 2F M MK AlZE £
A&LICH,

DESAE
1. ¢l H2IRXZ 0|3} 1 Cisco UCS C-Series?| CIMC QUE{H|0O| A0 CHSH P FAE adstL|Ct. o] CHA M=
CIMC GUI OHZ2|#|0| M0 A|ZHEIL|CE,
2. p2|Xto| AHEXt o| St XtA SHE AHESH0] CIMC Ulof| 23Q1EL|Ct.
3. F HI'F0lM M RIS MEiRLICE

4. Launch KVM Console2 Z2I8fL|C}.

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Remote Management Troubleshooting Power Policies PID Catalog

5. 7tA KVM 220 M Virtual Media BiS MENSHL|CY,
6. CD/DVD OHZ S MEHEHL|CE.

@ HX| Jtet ClHIO|A St £ S2IGH0F & == ASLICE HAIX[ZE EAZ|H O] MM +2f S
MEdtLCt.

7. VMware ESXi 6.7U2 41%] 22|} ISO 0|0|x| T2 %0} 0|S5t1 Open SBILICE K| 04T 2
S23pct.

8. Power H|'+E MENSI T Power Cycle System (Cold Boot) S MEHEILICE off £ Z2I%tL|Ct.

VMware ESXiS MX|&L|Ct

CHe EAON = ZF S AEO| VMware ESXIE EX[ot= WHE dEELICH

ESXi 6.7U2 Cisco A%t X|F 0|0|X|E CH2EERL|Ct

1. 2 0| s 8LIC} "VMware vSphere CH2ZE T X|" AF2XL HO| ISO2S| B

2. ESXi6.7U2 X CD2| Cisco AH&XI X|H 0|0|X| Fof| /= CHREER 0|3 2 Z=IYLICE
3. ESXi 6.7U2 &X| CD(ISO)E Cisco AHE&X} X|H O|0|X|E CHREEFL|C

4. N[ ARI0] HEIE|H VMware ESXi A X| O|C|0{e] EXH O{ £t XS 2 ZX|ELICH

5

. LIEILH= M50l A VMware ESXi Ax| T2 242 MENSHLICH MX| T2 O240| EEE|=0|, 0] e =
22 2 UELCt,

HI
0z
H1

2

X T2 2ETL 22 = Enter 7|1E =2 XIS AL
=]

7. 2| Z AL AL H AlofE 22 = S5t F11 7|15 =2 2XIE ASELIch
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

8. 0|Tofl ESXi& MX| CIA3E HFE NetApp LUNS MEHSIT Enter 7|E =21 X[ Al&ELICH

HETAFY  LUH C-Mode (oo GOHAIFIEHSEINHES6EINY . ..} 1500 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

9. MASH ATt S MENSI Enter 7|2 SELICt

1= =
10. 2E ASE 2l 4l 310l Enter 7|12 SEL|C,
1. 250A 7]

& ME[EO0| MAECH= 21 HAX|IZL BAIEILICE F11 7|12 =21 2XIE AISELICH ESXi 24| =
E

[

o SAE

-t

1. MH R0l 2E = F2 7|18 =21 A|A" HAEDOIY SHS AL
root2h= 221 O|F2t O|Hof| 2K 2HFollM et RE 2SS ALESH0 2a0tLCt

Configure Management Network S M & MENSHL|C},

_—

Network Adapters £ MEHSIL Enter 7|E +&LICH
vSwitch0Ol| CHSH @lot= LEE ME4BILICE Enter 7| € S&LICL.

CIMCS] eth0 X eth10] si&st= ZES MEHILICE

2 T
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10.
1.
12.
13.
14.
15.
16.

17.
18.
19.
20.
21.
22.
23.
24,

Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected (...
vnnic3 VIC-iSCS5I-A (...3c:70:6c: Connected (...
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected (...
vnnicS VIC-iSCS5I-B (...3c:70:6C: Connected (...

«<D> View Details <Space> Toggle Selected <Enter> OK <Esc> Cancel

VLAN (optional)2 ME{5I11 Enter 7| £ S+ELILCL.
VLAN ID '<<mgmt_vlan_id>>'E /Z&L|C}. Enter 7|2 +ELICt

Configure Management Network H|=0|A IPv4 ConfigurationS MEiSHO] 22| QIE{H|O|AS| IP FAS
TAEILICE Enter 7| & +&LICH

SIALE 7|2 ARSI0] A |Pv4 A MN 2 24X HA|StD ALO|AHIE AHR3SI0| O] SM S MEdSIL|CY
VMware ESXi ZAE "< ESXi_host_mgmt_ip>>"E 2t2|6t7| It IP TAE YTLICH

VMware ESXi A E "< ESXi_host_mgmt_netmask>"2| MEUll OfA3I S Ql&BtL|Ct,

VMware ESXi A E "< ESXi_host_mgmt_gateway>'2| 7|& #|0|E¢|0|S ={EtL|LCt.

Enter 7| S 21 IP #42| HZE AtgE HEYLICL

IPv6 #4 ‘w2 So{ZL|Ct.

AT|O|AHHE ALE3H0] IPvE AFZ(MHAIE 2 R) FMHS ME FA510] IPv6S AHESHA| S E EFELIC). Enter

7|1 =ELIC.
DNS 23S Fd5t= Hlw=2 SOLULIC.

2
IPFAE +502 SHEOZ DNS HEE 502 J2{sf{of EL|Ct.
Primary DNS MH2| IP =4 "< nameserver_ip>>"S 2istL|LC.
(ME4 AFS) 2 DNS MHQ| IP FAE U ELICE
VMware ESXi SAE 0|5 "< ESXi_host_FQDN>"2| FQDNS &&L|Ct.
Enter 7|2 =2 DNS #49| HZ At S HE¢LICt
Esc 7|2 =2 Configure Management Network 5t2| M2 S 2 ELICE.

Y £ =2 HE MYE eelotn MHE MR LI

=
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25. 2¥| #Z 4 S HEP C}2 ESXi Shell X SSH TAIs} B MeEBILICH
() olzizt 21 shz S42 D20 Hot FHo wet HE ol 3 |t 4 ALt

26. Esc 712 5 ¥l 52 7|2 24 3}oR SoRLich

27. CIMC Macros > Static Macros > Alt-F E&

28. ESXi TAEO0| CH3t SHIE X1

=
-1 O
20. TETEQ M LIS esxcli HH =22

esxcli network vswitch standard policy failover set -v vSwitchO -a

vmnic2,vmnic4 -1 iphash

ESXi SAEE FAgL|Ct

Cts B2l YEE AE3I0] 2 ESXi 2 AES FILICH

HE ZE M| 2L

ESXi SAE O|EQILICt ESXi_host_ FQDN>>

ESXi S AE 22| IPYIL|Ct ESXi_host_mgmt_ip>>

ESXi SAE 22| OpA3QIL|Ct ESXi_host_mgmt_netmask>>
ESXi ZAE Zt2| H|0|EL|0] ESXi_host_mgmt_gateway>>
ESXi SAE NFS IPQILIC} ESXi_host_nfs_ip>>

ESXi @A E NFS OfAILL|C} ESXi_host_nfs_netmask>>
ESXi ZAE NFS A|0|E0] ESXi_host_nfs_gateway>>
ESXi @A E vMotion IPRIL|C} ESXi_HOST_vMotion_IP>>
ESXi A E vMotion OtA 3 ESXi_host_vMotion_netmask>>
ESXi A E vMotion AH|0|E|0] ESXi_host_vMotion_gateway>>
ESXi SAE iSCSI-AIP ESXi_host_iscsi-a_ip>>

ESXi 2AE iSCSI - 0tA= ESXi_host_iscsi-a_netmask>>
ESXi SAE iSCSI - 0| E¢0] ESXi_host_iscsi-a_gateway>>
ESXi SAE iSCSI-B IP ESXi_host_iscsi-B_ip>>

ESXi ZAE iSCSI-B OtA= ESXi_host_iscsi-B_netmask>>
ESXi @A E iSCSI-B AO|E¢O| ESXi_host_scsi-B_gateway>>

ESXi SAEQ 20lstL|C}
ESXi SAEQ 2921512{H CS THAIE $3SHAAL.

1. 8l HERIRXO|M SAEQ| Ha| IP FAE GLICH
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2. @x| Z2HA B0 X Fet = B RE AYS AHESH0] ESXi 2AE0 2aQIFL|C
3. VMware AF2X} St JiM T2 0|l CHEE MHS 90 HAA Q. MASH ST MEHSE S OK(&el) 2
S=EL.
iSCSI £EE #dgtL|Ct
ISCSI $EE P4SI2{B TS B2 2ot AlS.
1. QIZ0|M HESZ S MeshLct
=2

2. QEZ0|A Virtual Switches EHS MEHSHL|CY,

‘I Navigator || €1 VM-Host-Infra-01 - Networking
~ [g Host . Port groups | Virtual switches |
Manage
ATt #= Add standard virtual switch
(%1 Virtual Machines :ﬂ:_.g’;} Name
H storage '__: !53 vSwitchD
-. &8 iS5 csiBootvSwitch
@ vSwitcho '
EE vmk1
B vmik0
More networks...

iSciBootvSwitch £ Z2lgtL|C},

A MR 2 MEdBIL|CY,

MTUE 900022 HZASI K& 2 S=gfLCt
iISCSIBootPG EEQ°| O|E2 iSCSIBootPG-AZ Hf&EL|CH

o o &> W

o] 70| M= Vmnic3 & vmnic57tiSCSI £&I0| AFEELICEH ESXi TAE| =7 NICIt U=
(D Z<2 vmnic ®27t TS = IBLITH iSCSI RE0 ARl NICE Eelst2i® ciMcel iSCS|
vNIC2| MAC F=AE ESXi2| vmnics2t L X|A|ZIL|Ct.
7. 7}24| 0i|lA VMkernel NIC B2 ME{EHL|CE
8. Add VMkernel NIC & MEHBIL|C},
a. i{SciBootPG-B2| M| ZE 15 0|22 X|HEL|Ct
b. 7tAb AQ|X|0j CH3l iSciBootvSwitchE MEHBHL|CE.
C. VLAN ID0| '<<iscsib_vlan_id>>'S I=4gtL|Ct,
d. MTUE 900022 HZBILICE.

e. |IPv4 A™ g strbstL|C}.

!



HE MEe ML

g. Address Of "<<var_hosta_iscsib_ip>>"S I24gtL|C}.

h. MEUl OtA 30| '<<var_hosta_iscsib_mask>>'S =4stL|C},

i MM S ZalghCt,

(i) isciBootPG-AdIAl MTUS 900022 AEBHLICH

HYQHE MASIE{H LS THHIE S,

a. {SCSIBootPG-A > A|53} 3 HYLH > HAULH &=A > Vmnic30f|A HH HE

2t MEHO| 11 vmnic57t AF2 E[X| @FOtOf BiL|Ct.
b. iSCSIBootPG-B > & 714 8l ZoH Z=K| > Eoff Z=X| A > Vmnic5HIA & ™

g MEHO[11 vmnic3& AHESHX| 9kOFOF BfL|CY.

IScsiBootPG-A - Edit Settings

£ ZalgtL|C}. Vmnic30]

& 2 SEIELICE Vmnicse

Properties

) Load balancing
Security

Traffic shaping

Teaming and failover

Metwork failure detection
Motify switches

Failback

Failover order

Cverride

Active adapiers
vmnic3

Standby adapiers

Unused adapiers

vmnich

-

Select active and standby adapiers
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iSCSILtE 228 FIgLitt
ESXi ZAE0| iSCSILHE Z2E HFEotHE LIS TS Ao HAI2.
1. 1% B Ho M AEE|X| £ MEISLICE {RHEIS 22IFLICH

2. {SCSI AL E9|0] O{HE{E MEASHD iSCSI 74 2 S=IgLICt

i
T Navigator | E VM-HostInfra-01 - Storage
~ [@ Host Datastores Adapters Devices Persistent Memary
Manage
Moo 3 configure iISCSI Software iISCSI Rescan | (@ Refresh | £} Actions

{51 Virtual Machines

+£3 Networking
¥ Switchd
B vmki1
B vmk0
More networks...
3. X theollM S& oY

Namea

¥ vmhbal
B vmhbal
i vmhba2
¥ vmhba3
& vmhha4d
B& vmhbatd
¥ vmhbab

Model ISCSI Software Adapter
Drver iscsi_vmk
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B3 configure iSCSI - vmhbat4

ISCSI enabled | Disabled ® Enabled

k Name & alias ign.1992-01_com.cisco:ucsA-01

» CHAP authentication Do not use CHAP

b Mutual CHAP authentication Do not use CHAP

b Advanced seitings Click to expand
Network port bindings Mo port bindings
Static targets Add static target | Q Search
Target v | Address v | Port >
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign.1992-08.com.netapp:sn.e42fabb2d2e011e9a68d00a0987...  172.21.184.105 3260
Dynamic targets &8 Add dynamic targst | Q Search |
Address ~ | ‘Port =7
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
Save configuration || Cancel
4. |IP T4 iscsi_lif01a’S YgtL|Ct.
. - . - . - . o -
a. |IP =2 iscsi_liff 01b, iscsi_liff 02a, iscsi_liff 02b2t €74 0] 2™ S Ht=EEhL|Ct.
o =3als
b. 74 K& & S=/aLCt
Dynamic targets &3 Add dynamic target (Q search )
Address ~ | Port A
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| Save configuration | | Cancel |
g3

CD NetApp 22| AE{0|A network interface show &S H& 67 L} System Manager2| HIE®|3
QIE{m|O| A B2 2t2lsto] iSCSILIF IP FAE 32 £ &LICE.
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. o -
2. vSwitch0S MERSiL|CE,
vimware ESXi” root@17221181100 ~ | Hep ~ | (CEed
_“p_' Navigator £ ] -m-mn:ho
~ [g Host
Waiia 8 Adduplink # Editsetings | € Refresh | &} Actions
Moxiiee . vSwitch0
Z [P e Standard vSvitch
51 Virtual Machines B | i L
8 stoage m = :
~ & Networking | 1
W vmko = vSwitch Details - vSwitch topology
W vinki MTU 9000 ) ™ -
Forts 5086 (5065 available) £, MOUTNO 4 LS
= iscsiBootySwitch — VLAN ID: 3437 B vmnicd , 10000 Mbps, Full
L Link discovery Listen [ Cisco discovery protocol (CDP) ~ Virtual Machines (3) . W vmnic2 , 10000 Mbps, Full
Attached VMs 3 (3 active) {3 |Ometer-Vi-test1
MAC Address 00:50:58:8b:fcec
Beacon interval 1 B wamorsvsC
- - MAC Address 00:50:50:3b:85:ef
= MIC eaiing poficy . & 10meter-vi
Notify switches Yes MAC Address 00:50.58:86:2208
Policy Route based on IP hash
M 2 I<)
3. A¥ my g MESLCY.
= .
4. MTUE 900022 HAEL|CH
o = . . . = = = =
5. NIC E|YS &H&3t1 vmnic2 & vmnic47t Q2 HFE0] A1 NIC E|Yt ZHoll ZX|7FIPSHAIS 7|1EL=
o A L = S
2tRE 2 HFE|0] A=K SlgLCt.
=] Bl = 5 = o = L= I
Z2C HHYO IP Al HHE MESHH 7|2 S2|1H A9|KIE YH(ZE 2) ZE MHEat 2

SRC-DST-IP EtherChannel2 At25t0] SHIEH| 71460 SrL|CH AR(X| 28 QLEZE Qldl
HZAEo| Zte=oz B 4 QUELICL 0| 2R ZE xd MA 2X|E sl Bst= S92t Cisco
AQX|OM HEE F IO PR3 XE F LS LAMOZ ZF5H0] ESXi 22| vmkernel

mEZo| B4l 2aghct

o L=

Mkernel NICE M ghL|Ct

Vv
\Y

vmware ESXi

Mkernel NICE 71 M5t2{H Ct3 HAE

| T Navigator

» [g Host

Manage

Manitor

(53 Virtual Machines
EH storage

£ Networking
= i5csiBootv Switch
v SwitchO
More networks...

|| Q uesesxace

| Port groups | Virtual switches

€3 Add portgroup " Edit set

Name ot I
€. VM Network C
€3 Management Network 1
€9 iScsiBootPG 1
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A QER HEOCER 285t EditE MEEL|CE. VLAN IDE '<<var_vm_traffic_vlan>>'2

=

0|28 MGMT-NetworkZ X|™gL|LC}.
b. VLAN ID0| '<<mgmt_vlan>>'E ¢!
C. vSwitch00| MEHE|0] U =X| =hQlBtLCE,

d. X% 2 Salelch

Sagot.

5. VMkernel NIC 4

51 Virtual Machines
E storage

Name

-3 Al vmko
ikt

~ | Portgroup

€3 Management Network
€3 iScsiBootPG-A

I Navigator © || £2 VM -Host-Infra-01 - Networking

= [ﬂ Host Port groups Virtual switches Physical NICs | VMkemnel NICs TCP/IP stacks f
Manage
Mo ¥ Add VMkernel NIC 7 Edil 22t | ¢ Refresh |

~ | TCP/P stack

== Default TCPAP stack
== Default TCPAP stack

a. M ZE 128 MEighL|Ct,

b. ZTE 129| 0|22 NFS-NetworkZ X| ™ EfL|C}.
VLAN IDO]| '<<nfs_vlan_id>>'E @24gtL|C},
MTUZ 90002 Z tHATILICE.

e. |Pv4 M S =tzketL|Ct,

e o

g. Address O "<<var_hosta_nfs_ip>>"S Ql24gtL|C}.
h. MEl OtA 30 '<<var_hosta_nfs_mask>>'S &
i MM g ZelgLct

AE EE MygfLct,

HH23510] vMotion VMkernel I
8. Add VMkernel NIC £ MEHSHL|CY,

7. 0| ZZ2A|

a M ZE JOFsS HEglL|C)

=

T E 159| 0|22 vMotion@ 2 X|&gtL|C}.
VLAN IDO]| "\< vMotion_vlan_id>>'Z laistL|C}.
MTUZ 90002 2 HZASIL|C}.

e. IPv4 2% S SHEELIC

e o

foHN gs s,

—

g. Address Of| "<<var_hosta_vmotion_ip>>"S& i &tL|LC}.
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h. MEUl OpA 30 '<<var_hosta_vmotion_mask>>'% gLt
sto

I IPv4 3 = vMotion &QIZt0| MEHE|0] QU=X| ZfolgtL|Ct,
B8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
NITU | 9000 |
IF wersion IPv4 only v
» |Pvd settings
Configuration | DHCP ® Statir
Address | 1722118563 |
Subnet mask | 255255 255 0 |
TCPIIF stack Default TCP/P stack v
Serndces - .
¥ viMotion ! Provisioning | Faulttolerance logging
L Management U Replication ! NFC replication
| Create || Cancel |
2LO| MMM 51 23t= AR VMware vSphere 24 AQIX|E AIESHE S 0f2] 7tX| BiHoZ

(D)  EsxiUENLS 2AY + ABLIC HIXLIA 27 XS S501E o BR 22 FlexPod
ExpressOllAf CHA| Y| E9/3 740] X|ELC}

W o8 MYAE 02 ERLICE

M HWZ 0IRES HIO|EHAENH = VME infra_datastore C|O|Ef HE AL VM A2 AU S 9|3t infra_swap H|0|E

1. 21z et Ko AE3|X S 223t ChS M Cl0|E MEA £ S2leiich

—_
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L
| T3 Navigaor || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. Mount NFS DatastoreZS MEdSIL|C}.

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMFS datastore

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

Create a new datastore by mounting a remote NFS volume

Back

| Mext |:- Finlsh || Cancel

4

3. NFS O}2E M2 FE M3 H|o|X|of CtE FEE etL|Ct.

4. Opl & SeleiLich 22 2 Fofl M 2ol 2t2El ASE 2 £ ASLICH

5. 0] ZZNAE 2SI 'infra_swap' HIO|E| & AE O2EELICE.

74

° 0|2: 'infra_datastore'

° NFS AMH:\<<var_NodeA nfs_lif>'

° &R 'finfra_datastore'

° NFS 30| MEAE|0] U=X| tQletL|Ct.

=

AN

-

° 0|&: infra_swap
> NFS Al :\<<var_NodeA nfs_lif>'

° &5: 'linfra_swap'



° NFS 30| MEf&|0f AE=X|

NTPE FHfLIC

ESXi 2 AE0f CH3l NTPE F45t2{E Lt HAE +AsHHAIL.

1. =

—

B ZoilM

o > 0 DN

MY S St

Use Network Time Protocol (Enable NTP Client)
Start and Stop with Host & NTP A{H|A A|Zf &3
NTP MHE '<<var_ntp>>'E JHTLICE O{2{ NTP MHE

>
m
b=
ot
=
il

"I+ Navigator o @ VM-Host-Infra-01 - Manage
vt E{ Host | System . Hardware Licensing Packages Services Securily & users
Monitor Advanced settings ¢ Editsettings | @ Refresh | £# Actions
&1 Virtual Machines 5] Autosian Current date and fime Monday, October 14, 2019, 08:50:27 UTC
= Swap
B storage NTP service status Running
5 = Time & date
~ €3 Networking E
B vimko NTP servers 1.1054.17.30
2.1061.184.233
| B vmk1
3.10.61.184.234
v Switchd

= iScsiBootvSwitch
More networks...

=1

“I¥ Navigator | [J ucsesxia.cie.netapp.com - Manage
| ~ [J Host | System Hardware Licensing Packages Services Secutit
Manitar Advanced settings # Editsettings | (@ Refresh
i = Autostart
%1 Virtual Machines 0 Enabled Yes
g 5“
H storage 3 - Datastore Mo
= ; Time & date
~ 3 Networking | 5]
@ vSwitcho Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...
2. M™ Mzl 2 Z2IL|C} Datastore S MOl M infra_swap2 MEHSHL|C}
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J;Q_Ec!'rt_swap configuration

Enabled ® Yes ' No
Datastore infra_swap =]
Local swap enabled ® Yac L Mo
Host cache enabled ® oo () Mo

Save || Cancel

3. Xz 2 =gt
"C}2: VMware vCenter Server 6.7U2 A X| ™k}

VMware vCenter Server 6.7U2 A x| =X}

O] MMOf| M= FlexPod Express 740 VMware vCenter Server 6.72 A X|st= HXIE
KNS A efL|Ct,

@ FlexPod Express= VCSA(VMware vCenter Server Appliance)E AF2E&L|LCE,

VMware vCenter Server ApplianceS CI2ZE8HL|C}

VMware vCenter Server Appliance(VCSA)E CIH2ZE5I2{H CHS A E B A

Q.

1. VCSAE CIRZC3ILIC ESXi SAEE 2t2|g il vCenter Server 7t 27| Of0| 28 Z&ls10] CIRZE &3
OH M| ABHL|CY,

]

VMware AO|EO|A VCSAE CHRZESLC

Microsoft Windows vCenter Server 8X| 7ts¢t 7t X| 2 E|X|2t VMware= ME2 #=0]| VCSAE #&EELICH
ISO O|0|X|£ Ot EgLCt.

vesa-Ul-installer> Win32 C|2IE{2| 2 O| S & L|CL. installerexeE F H S=ISLICL

Mx| 2 Z2I8tLC}

=2"1-

.\‘.O’.U"PPJ!\’

270 HO|X|o|M Lt & S=IgLCt
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e

Installer

vm

vCenter Server Appliance Installer [= | =

Install - Stage 1: Deploy appliance

End user license agreement

ct deployment type

m

Ready to complete stage 1
goz Hici= =

End user license agreement

llowing license agreement

O

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY C
THE VIDUAL

EVALUATION LICENSE. if

Saftware IS oniv_nermitfeda i

&1 accept the term

CANCEL ‘ BACK ‘ NEXT
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s vCenter Server Appliance Installer

Instalier

vm Install - Stage 1: Deploy appliance

Select deployment type

5 A services lier

& Select deployment size

8 Configure network settings External Platform Services Controller
9 Read mplete stage e

()  mastzees

9. 0]Z2}0|AHA HYE CHANOIA BHESHESXi SAEQ| P T4, 2E AI2X} 0]

78

For more information on deployment types, refer t

External Platform

Appliance

Platform Services

Controller

vCenter
Server

Appliance

Platform Services
Controller

Appliance

vCenter
Server

CANCEL ‘ BACK ,| NEXT
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0 vCenter Server Appliance Installer [=[=

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Appliance deployment target

e targe e ) enter Serve
2 End user license agreeme
Select deployment type

ESXi host or vCenter Server 172.21181.100 @
4 Appliance deployment target name
5 Set up appliance VM HTTPS port 443
6 Select deployment size User name root )
’ ele latastore Password ssssssnns
8 Conhgure network settings

10. VCSAS VCSAO| AH22 VM 0|E & RE == 25t0] 0{Z2H0[AA VME BFELICH
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7] VCenter Server Appliance Installer [- =T

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM
Spe e VM set for the a arica s Ba det "

£nd user license agresme!

Select deployment type VM name FlexPod-VCSA, @
A ARpRe0LE o) et Setrootpassword 000 ssssssses
5 Setup appliance VM oRmrodimead s
6 Select deployme ze
7 Select datastore
8 Configure ne

Ready to compiete stage

CANCEL ‘ BACK i NEXT

- 2tEol 7hE MEfet 1= 37| UERLCE ThE 2 22T



3 VCenter Server Appliance Installer

Installer

= o

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size
oductior
Sele e ent size enter Server with an Embedded Pla Services C« e
2 End use ense agreement
elect deployme e For more infory eployment sizes, re he vSphere 6.7 docume
. . Deployment size Tiny
4 A = e ae mer arge
5 Setup appliance VM Storage size Default @
6 Select deployment size Resources required for different deployment sizes
7 celact datastore Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
onfi etwork settings
mall 4 16 4
9 Read i] e stag r 24 2 400 4
Large € 2 740

CANCEL

12. 'infra_datastore' Cl|O|Ef X{&HAE MEHSIL|CL Ot 2 S2IRLICH
13. HES{3 HF 74 hlo|X|of| L2 HEE st CHS 2 S2Lct

a. Network 0l MGMT-Network =
b. VCSAO| At2% FQDN E= IPE gLt

AR 1P FAES LI

I
d
I

o o

. AFBE AEUY DIASE YfErLCY,
e. 71 Ho|E2/0|8 Y2fgLict.
f. DNS ABIS 2iBiLict

14. 1EHA| etz =H| HO|X|of| A 2ot Mol SHHEX| gelgfL|Ct otE & Z2IsLCt.

BACK ‘ NEXT
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s

Installer

vm

Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

vCenter Server Appliance Installer

Configure network settings

MGMT-Network

Network

IP version IPva
IP assignment static
FQDN FlexPod-VCSA cie.netapp.com

IP address 172.21.181.105
Subnet mask or prefix length 2552552550

Default gateway

DNS servers 10.61184.251,10.61.184.252]
mon Ports

HTTP 80

HTTPS 443

15. O{Z20[AA HIE S A|ZISHY| Tol| 1EHA|] BEE HESHIAIR.

82
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Installer

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

Deployment Details

Target ESXi host

VM name
5 S aopliance VM
> Setup applia Deployment type
6 Select dep o Deployment size

Storage size

Datastore Detalls

N e network settings
Datastore, Disk mode
9 Ready to complete stage 1 Network Details
Network
IP settings
IP address

System name

Subnet mask or prefix length
Default gateway

DNS servers

HTTP Port

HTTPS Port

VCSAZt XIZ 2X|ELIct. o] g2 H 2 e 22Ut

16. 1CHA|I7} 2t 2 E|H 2tZ E|QUCH= HIAIX| 7} LIEHELICH A%

o

17. 28tA A4 To|X|ol| M CHS & S2ISLCt

=Rl
="

otof 2EHA fdE Al

PN
A

gLt
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| Installer

vm

Install - Stage 2: S

Introduction

et Up vCenter Server Appliance with an Embedded Platform Services Controller

Introduction

vCenter Server Appliance installation overview

Appliance configuration

SSO configuration

Configure CEIP

)

Ready to complete

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

18. NTP At{ 20| CHal '<<var_ntp_id>>'E LHYLICt. 6{2{ NTP IP FAE e & AUSLICH
19. vCenter Server HA(7t24)E A2stH = 2R SSH WM AT H™E[0] YEX| SHolEhL|Ct,
20. SSO =M[Ql 0| F, &= 3! AIO|E 0|E2 A MELICt CHS 2 S=/gLiCt
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[

Il Installer

2|8H=
—=OrT

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

NENECUCHOr * Create a new SSO domain

Appliance configuration Single Sign-On domain name vsphere.local
SSO configuration Single Sign-On user name administrator
Configure CEIP Single Sign-On password ssessases

I Confirm password
Ready to complete

Join an existing SSO domain

£75| "vsphere.local" =2l O| S HI0|LI= E 2 O[2{et 22 X2 J|S¢L|Ct

B2 VMware 12 g T2 0| FHSIHAIL. CHE S SEIRLIC.
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22.
23.
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Installer

Introduction

Appliance configuration
SSO configuration
Configure CEIP

Ready to complete

£
LKt NS 3 MAIE YA 5
S2stiAe

Configure CEIP

Join the VMware Customer Experien

vim Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Improvement Program

VMware's Customer Experience Improvement Program (“CEIP") provides
VMware with information that enables VMware to improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
products. As part of the CEIP, VMware collects technical information about your

organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information

does not personally identif

y any individual

Additional information regarding the data collected through CEIP and the
purposes for which it is used by VMware is set forth in the Trust & Assurance

enter at http.//www.vmware.com/trustvmware/ceip.html
enter at htt

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at

any tme

Join the VMware's Customer Experience Improvement Program (CEIP)

fofs ELICt. Ord S SEIStHL FI= TR AE5H0
=

K[StALE SXIE == QiCHs BIAIX|ZF LIEFELICEH Al &ste{H =tels

HES WL




Warning

You will not be able 1o pause or stop the install from
completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

o{E2to|ela HFo| ALELCH o] 22 H & Y= ZELIC
USE LIEIU = HAIXIZF LIEFELICY,
24. vCenter Server0| HM|ASL7| 9l x| 2t2|Xt7t HSst= YIS 22 + AL

"C}S: VMware vCenter Server 6.7U2 % vSphere 22{AE{Z! 714"

VMware vCenter Server 6.7U2 %! vSphere 22{AEZ! 1M
VMware vCenter Server 6.7 5! vSphere 22{AHZ S 7185t2{H Lt HHAIE Y AIL.

1. "https://<<FQDN =& vCenter2| IP>>/vSphere-client/"2 0| S&fL|C},
2. vSphere Client A|ZF 2 S&IgiL|Ct.

3. AF2X} 0|2 mailto:administrator@vspehre.loca | [administrator’|@vSphere.localZl VCSA A& TZM|A S0
2ot SSO YT E AHESI0f 218t

4. vCenter 0|52 0IRA QEX HEQ R Z2I6t11 New DatacenterS MEARIL|CE,

5. O|o|E] MIE{2| O|ES Y=stu =tol g St

= -
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vSphere 22 AEE HMBL|CH
vSphere 2HAEHE MMSIHH LIS HAHE SHSHIA2.

1. M2 MM HO|Ef HEE 0IRA QEX HEOR 22|6t1 New ClusterS ME{EL|C.

2 g
3. gjolatg Meksto] DR O vSphere HAS A& CH
4

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location [ FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN ()

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow

S AE0| ESXi SAEE X71gtL|Ct
S| AE{0| ESXi SAEES F71312{H LIS TS $H8HIAIR.

1. 22 AEE OIRA QEZ HEOZ Z2I5t1 Add HostS MEHSHL|CY
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

se the same credentials for all nost

VM-Host-infra-01 cie netapp com

2 HOSt summary

rReady to complete

2. 2HAE| ESXi ZAES FIISIHH ChF HAS +HSHIAIR
a. IAEQ||P = FQDNE LAHYLICE Lt S S Ct
b. RE AEXt 0|23 A= E LAYLICE CHZ S SE/SLICH
o

C. O|E 225t SAEQ| 2IZME VMware Q1S A MHOIA MESH QIS M2 HFEL|CE
d sA =
e. M + 0l0|22 221610 vSphere SAEO0]| 2t0| A S XT18HL|CE.
3. 0| A= g AR LI=0f| 2t=2g &~ Q&L
CEE SlimIgtL|ct.
b. VM €|X] H|O|X|0f| M CtS 2 S2IeL|Ct,
c. 2tz =H| H|O|X|E AETILICt FIZ TH=E ALEot0] HASHZLL OHE S MEfSHL|C}
= H
=

4. Cisco UCS SAE B CHaH 15HA|IQF 22HA

() FlexPod Express 740 2748l DS SAE el o ZRAAS 2= efof gLich

ESXi 2AE0|M 20| HEE FI7ILICE

ESXi 2AE0M 20| HEE Pt Ch3 EHA|

i

TAHSHYAI2.

r
gjo

1. https:// O 2QIRILIC} "vCenter £ EESHIAI2" IP: 5480/, AFE X} O| E2 2 rootE Y2stn £
|23t |C}.

2. MH|AE 28!I8t1 VMware vSphere ESXi Dump CollectorS MEigtL|C}.

Ml
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https://172.21.181.105:5480/ui/services
https://172.21.181.105:5480/ui/services
https://172.21.181.105:5480/ui/services
https://172.21.181.105:5480/ui/services
https://172.21.181.105:5480/ui/services

3. VMware vSphere ESXi Dump Collector A{H|AZS A|ZEHL|CE.

< C A Notsecure | 172.21.181.105

vm Appliance Management Mon 10-28-2019 06:51 AM UTC

summary

Monitor Name
Access 0 yeATheaE
Networking

Firewall /Mware vSphere Profile-Driven Storage Service
Time
Services
Update /Mware vService Manager
Administration

Syslog

Backup /Mware vCenter High Availability

A3 22| IP ESXi 2 AE0| HESH ALEX} 0|50l rootE iEiot L2 FE L= E UHRLIC

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

6. £|Z HHO|E U2SIH &2l=l netdump serverZt &

0%
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() FlexPod Expressoll £7}8l BE SAE0| Tioh O] TRAH|AS 5|0} BLICH,
@ 0| Z4Z0llM "ip_address_of core_dump_collector"= vCenter IPIL|LC}.

"CtS: NetApp Virtual Storage Console 9.6 713 =A}"

NetApp Virtual Storage Console 9.6 71 XA}

Of MA0j A= NetApp VSC(7HY AE2|X| 20| 715 HAHS MHBL|CL

Virtual Storage Console 9.62 A X|&fL|C}
OVF(Open Virtualization Format) B EZE AF25t0 VSC 9.6 2T E|0{E MX|st2{H CtS CTHAIE S-S AIL.

1. vSphere Web Client > Host Cluster > Deploy OVF Template 22 0| S&tL|C}.
2. NetApp Support AFO|E0|A CHRZE3 VSC OVF Y 2 0| s 8tL|Ct,

Deploy OVF Template

1 Select an OVF template Select an OVF template

Select an OVF template from remote URL or local file system

Enter a URL to downlcad and install th VF package from the Internet. or b

e from your computer, such as a local hard drive, a network

| Restore
T | B Desktop » v & Seary
5 oo ® [P

ove .

Local file

QOrganize v New folder Size

unified-virtual-appliance-for-vse-v || B Maximize oo e Nofie chosen
Use muitiple seiection to select all the files associated with arn

W Favorites
[ p-s1a-9.6-4209-20190812 0930 (2).... .
B Desktop | OvAFile S ) A o
& Downloads , =
. Recent places 4 VMware-Tools-core-10.3.2-9323305
i
v

e one LB Warrinee TartRad e

File name: | unified-vintusl-sppliance-for-vsc- v| [AllFiles v

3. VM 0|52 st e G|O|E| ME £= ECIE MEfeiL|Ct O & 2=IFLICH
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Deploy OVF Template

+ 1Select an OVF template Select a name and folder

"4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource

+ 4 Review details Virtual machine name:. FlexPod-VSC

5 License agreements

+ 6 Select storage Select a location for the virtual machine.
7 Select networks v @ warriorsvcsa.cie netapp.com
8 Customize template > [R FlexPod-Datacenter

4. FlexPod-Cluster ESXi 22{AE{E MEHSIT NextE Z2IstL|C}.

5. N& HEE AESH NextS SIgfLICt

Deploy OVF Template

+ 1Select an OVF template Review details

« 2 Select a name and foider Verify the template details.

+ 3 Select a compute resource

4 Review details

5 License agreements Publisher No certificate present
6 Select storage . » o i o
. Product Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
7 Select networks
8 Customize template Version See appliance for version
9 Ready to complete Vendor NetApp Inc
Description Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual

appliance for NetApp storage systems For more information or support
please visit http:///www netapp.com/

Download size | 1.0 GB
Size on disk 2.1 GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. Accept(=2) £ S2I610] 2t0|HMIAE £=25t11 Next(Ch
N

2
A3 AT}

01>| 0o
E
i
rx
I'I1
|IOI-
~
_|T'_
n
dlo

7. Thin Provision 74 C

FS Cllo[E M&E 4

g 2aFLICL
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Deploy OVF Template

+ 1Select an OVF template Select storage
+ 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource

+ 4 Review details (]

+ 5 License agreements

Select virtual disk format Thin Provision .
6 Select storage

7 Select networks VM Storage Policy: Datastore Default v
8 Customize template Name Capacity Provisioned Free TvE
9 Ready to complete = Infra_datastore 75 GB 360 KB 75GB NF “
3—,’ Infra_datastorel 475 GB 6399 GB 276.86 GB NF
3:-1 Infra_swap (1) 100 GB 498 GB 95.02 GB NF
q p v
Compatibility

v Compatibility checks succeeded

CANCEL BACK NEXT

8. WESIZ MEioM CHY LIEIE MBSt CHE2 S2IPLICE

(B | =
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Deploy OVF Template

=
=
2|
=

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network

. < Source Network
4 Review details

nat

v
v
+ 3 Select a compute resource
v
+ 5 License agreements

v

6 Select storage

7 Select networks

8 Customize template

IP Allocation Settings

9 Ready to complete

IP allocation

IP protocol

Sl AF2Xt X[HO|A VSC &2|X} &4, vCenter 0|2
grL|ct.

C

T Destination Network

MGMT-Network

Static - Manual

IPv4

1items




Deploy OVF Template

1 Select an OVF template
3 P vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource Specify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks

Specify the HTTPS port of an existing vCenter to register to
'd 8 Customize template

9 Ready to complete 443

Username ()
Specify the username of an existing vCenter to register to

administrator@vsphere.lot

Password (%)

Specify the password of an existing vCenter to register to

Password

Confirm Password sassnsany

- Network Properties 8 settings
Host Name

Specify the hostname for the appliance. (Leave blank if DHCP is desired) x:

CANCEL BACK NEXT

10. st 18 M2 MEE AESID FinishE 225t0] NetApp-VSC VM &g 2t=28tL|Ct.
11. NetApp-VSC VMQ| HE A1 VM 2&& gLICh

1]

12. NetApp-VSC VM 2E T2 M A F0i| VMware £ M X|5t2t= H|A|X[7F EA|ELICE vCentert| Al NetApp-VSC

VM > HAAE OS > VMware € 8X| £ MEiStL|C},

95




Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait.
UMware Tools OUF uvCenter configuration not found.
UMuware Tools OUF uvCenter configuration not found.
Ufware Tools OUF vCenter configuration not found.
UMuare Tools installation
Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0S5 > Install UMware Tools.

OR

Click on "Install UMware Tools" pop-up box on the uSphere Web Client.

Follow the prompts provided by the UHuware Tools wizard.

Once you click on mount, the installation process will automatically continue.

13. OVF HE3! AR X[ B0l HIEYZ 74 8l vCenter S5 HE7t MSE}AELICE M2HA NetApp VSC VME
A5t = VSC, VASA(vSphere API for Storage Awareness), VMware SRA(Storage Replication Adapter)7}

vCenter0l| SEE!L|C}.

14. vCenter Clientdi| A 230+t CHA| 2QIELIC} Z HI'F0lA NetApp VSC7Zt HX| =R =X| 2elgtL|Ct,
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/\\ There are expired or expirin

vmm vSphere Client

= @] Home trl + alt + hor
= $ o -DC ACTIONS v

& Shortcuts

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi
v [ Warriors-DC [J Hosts and Clusters
[T warrior e ar iosts 2
> i Warriors-Clustes @ VMs and Templates brvual Macines: 6
Storage trl + alt + 4  ‘lusters
Jetworks
¥ Networking )atastores 5
& Content Libraries
&5 Global Inventory Lists
[® Policies and Profiles b
ZA Auto Deploy
Ve
<|> Developer Center
(®) vRealize Operations
P Vvirtual Storage Console
& Administration
S Update Manager
] Tasks
Cg Events
= =Ta L= 1 A*trilvgitac .
& Tags & Custom Attributes s Compliance @ Com
Precheck Remediation State () Remu

NetApp NFS VAAI 221012 Ct2Z =6t MX|ghL|ct
NetApp NFS VAAI Z22{10I8 CtR2ZE8t10 MX|SH2{H CH2 SIS ARSHA L.

1. NetApp NFS Plug-in 1.1.2 for VMwareE CH2EEZL|CH NFS £2{1¢! CHR2EE HO[X[of|A VIB' TIHYE =4
AEE = HE| SAEO| MEELICE

2. NetApp NFS Plug-in for VMware VAAI CtR2ZE:

a. 2 0|3gL|Ct "2 T EQ0of CHRZE HO|X]",
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
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b. of2i2 AAE38L0] VMware VAAIZ NetApp NFS Z
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C. vSphere & S20[AE2| Z o}HO|M 7t AEE|X| 2&S HERIL|CE

d. Virtual Storage Console > Settings > NFS VAAI Tools 0|A] Select File 2 MEY

KZEE X2 0|S38t0 NFS E2{1¢l8 YZ =L Ct

vm vSphere Client

Virtual Storage Conscle
Settings vCenter server w

8 overview

s Storage Systems

Settings Unified Appliance NFS VAAI Tools

Administra

ve

@

&, Storage Capability Profile:
& storage Mapping NFS Plug-in for VMWare VAAI

The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!

~ Reports
n install the plug-in on a host using VSC. You can download NFS

. - execute various primitives an files stored on NetApp storage systems. You ¢
Datastore Report
site.
Virtual Machine Report
WVal Datastore Report
Existing version: 1.1.2-3 CHANGE

Upload NFS plug-in for VMware VAAI

VVaol Virtual Machine Report

Note: Before you install NFS plug-in for V| -
giaibic e ¢ Open (3]
1 |BE Desktop » v & | [ Search Desktap 2]
Install on ESXi Hosts —
Organize +  Newfolder B I @
T =
Select the compatible hosts an which ir Favorites
OpenOffice 4.1.1 (en-US)
B Desktop ' Installation Files
4 Downloads
Name = Ll
£l Recent places NetAppNasPlugin.vib =
VIB File \"
i v 360 K8 v

File name: |NetAppNasPlugin.ib v| [wFie v|

=

E £ 2215t 2219218 vCenterZ M&EIL|CE
EE MElist CH2 NetApp VSC > Install NFS Plug-in for VMware VAAI S MEHSHL|CH



v [ warriorsvesa.cie.netapp.com

s Warriors-DC
v Warriors-Clusi
[ 722118118 151 New Virtual Machine..

[ 1722118119

{3 [Ometer-VN

& Iometer-vy &

(3 [Ometer-VN %

[ [Ometer-vN

El Actions - 17221181100

Y3 Deploy OVF Template...

'
|}
IJ_;'H WErferiyed Maintenance Mode

(B warriorsVst Connection
Power
Certificates
Storage

£ Add Networking...
Host Profiles

Export System Logs...

W Assign License..
Settings
Move To...
Tags & Custom Attributes
Remoyve from Inventory
Add Perrnission...
Alarms

Lipdate Manager

Recent Tasks Alari I NetApp VSC

Summary Monitor Configure

g Stersde g Virtual

Storage Adaplers

Storage Devices “ Standa
Host Cache Configur. g

Protocol Endpoints

/O Filters

r MNetworking

Viriual switches
Wkernel adapters
Physical adapters
TCP/IP configuration

r Airtual Machines

WM Startup/Shutdo..
Agent VM Settings
Default VM Compati_§

Swap File Location

r System

Licensing

Host Profile

Time Configuration
Authentication Servi..|
Certificate

Power Management

Advanced Svstem S

Host Monitoring

Install NFS Plug-in for WMware WAl

Update Host and Storage Data

Set Hecommendad Values

Mount Datastores

Frovision Datastore

ESXi SAEO Clish 2| Mo| AEZ|X| A™HE ArETiL|Ct
VSCE AI25IH NetApp AE2|X| ZAEE0| HEE RE ESXi TAEQ AEZ|X| 2 MY E XIS &Y £

AGLICL ol2{et 2T S A5 E L3 E*ﬁl% F EOHAI2.
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1. Z 3}HO|M vCenter > SAE 4 2{AH £
Recommended Values&

ope

vm vSphere Client

MegstLict. 2t
A Q2% HEOR Z2otn Mo

2. ey

100

s [ warriorsvesa cie netapp.

%)

i

com

~ [ER Warriors-Di

/ Warriors-Cluster
[ 17221181100
[@ 172.21181.107
R ICmeter-VM
3 Iometer-VM-tes
[H lometer-VM-tes
3 Iometer-VM-tes
£ warriorsvcsa

£ warriorsVsc

Recent Tasks Alarms

Actions - 172 21181100

B New Virtual Machine...

i Deploy OVF Template..

=0
oo

Maintenance Mods
Connecticn
Power
Certificates
Storages

3 Add Networking...
Host Profiles

Export System Logs..

Bls Assign License..
Settings
Move To.,
Tags & Custom Attributes
Remove fraom Inventory
Add Permission...
Afarms
Update Manager

M MNetapp WSO

¢t vSphere SAEQ M2

(=13

o
= JHI‘IE

= 0o

ME '6I-|__| |:|-_

g

[a 172.21181.100 | actions~
Summary Monitor Configure Permissions
m Distributed Switches
T
MGMT-Metwork
[
[
[ 3
| 3
-
[
> Host Monitoring
Install NFS Plug-in for WVMware WVAAI
Update Host and Storage Data
[ Setl Recommendead Values
> Mount Datastores
3 Provision Datastore
2 225l 4™ 2 dg8gLtt



Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage sysiems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the
subseguent successful storage system discovery,.

FlexPod Express= A £[19| L ERAE AMEdH= HAEE dAIE Soff 2ttt 28%Ql
E£EHE MSYLICHL 2HeA FIIE Soff &5t EH H[EL A 0] &

Express& XHg 4 QUELICH FlexPod Express= M2 £2M0| E@st 47|, ROBO U
7|El 7|12 Rl HA I} ELICE.

At &

XAH= John GeorgeZt O] AA|0f Cieh X[ 1k 7|0{0f sl 21 ESH7|S HTLIC.
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SFE-EEEE

A Ol
T M

FIK

rr

O] 20l 2B & FEof et XtM|et LHE2 Ch2 24 SU/EE= 8 MO|EE HXSHAIL.
NetApp HE HHA

http://docs. "S1"com

FlexPod Express with GuideS & ZE5HMA|Q

NVA-1139-design:FlexPod Express with Cisco UCS C-Series %! NetApp AFF C190 Series

"https://lwww.netapp.com/us/media/nva-1139-design.pdf"

HT 7|5
HZH = =M HHE 7|1
HZ 1.0 20194 118 % YalA,

FlexPod Express with Cisco UCS C-Series and AFF A220
Series 87| 7[0|E & HXSIMA2

NVA-1125-design: FlexPod Express with Cisco UCS C-Series and AFF A220 Series

SInIr
Savita Kumari, NetApp2t2| TtE L{Al: c l S c 0

—_—

A Sol| =H B2 0B WE7t S et 8l 2Rt AREYLZE HEHStD JSLIC
LSt 7|0l M= HIOJE] MIE{o|M XSttt 7|aS 85I EF AFRA B X[ALS fleh ZHHst

ESXO Z=NMS R QA L|C}

FlexPod Express= Cisco UCS(Cisco Unified Computing System), Cisco Nexus 29| X| HE, NetApp AFFE
7|8tz AR AAIE| 0 2 Al O|O[E] MIE] OF7 B X &ILIC}. FlexPod Express2| 74 24 = FlexPod Ci|0|E{
ME 78 40 HIXSIERZ O 22 22 FA| T /=2t SF0|M 22 AKX 20t doig = ASL T
FlexPod ClIO|E] HIE{ 3! FlexPod AT A= Thalel S HIO| HIE 2F MK & AE{Z2t0|= YIZEE 9ISt
X|™Mo| Zai=ZlL|C}.

"CHS: T2 Qof "
T2 3 Q9F

FlexPod &2 21Z2t ZEEZ|Q

FlexPod &2 Ot7|ElX| = CVD(Cisco Validated Design) &= NVA(NetApp Verified Architecture)2 XMl 3 ElL|Ct.
7% CVD = NVAS| 1 @7 Afghg 7|Hto = MAIJt X|°JE|X| e FME F=H0F ot 2R SIEELICL
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http://docs.netapp.com/
http://docs.netapp.com/
http://docs.netapp.com/
https://docs.netapp.com/us-en/flexpod/express/express-c-series-c190-design_executive_summary.html

213} 2H0| FlexPod ZEZ2|20|= FlexPod A 2| A FlexPod H|0|E| ME| 9! FlexPod MEHS| A| 7}X|
Mo| Zote|of &L

=1
[
= A
-

up 2

* * FlexPod A IE|A * = Ciscolt NetApp2| 7|22 M E AEZ| 2 £F M S NS ELICt
* * FlexPod H[O|E{ MIE{ * = CtFot I 2E 31 o Z2|A|0|M S 2ot 2ol Ct5™ ECHE MSLICH
* * FlexPod MEH. * FlexPod H|O|E{ MIE{2| 2[11 7|52 Sglst EF ofZ2(A(0[ M0l A Qlz2tE ZHBIL|Ct

Expanded portfolio of platforms

FlexPod® Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, and | Target: Enterprise/service provider =~ Target: Specific application
departmental deployments | | deployments in the enterprise
= = App
= =
Q Q
pd b
o a
= =
@ @
Q g
s £
% 3 L— n '_:{
Entry-level: Cisco UCS, Cisco Nexus Cisco UCS, Cisco Nexus Cisco UCS , Cisco Nexus.
FAS and AFF FAS and AFF FAS and AFF

NetApp &3 OF7|EHIX =124

NVA Z2 %2 NetApp EFMZ ?let ASE OFF[HK S DA0AH RSELICE NVA= NetApp £F 49| CHE 1t
Z2 S3= 2ngch

« M3t HAES 2 Of|EH
- J|=HoR FHHQl of|E K
EE L EPS

* EAATIE E=ELCH

0| 7t0|=0fl M= VMware vSphereS AF8%t FlexPod Express 7|01 CHo XbA|s| MHFFLICH 3t 0] A=
NetApp ONTAP 9.4 AT E2||0], Cisco Nexus 3172P A2|X| 8! Cisco UCS C220 M5 AHHE S}0|I{H}0|H = EZ
AlSHEl= bR S| M2 AFF A220 A|AHIS =238t C}

O] 2M= AFF A22001| M HABE[ASLICE 35X 2 0] EF482 FAS2700= X[ ELICE

THS: E2M AR
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MU

24748

FlexPod Express= 28 7142t JIEEE
A8 FAH 7|UE EZIe= ohL|Ct, ot ™

7|0l = MetstL|Ct. FlexPod ExpressS ¢l
NetApp AFF A220 5! VMware vSphere 6.7

Hotw S MASASLICH U AR, XH o

2 o £=st0X} o= R
NetApp ONTAP 9.4,
It RASLICE

H ot oo >

il

CtE O30l A= FlexPod Express 2 M0f| Lotz SIEQO 714 42 Ho FLCL.

FlexPod Express Solution

AFF AB0D

| [—— oo - - AFF A700s

NetApp AFF family B8 S AFF A700
i ™" : AFF A300

AFF A200

Cisco Nexus switch T T—— e Cisco Nexus 9000
family : = = e Cisco Nexus 3000

Cisco Unified .
Computing system “ SR | 1 - Cisco UCS C-Series C220 M5
family Rack Servers

[HAP

o
Of BAE IT 242 MEB3ta IT A2 X gste olmals Bastais AFBKIE 91l SHAEASLICE o 2A2
CHATO = MIIX QIX|LIOf, 15 ZAMEIE, T2 AL MH|A X2l 1T OjLX, THEL AX|L{of X 02

MU

=M I8

0| ZF M2 NetApp, Cisco & VMware?2| %|Al 7|2 2 88L|C} 0] £FM0f|= ONTAP 9.4 2T EQ|04, 0|F
Cisco Nexus 3172P A%|X| 3! VMware vSphere 6.72 &d5t= Cisco UCS C220 M5 2 HE HAlst= MER
NetApp AFF A220 A|ABI0| ZSE|0] JLEL|CE O] HABE £FM2 107|7HH|E O|HUI(10GbE) 7|&8 AHEELICE
L2 J2l0M= JHRE B0 FLIC} ESt FlexPod A I A OFF|EX 7} XX Q| 6= H|XL|A Q0| Me%t
& UEE o1 H#HOj| & 7H2| SIO|mHHIO|X LLEE FIt510] 2t &sH= o] Ciot X| &= HSELCH
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FlexPod Express

Cisco Nexus 3172 P Switches

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
Controller

10GbE

Data

CIMC

40GbE

s
(D) 40GbES HZEIXI QRIS X125 QlmQILCY,

'THS: 7% 8T AR

7l /7 A

FlexPod ExpressS AtE5t2{H MEIOH SHO|IHH[O| X2t HIER{ 2 K0 W2t SE=Ro] 8
ATEQN THRAE ZTE6oF BLICt St FlexPod Expresse SHO|I{HIO|X =EE
ANARO| =715h= O] 220 StE/0 dR4aS 271 T2 XL Ct.

SERO 27 Alet

MENSH 5HO|THHIO| A off 2A[S10] E= FlexPod Express 782 S ot SI=9|01E AFERILICE M2tA HI =LA
A0 HF L2t F 5H0|I{HI0|X & SILIE St FlexPod Express SIEH| 00| A &gt o= QUSLICE.

CHS H0l= 2= FlexPod Express 781t &84 =0 22t S0 FER47F Lie JAFLIL O ERMHS
FHHLZ FE5H= O] AHEElE= SIERI 4 E 02 @A WL THE = ASLIT.
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st=gllof

AFF A220 2-E S2{AF
Cisco UCS C220 M5 AH
Cisco Nexus 3172P A Q||

Cisco UCS C220 M5 2 MH{& Cisco UCS VIC(Virtual
Interface Card) 1387

= 4

N NN

Cisco CVR-QSFP-SFP 10G O{&HE] 4

AZEQ 0] @7 Al

CHS HO|IM= FlexPod Express £F42| OF7|HINE Foists O RSt AT EY 0 714 245 20 LG

Ct2 HO0l|l= 7|2 FlexPod Express 7210f| Ciiot AT E Q0] 27 Ateto| Lot AUEL|CH

AT EQO HH ME =

CIMC(Cisco Integrated 3.1.3 C220 M5 2 AHE
Management Controller)

Cisco NX-OS{IL|Ct nx0s.7.0.3.17.5.bin Cisco Nexus 3172P A2/%x|2
NetApp ONTAPS A ZsHMA|IQ 9.4 AFF A220 ZAEED

CHS HO|= FlexPod Express2| @& VMware vSphere 50| 2t AT EQ0{7f LIt UESLICE

AT ELN A
VMware vCenter Server {Z 20|21 A 6.7
VMware vSphere ESXi 6.7
ESXi€ NetApp VAAI E2{1°! 1.1.2

"CtZ: CIARQ M=

f ol M Ot 22 7[=0] UREIJSLIC. 2 7]=2 FlexPod
d 0| FELCt

NetApp AFF A220 A|2|X(ONTAP 9.4 Z3})

0] £F M2 NetApp AFF A2201t ONTAP 9.4 2AZEQ|0 § & 7tX| £|4 NetApp MES &EL|Ct

AFF A220 A|AE!

AFF A220 SES[0] A|AEI| CHEE XEA|SH LHE 2 E RS AL "AFF A A2 X 2 IO X]",
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https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx
https://www.netapp.com/us/products/storage-systems/all-flash-array/aff-a-series.aspx

ONTAP 9.4 AT EQ|0f

NetApp AFF A220 A|AEIS 22 ONTAP 9.4 AT EQ0{E AFETL|CH ONTAP 9.4= A £| 19| AlE{Z 20| =
ClOJEf 22| AT EQ{YULICH MER HHM0 = MER +F9| thaMat @AM, Z=3 H|o|E 22| 7|5, AER|X|
224, g7 21 £Fo| 22I2E S0| ZHE | JASLICEH

ONTAP 9.40{= FlexPod Express 240 Mgtst o] 7| 50| UELICH 71 SR8 242 NetAppO| AEZ|X|
2282 9l 25t QU= MYULICE Ol= 272 =0 YA 7HE 53t 7|5 B SHLQULICH SSHAH, &F,
MW OZH|KN Y 22 NetApp 2E2|X| 224 7|52 EX2 ONTAP 9.40| M2 F7HE &= 7| SULICH NetApp
WAFL A|AEI2 St 4KB EE2 M7| IR0 MM 2 SE0| 4KBe| L El S7H2 ALESHK| 22 of o2 252
4KB EEC0 = ZTeiLICt CHS OZ M= O] ZZNAE E0f FLCH

\
4KB

logical
block

> Compacts multiple logical blocks into

one physical 4KB block on media - 4KB physical block

UELICE o|2{st TIE| L O 2 RE ofa2|AH|0|E Y
QELICE et 21 E AFF A220 22{AE9 £+
UELICH CHS O% 2 HZTSHUAIL.

CESHAFF A220 A|ARIOA 2 E O|O|H DIEIM Y S g8
- o|s

A
e
T ClIoIE Oi22|A[O|EE AlAEIQ C|AF0 AEEIO|HE £
3- SE A
— T

o
EE2{= aggregated| Y= DE C|AT HAs5S g8
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< Root Partition

<= Controller 1 Partition

< Controller 2 Partition

0|2{2t 7|52 FlexPod LA A SEMES Hetot= H IIX| S 7|5 EALICH ONTAP 9.42| &7t 7| 501 CHet
KNS LHE 2 £ A ZSHIA|R "ONTAP 9 H|O|E] 22| 2T E9)0f H|O|E{A|EQILIC}". EESF "ONTAP 9 2A{ MIE{"
ONTAP 9.4 Z SISt E AO|0|EEl NetAppE HESHIAIL.

Cisco Nexus 3000 A|2|=

Cisco Nexus 3172P= 1/10/40/100Gbps A9 A2 M|Sst= st HE 22Xl A X|ILICH Cisco Nexus
3172PQ A2|%[= Unified Fabric MIZ T2 YR EA 2 MTHY H|o|E MH =S 203 A3 12 R4 (1RU)
AQX|QLICE (CHS O3 &=X) 1RUOIA | 727H2] 1/10GbE ZE £ 48712] 1/10GbE ZEE H|335tHH
1RUOIA 67H2] 40GbE ZEE MSfLICE Eot S2|H AHE2 fHMS 2cH2tst7| fI8 1/10/40GbpsE
XAt
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elc

CVR-QSFP-SFP 10G
O E 7t Y= MLOM1
CVR-QSFP-SFP 10G

O{RHE{7} A= MLOM1
eth1/25
Eth1/26

eOM

CIMCE HZ3HAIL
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2 K ZHIE bis = IS N HA ZE
Cisco Nexus A 9| X| eth1/1 NetApp AFF A220 e0d
3172P B AEZ|X| ZHEEZ ARILICE
eth1/2 NetApp AFF A220 e0d
AEZ|X| HEEZ BYL|Ct
eth1/3 Cisco UCS C220 C-Series CVR-QSFP-SFP 10G
ST HAHY MH A O{”E{7} L& E MLOM2
eth1/4 Cisco UCS C220 C-Series CVR-QSFP-SFP 10G
ST MY AMH B O{EE{ 7t ZLBHEl MLOM2
eth1/25 Cisco Nexus 29| K| eth1/25
3172P A
Eth1/26 Cisco Nexus 29/ X| Eth1/26
3172P A
Eth1/33 NetApp AFF A220 eOM
AEZ|X| HEER BYL|Ct
eth1/34 Cisco UCS C220 C-Series CIMCE #tXsIAAI2

SE A MH B

CHS EO|AM= NetApp AFF A220 AEZ[X| ZIEEZ| AQ| #[0|2 HZ MEE E &EL|C}

24 &K EHIXE o4 EK HH ZE
NetApp AFF A220 ela NetApp AFF A220 ela
AEEX| HAEZEZ AQLICH AEEX| HAEZE2 BYILICH
eOb NetApp AFF A220 eOb
AEE|X| ZAEEZ] BYLICH
elc Cisco Nexus 22| eth1/1
3172P A
e0d Cisco Nexus A9/ eth1/1
3172P B
eOM Cisco Nexus 22| K| Eth1/33
3172P A

CHS HEO|AM= NetApp AFF A220 AE2|X| ZIEEZ| B #A|0|2 €& MEE H0f FL|C}

2Z ZA 2HIE A FA A gE
NetApp AFF A220 ela NetApp AFF A220 ela
AEZ|X| HEEZ BYLICH AEZ|X| HESZ ARL|CH
eOb NetApp AFF A220 eOb
AER[X| ZHEEZ] AYLICE
eOc Cisco Nexus A€/ eth1/2
3172P A
e0d Cisco Nexus A9/ eth1/2

3172P B
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2Z A 2HIE HE ZA olz TE
eOM Cisco Nexus A 9|%| Eth1/33

3172P B

51 EXt

O] EMoM e 2tF 5| 0|F3HEl 172 M FlexPod Express A|ARIS FMSH= B 0f| CHol
XtM|S| AHELICE O|2{¢t O|B<tE dtgst7| o 2 THAo|A 28 RAE FH QAAEE
TM @4 B2t SLICHOE S0 HEEZ ARt ZHEEZ B= 0 20 HEHl XM'd = NetApp
AEZ|X| ZHEEZ 270 E AMHEBL|CE AQ[X] ARl AQ|X| B= Cisco Nexus A2|X| &S
LIEFL|CE.

Eot MEH A MH B S2E &AM 2 FEE|= 2] Cisco UCS 2AEES T Z2H|X'ddt= HHA AEELICL

EE 7=I|”:'§ ZafooF &S LIEILZ| I3l HE Fxo| 2R 2 '<<text>>'0| HA|EL|L}.
f% oE EZSHAIL.

—

AEX} 2HE 0t 2 E
"VLAN create' HEH2

Controller(Ol>vlan create vif(O <<mgmt vlan id>>

0| ZME AHE30] FlexPod Express 282 2t5| 78e 4= USLICE O] ZEM| A0 M CHot THAIE Al SHHH

DHE HH JA P FA 5 VLAN(Virtual Local Area Network) 27|0HE &fJs{OF 2L|C}. Of2f H0j|= 0] 70| =0

HEE EHE =0 ’1'8°+VLAN0| HHE|O] JYELICH Ol = ET AO|E HEE J[HOR 2t5Y = QIOH EM
T4 HAE FHst=E O AHEE & USLICH

@ Bro| L 8l Q| 22| VLANS ArEdHs 82 O[22 VLAN Ztof| 2|0]0] 3 Z=2E 2H=0{0}
SfLICE O] HB0M= S& 22l VLANO| AL E[UELICE.

0|E VLANS| 8= O] ZMe KR4S A=
A8 E|= IDYLICH
2| VLAN 22| 2B 0| A& VLAN 3437
H|O[E|E VLAN Ei27F X E=X| 2 L0l 2
e = VLANRILICH
NFS VLAN NFS E2{ZE VLAN 3438
VMware vMotion VLAN StLIo| 22X SAEO|M CHE S2|H 3441

SAEZ M AAEIZ O|EE £
U= X|HE VLANRILICH

7he A EB{E VLAN 7ba Al OfZ2|A0|M ERjTg 3442
VLAN

ISCSI-A-VLAN =2 A2 iSCSI ESmE VLAN 3439

iISCSI-B-VLAN IjE22| Bl iSCSI EHTE VLAN 3440

FlexPod ExpressE 7145H= St VLAN HS 7} LRBFL|CH VLANS "<<var_xxxx_vlan>>"2t11 StH, 07| A
"xxxx"= VLANS| 5 (0f|: iISCSI-A)IL|Ct.

119



of2fl Hofl= ‘UM E VMware 7H&t HAI0| Lot QUELICE

7t M LT SAE O|FYLICt

VMware vCenter ServerES & XstAMA|2

Cisco Nexus 3172P 1= &%}

CIS MMM = FlexPod YA T A 2| AFRE[= Cisco Nexus 3172P A X| 40|
CHOH REM|S| Aot

Cisco Nexus 3172P AQ[X|9| £7| X

CtE EXH0IM= 712 FlexPod Express 230l A AH22 Cisco Nexus 29/X[E 7d5t= Yol CHal 2EHELICE

o

@ O] XM= NX-0OS 2T E|0] 2I2|= 7.0(3) i7(5)2 A= Cisco Nexus 3172PE AtE3st11
ULk 7p- et

1. £7| 2E0] ¢tz 1 A2/X|9] 2& ZE| HZEH Cisco NX-OS &F0| AtS2Z A[ZEL|CE 0] =7
Tl = 22X 0|F, mgmt0 2/E{H[O|A T4, SSH(Secure Shell) &3t 22 7|2 AH 2 X|FL|Ct.

2. FlexPod AT A 22| HEYI= 0f2] 7tX| @HHOZ S 4= JUELICE 3172P AX|2] mgmtO
QIE{H|O|AE 7|ZE 22| HEYI0 HAE 2= 1, 3172P A2[X|2] mgmt0 QIEJHO|AS & HE o2
HZHS £ QIELICH SHX|2t 0| 213 = SSH Ef{Tint Zt2 9|2 22| M| A0 AFR2E £ giELIC

e HEIof AZELICH

0| 3% 70| 0| M= FlexPod LA ZZ|A Cisco Nexus 3172P AQ[X|E 7|

A

3. Cisco Nexus 3172P A29|X|E 74sta{H AQ(X|Q] M2 H = of7] of LI2 M St HiA|X|of w2} S
AQXIE £7| 2SI 29K 2 FEof| HEe S HHSHAIL.
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

- J2H 7 Qok0| EAIELICH #HS HEULX| E= HAIXZt LIEFELICE 70| SHIEH nS Y SLICH

Would you like to edit the configuration? (yes/no) [n]: n

- O LS 0] FES AES D MEEA| 2= HAIXIZE EAIELICH OFCHH yE A=ARILIC

Use this configuration and save it? (yes/no) [y]: Enter

. Cisco Nexus 22|X| BO{| CHsli O] HXIE Et=gfL|Ct

121



71 74 848 HZ5H2 Cisco NX-OSUIN 5 13 7158 AFBSHT S MEefof ghLict
interface-vlan 7|o S & 2 Futof| 24 MHS back-to-back mgmt0 SME A2SH= A0 Tt
() masiLich o 7158 AFEsfS 1P FAES QIEIHIO|A VLAN(ASIK] 71 QIE{HO|A)0l Eerstod
SSHE B Asl10l che ciof ) ol SA12 B 4 LT

I
i

1. Cisco Nexus A91X| A2t A9{X| BOlM XT3t 7|58 Aot ‘(config t) BHE ALsio] 74 BE
At ChS BYE AL,

feature interface-vlan
feature lacp
feature vpc

7|2 EE A RE HRY SAE AA Y EFZ 1P FAS B0} EE K| QIETO| A0 TSt 2 WA
UTIEE BHELIT, A~ U E12L P TALCH S QBIE o] YT2AB0) ASoHE TE A4 e Mo
2N O 2BHOR BAE 4 YALICL SUS IR A2 U EZI TCP EES 4] Lme|F0| 27kt Z0|

EECng

2. 34 EE(config )0l A CHS HHES U250 Cisco Nexus AKX AL AQX| B 22H ZE td 2=
HHE Al LM S MESIAAL.

port-channel load-balance src-dst ip-l4port

S2E Alld E2| Y= S-HLICH

Cisco Nexus EHZF2 HE[X| EY0[2t= M22 B2 7|52 AISYLILE E2[X| EF2 Alid E2| ¢NE|ES O
Of & AHSIX| gi= FAIOA HIOIE EHS #H|& MHot= E*%*%* 3 EE 7|E 2T ESY 0| FOoHE LX|ELICE.
SUEO| et WEXI E£= JHERE|E Zetet of2] MEi F StLto| ZES HiX|g = JAELIC

=T AM\-d

OE =2 0o

HE|XIL 2 REO| S HESIER RL|CH ot =Qle|X| §42 of|X| ZE = EE|X| 2 7|"0| e[| g2

T = [

OIF ZR|9H 22 THE ULHHOl 7Y QR BAIFLICE E3t Ajd E2(0A LT He BEJ} OfL|2t B2 EES
A{Erehis Mol Cf ONISILIC} J2i7 7| EE AE|E Sof LEY30| Hubel orEAS B 2 LI

- _Loo=2 o

JEHOZ BE XEJHHEQS ZER ZIFE|EE Be|X| EFE 2F5= 20| ZELICL 0| 2¥2 HEHA

E3| E2|X| 2T 2 KoK = M, 2E2|X]| & H-I3 AQX[E =7t m= A0'd E2| HEHO Mldet RO
7|2 0{0F gLICt. O|2{¢t 2R ZEES EdolstH E RS HEO

Ba|X| Z2EZ H|0|H H¢|(BPDU) EEEH JIE2HOZ LHE BT AELE o|X| ZEO|A gdetELCt.
HEZS FLZ YX[5t7]| 2loh 0| 7|2 CHE 22(X[2| BPDUZL O] QIE{H|O| A0 EAlEl=E 32 ZES
S=YLCH

T4 BE(confi )0l M THS BS 83101 Cisco Nexus 29/% A% A9I%| BOjlA 7|2 T 933} BPDU
IS T3S 7| ALl E2] 242 PHSHIAIL.
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spanning-tree port type network default
spanning-tree port type edge bpduguard default

VLANS HolgtL|ct

VLANO| MZ CIE JHE ZEZ F45t7| Hof| A2/X|0f|M A|E 2 VLANS
EO0|3t=F VLAN O|E S X|Fot= A= E2 Y

T4 HE(config t)0l|M CtS BE S A0 Cisco Nexus 22X A S AQIX| B AE 2 VLANS 2|5t

HHSIA2.

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Zt AQIX|9] 4 H=('config t')0IAM FlexPod Express CH# 2 0] CHst CHS ZE MdHES

Cisco Nexus A2|X| A

olsHjof gtL|Ct. ek = H| sHZ0

|IES Yot 22 OMIHX| 2, 2= QIE{m| 0] A0 T

FE2 D 2H|XJ 22X 2|
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server-A: MLOM port 0

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-link 3172P-B 1/26

AFF A220-A e(OM

UCS Server A: CIMC

Cisco Nexus A2|X| B

int ethl/1
description AFF A220-A e0d
int ethl/2
description AFF A220-B e0d
int ethl/3
description UCS-Server-A: MLOM port 1
int ethl/4
description UCS-Server-B: MLOM port 1
int ethl/25
description vPC peer-link 3172P-A 1/25
int ethl/26
description vPC peer-link 3172P-A 1/26
int ethl/33
description AFF A220-B eOM
int ethl/34
description UCS Server B: CIMC
M W AE2[X| 22| QIEHO|AE L etLCt
Mot AEE|X| REO| 22| QIE|HO|A = YBHHOZ B VLANEF AFEEILCE [t 22| QIE|Io|A ZES
HMA LEZ FLMBILICH 2F AQ(X|0f CHEE 2t2] VLANS Folst Amid E2| ZE RS O|X|2 HESLICE
T BE(config )0l A CHS HHS QS0 MMt AER|X| BEQ| 22| QIE{H|0| A LS IE MY S

T AIL.
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Cisco Nexus A2|%| A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Cisco Nexus A2|X| B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

It ZE ME S2E F4S S

JHA EE H(VPC)S ARSI SaH O = JHo| M2 CHE Cisco Nexus 29I%|0f SHZE 237t 4| af Zxlof
Tl HE LR BAIE 2 USLICE M H IS AQIX], MH] EE T2 HEYY FAY 4 UBLICE vPCE
AZ 2015 Z2S FBY 4+ YO0 (B2 £0|1, L 2H0| of2] o] HY A2S PAsista, tixl 227}

A
T
A BE B BT S Solf 0|FetE dde = ASLIC

© T ZROM F HAER RO 2N EZE ES AMEStEE 2F
c Al EB| ZZEZ KIC XE F|H

* AFE JHSE 2E 22A el A
* 23 i ClHo| Aoj FONT} HAE D W2 HHHAS HTBHCt

vPC 7|50| M2 E&S36l2{H F Cisco Nexus A9|X| 7t F JtX| £7| dF0| RPL|CE A 21T mgmt0
THE AH85He 20l= B0l A HOEl FAE A3 pingS AL S4l 7Hs R E
gt CHswitch A/B_mgmt0_ip_addr]VRF 22| H20f

74 2E=(config t)ofl M LHE BB S A5t £ A9(X[0f et vPC 222 #4442 4

0z
ot
=
=
to

Cisco Nexus A2|X| A

125



vpc domain 1

role priority 10

peer—-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-1link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus A2|X| B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

AERX| ZE MHES FEELIC

NetApp 2 E2|X| ZAIEZE2{= LACP(Link Aggregation Control Protocol)S AF26t0] H|E 3 0]| CHH active-active
HZE S|2EILICt LACP AI20| MSE|E= 0|RE LACPZt AQIK| Ztof g Atnt 22 S R&E Z718H7| Wi2lL|Ct.

HIESZ 7} vPCO| HAH MEEEZ 0] M2 tg&!; Edf AEZ|X|O|M HEO| 22X *-?—IIIEOI active-active 322

P + JASLICL 2 AEER 0= 2 ALIX[of ChSt 2137t 270 JQELICEH J2{LE 4749 23 R SYstvPC A

QIE{H|O|A O E(IFGRP)O &8fLICE.

748 2E=('config t)ofl A 2F 22| X|0f| CHa CHE BES At 708 QUE{H|0|AE F195t1] NetApp AFF ZIEE 20|
HAE TEO| Ch3t 21t ZE Hd TH S HESHAIL.

ME

AQIX| ARt A2IX| BOA CHS BHS Mo AER|X| HEER AQ ZE HES FAFLICL
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs_ vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. AQIK| ARt A2|K| BOIM CHE BY S MGt AER|X| ZIEER B ZE MES FHYLICH

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

0] 24 ZZ0|A MTU 90000] AHBEIALICE T2{Lt OHZ2|AH[014 27 AkgHol ket MTUS)
(D) ==l gtz 788 & YALICH FlexPod 22 HOIM SUS MTU 72 HESHE 200)
FQBILICE 74 4 7Ho| MTU 40| Z2E|B Th3l0] 245D of2fst if2l0] YAELc

M HEE FIELICH

Cisco UCS MH0i|= H|O|E| E2{int iSCSIE AFETH ESXi Y H|H| 220l AH8E|= 22 E JHY QIEI0|A FtE
VIC13870] JASLICE. O[2{gt QIEH0[AE= M2 ZHof| HULHEEE F G0 T F3E Ho 71Xl 0|53t

HMSELICt ol2{gt ZIAE of2] AQ(X[0f ZX ZAISHH RATSH ALK FoH7t LA MHILItS HEHE |RAIE =
olA&L|C}H

M-
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T4 2E('config t')0llM CHS HHES AASIH0] 2F MEHO| HAE QIE{HO| AN CHot TE MM S S|},
Cisco Nexus A 2|X| A: Cisco UCS A{t{ A & Cisco UCS AMH B 7t A

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Cisco Nexus A2 %|X| B: Cisco UCS MH A 2! Cisco UCS AH{ B 3+ 4

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

LIC}. FlexPod &880 M S2¢t MTU 2tE 235t= W0| SRELICE 74 24 219l MTU 40| 2RE|
AE[D o[2{t 22 ChA| TMEE|0{0F BILICE O] 2/l &R M Tl 450 Jeks SLict.

o

F4 AS0M MTU 90000 AHE=|AELICE T2{Lt OHE2[AH0[E 27 At m2f MTUS| MZTt gts 74
a

rg e

co=2 -dJg

Cisco UCS AMHE
A5 O] HH

fjo 1
i

1ot £RH S SESIIALE AKX A S BOIM M2 =710t MH{7} HZE ALK ZE
Al

7

T

HES3 olmatz ofala

[ o —

Cisco Nexus 2tA0| Zxlst= H 2, NetApp2 vPCE AHE5H FlexPod 2t 0| ZEHEl Cisco Nexus 3172P
AQIX|E Qlmetz HzIFstE S HETLICH H2IT = 10GbE QI TtAER K SR M| AL 10GbE &3 E£&=
LUQPH AL 1GbE QDA EH K £2 M| AL 1GbEY & USLICH A dHsH HXIE ArE3t0] 7|Z= 2HH0|
CHot @I=3 vPCE MAY £ JELICEH 40| 2= El = ZF AQ|X|0f CHet 24 S X ESt2{™ copy run startS
AlSHsHoF BfL|CE.

A8 7t HER S Qlzatof et of2] ZHX| S 7SS AFE5H0] FlexPod gtdS 713 4= JASFLICH 7|1E
S
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"CtS: NetApp 2AE2|X| 713 HAH(1E)"

NetApp AEZ|X| £ HXH1L)

0| MMOi| M= NetApp AFF AEE|X| 1= HAIE MEHSHL|CT,
NetApp 2EZ|X| ZHEE2] AFF2xx A|2|= HX|

NetApp Hardware UniverseS & XA

NetApp HWU(Hardware Universe) OHZ2|#H|0| M2 £% ONTAP HZHO0]| CHal X[ == SHERO 5! AZESL|
FHRAE XBBILICE T ONTAP ALER0{7} X8t 2E NetApp AE2|X| ofZ2fo|eiA0) i3t 14 HeS
HSELICH AEeA z2td B H3gfL|ct

At85tH = SIESN 3 AT EQ0 4 A7 MX[6t2{= ONTAP HEOA XY= =X| 2ol |Ct.

1. Off HHABHICHHWU S8 Z2I - AAY 74 J10|=S 2L
ONTAP AZE¢||0{ {3t NetApp AEE|X| 0{Z2}0|AHA 7t

2. £ AERX| O{Z22I0|HAHE N @A S H|wt2{H AE2|X| A|AH H|W £ S2IFLIC}

—

ZHEE2 AFF2XX A2|= AHH Q7 AP

AE2|x| AlARI9| 22| $IX|S H|2512{% NetApp Hardware UniverseS AZ8HIAIR. 37| 7 A2, Kl2lgls
agl T, SWC TE 9 0] MM HEEHIAlR.

AERX| HEEHY

o HEE2{0|| Chot E2|1H HX| EXHE WELICH"AFF A220 EA".
NetApp ONTAP 9.4

T8 /3IANE

X ATEHEES LS| Tl HF EEMOIM T FIAEES HESHIAL. 7 HIAEE OIM A £
USLICH"ONTAP 9.4 AT E0] M MdEHA"

() ol aame A9ixi7t gl 21 SRiAE PAoIM SFELIC

CH2 HOfl= ONTAP 9.4 &X| & M HHI} LIt Q&L

2EAH MR HE SZ{AH ME HE ZIL|CH

SHAE LEAIP FTAQL|CE <<var_NodeA_mgmt_ip>> £ 2IL|C}

SAE LEAUIOAT <<var_NodeA_mgmt_mask>> £ gIL|Ct

S AE E AAHO|EY0] <<var_NodeA_mgmt_gateway>> £ & XA
Z2{AE LEAQ|E <<var_NodeA>> E & XA

S2{AE LE B IP FTAQL|CE <<var_NodeB_mgmt_ip>> £ ZIL|C}
S3AH LEBUlOlAT <<var_NodeB_mgmt_mask>> £ /&stL|C}
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https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
https://docs.netapp.com/ko-kr/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611

SoAH MR HE

S AH & B A0|EY0
SAH EEBO|E
ONTAP 9.4 URL

S AEQ| o|ELICt
S2{AH 2| P FAYLICH <<var_clustermgmt_ip>>
Z2{AE B A 0|ESO]

S2{AE B YiOtAS

<<var_clustername>> £ 22IgtL|C}
=20
=

SHAH ME ZE gLt
<<var_NodeB_mgmt_gateway>> £ & ZX5tAA|R
<<var_NodeB>> £ &HZsIMA|

<<var_url_boot_software>>

<<var_clustermgmt_gateway>> £ Z2/gtL|Ct

<<var_clustermgmt_mask>> £ 2¢tL|C}

CoQl 0|2 <<var_domain_name>>
DNS AMH IP(E 0|4 Ql2ist 4 9I2) <<var_dns_server_ip>> £ A& ZT5IMA|Q
NTP At IP(S O|AF @laiet & 9l8) <<var_ntp_server_ip>> £ BZESIHAL

LC AE FMEHLCt

E AS 75 H L3 HAIS AZ0HHAIL.

1.

© N o o &

AEE|X| AL 2& ZEO| HZELCH Loader-A HIA|X|7F EA|EIL|CE SFX|2E AEE[X| A|ARO| HRE RL

AENQI 2R CHS HIAIX|7} EAIE I Ctrl-CE =8| Ats B R E Z=LICH
Starting AUTOBOOT press Ctrl-C to abort..
AARIO| REIE|EE SfL|CH
autoboot
Ctrl-CE =2 £& tHiw=Z S LIt
ONTAP 9.47} 28l Sl AZE|0{ HZTO0| Ot AR CIZ BHAIE AI&5H0 M AT EQ0E EX[SLICE. ONTAP
9.47 2! =¢l Hﬂ‘_?_l 4 SHB8YUYE *1EHOPOEI i':E MEELCh O3 g 14THAIE AISELICH
M AZEQOE X[StHHH M 7S MEIEL|Ct
LI O|EE AT yE UHYAL
CHRZEO| AISE HEQS ZEZ e0M 2 ME{EIL|CE
Xz MFY5IHH yE YA
Zk 2| X0l eOMQ| IP F=24, HllOtA 3 Gl 7|2 AH|O|E9||0|E YHBLLICE.

b
1A
[m
1o
2
i

Jas
mjo
1

0
rir
C
Py
—
mjo
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o
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r
n

131



() ol # Muf= Pingdt % 2lofof BLict,
<<var url boot software>>

10. AHEX} O] E0i CisH Enter 7|1E =21 ALEX 0| E0| 132 LIEHRLICE
. Mz EX|ot AT EQI0S o= ML A8 7|2gtoz HFstaH 'y E et ct.
12. TESE MRS EH yE LSLCH

M AZELHE 2XIE mf A[ARO| BIOS 3! O{RE Ft=0f TS Hello @ 20|=8 3T £~ A2, 0|2
2I5 LOADER-A ZEZEOA MEP-E 1D SX[E = ASLICE of={eh 20| ZAUSHH A|AZ0] O] ”XIE

—_—a =

g0l = ASLIC

13. Ctrl-CE &2 & HRE So{ZL|ct.
14. Clean Configuration % Initialize All Disks &2 42 MEHBIL|Ct,
15. CIAZE M22tstH yE YHstn FAS AT CHS A THY A|ABIS MX|EL|CH
16. ClA30]| = 2 E H|O|EE X|2HH 'yE U= SLICE
HZE C|AT 9| o RH| W2t FE of2Z|A[0|EC| &7t 8l MM S 2t=3dH= O 90& 0| 40| -IEEI T
I.

UASLICH £7|617} 22 E[H AES|X| A|A-O| HREEELICH SSDE £7(38}5t= Ol 2el= A2 ¢
E0{ELICH EE A8 C|AFT M 2oets ¢ 5 B FE2 ALY + ASLIC

17. L E AE £7|3l5t= ¢ L& BE FMELICH
& BE #AMBLIC
LT BE DA 1S CHA|Z 22 5HAA|L.

1. AEE|X| AAR 2 ZEO| HZYLICL Loader-A HA|X| 7t EA|EILICE SFX|2H AER[X| A|ARIO] HEE 20

HEHQ! B2 ChS HIAIXIZF #AIE W Ctrl-CE =2 XI5 28 FIE Z=LCh

Starting AUTOBOOT press Ctrl-C to abort..

ONTAP 9.47} &

g| AZBH0] A 2ZESI01S MAIFLICE ONTAP
0.471 2E B9l BTl 22 S ki

LTt 22 CHS 145 S AISELIT
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6. CIREC0| AIRS EQIT TEE oM 2 MEHSHL|C}.
7. X2 HEESHH v

=2
E =]
8. 2} 2X|0fl eOM2| IP F24, UliofAS 8l 7|& H[0|EQ)0|S Y=etLCt.
<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

9. ALEYOS S 4 Y

URLS HfLICt.

rr

() ol # Mef= Pinglt 4 2l0fof BLict,
<<var url boot software>>
10. A} OIS0l ChsH Enter 712 =2f AFBX} 0|Z0] S8 S LtERLICE

M. Mz EX|ot AT EQ0S o= ML A8 7|2gtoz HFsI2H 'y E etLct.

12. LEE MREsEH yE AT},

M AZELHE 2XIE mf A[ARO| BIOS 8! O{RE Ft=0fl TR HAllo F0|=8 3T £~ A2, 0|2
2I5ll LOADER-A ZEIXE0|A MEEEL SX|E = ASLICH Of2{et 20| HdstHA A|ARO0| O] EAHE

—_— a0 =

S0l 4 QUBLIC,

13. Ctrl-CE &2 £& HRE So{ZL|ct.
14. Clean Configuration(td Hz2|) % Initialize All Disks(2E C|A3 x7|3}) of CHell S M 4 & MEHBIL|CE.
15. A E M22tstH yE YHstD F4S AT CHS A THY A|ABIS XL}

16. C|A30f = 2= HIO|EE X|R2{H 'y'E Y gLICH

HAE C|ATO| £ RYO| w2t FE OfOZ|A0|EQ| X735} 5! MME 2t2dt= o 90& 0| 40| ZHE £
QUALICEH X7|817F tBE|H AE2|X| A|AHIO| RHEEIEIL|ICH SSDE £7|316t= O] 2= A|ZH2 AlLtg|
Z0{SLICt.

SEATY Y 2L Y AL
AEEX| HEEH A(LEA) 24 ZEO| HAE 24 ZE T2 0N = 48 AIZEES HABL|CE 0]
ASZEE ONTAP 947t L EOIM XS 2 EE ojf LEHEL|CE

ONTAP 9.401Af o= % S2{AE M B} ozt MR LT O[H| 22 AE| MF OpAE
() Aestol 22i2Eo| & wrf -ES 74610 System Manager AL8210] SBAEE 74 &
QIALICt,

1. ZEDEo| et == AS dHeLct
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

2. 1Eof B3| QIEH0|AL] P FAZ O[S BLICH

CLIZ AIESI] EHAEHE HYS & JELICE O] 2MU|AM = NetApp System Manager2| QLo 2t ™S
Ar8SH= E2{AE AFof s MHEL|CE,

A

3. Guided Setup(2tLiA AH) 2 22I5t0] 22AEE T C

4. 22{AH 0|22 <<var_clustername>>'2, 71 £Q! 2} =0 L A= <<var_NodeA>>'%t
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MNettpp OnCommand System Manager

== Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlad mation requaed befow o canfiger e your oester

Cluster

Malwark Suppor Sdirirmdry

Cluster Name |_

Modes

0 Mot sure all nodes have been discovered? Refrash

FAZIRED R S00OMHIEL

FhIZESD RSO0
[ 21T
Cluster Configuration: Switched Cluster Switchlesss Cluster

@ Us=mame admin

Password | |

Canfirm Password |

Cluster Base License [Optianal) | |

“ For any o ueries related to licenses, contact My sSUppOrt.netapp. com

Feature Licenzes [Opronal)

ﬂ Chuster Base License is mandatory to add Feature Licenses

H==

- 22 AE, NFS 8l isCSIof| thet 7|5 2fo[dlAE LS 4 JUFLILE

- SHAHE WH SYUS LIEIUE 2B HAX| 7} EAIELICE Of 2HE HAX|= of2] HEHE =2tetLct. o] 2HE2
R EHT AQFLICL

 HEIaE Ry,
a. 1P F4 9| 242 Me #AsCY

b. Cluster Management IP Address Z E(<<var_clustermgmt_ip>>)0i| diofA3

B E (<<var_clustermgmt_mask>>)0ll <<var_clustermgmt_gateway>>)E Y=gfL|Ct. CtSS
AFRSIAIN Q. TE TEo| MEHT|Z L E A2 eOMS MEHSHL|C}

L —1d

C. LEAQ LLE 2| |P7}0|0] XK QU&LICEH == BOi| CH8H '<<var_NodeA_mgmt_ip>>'E 2stL|C}
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d. DNS Domain Name 20| '<<var_domain_name>>'S /22tL|Ct. DNS M IP T4 Z=of
'<<var_dns_server_ip>>'S &tL|Ct.

021 DNS AMH IP FAE =T 4 &Lt
€. Primary NTP Server Z=0]| '<<var_ntp_server_ip>>'E I243fL|C}.
CHAl NTP MHE e =2 JSL|CH

8. XY YEHE FHetLt.

a. 20| AutoSupportof| HM[ASHY| (ot TEA|7L HRot 32 TEA| URLY| URLE = TLICE
b. O|HIE AZloj CHSt SMTP H|Y SAE 3 O|H|Y FTAE ATHLICE

ALote{H O|HIE LE LS 2FoH0F gLCh SE S otLtE MEE -~ ASLIC.
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NetApp OnCommand System Manager

‘ == Getting Started ‘

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emnaill Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. 2HAH 71H0| AFE|UCH S2HAH 2| & 22|st0] AE2[X|E FHeLICH
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AE|X| B2AAH 74| A%

=

AEE|X| LE V|2 22 AEHE FHEY 20= AEE|X| 22AH FEE ALY = JASLICH

BE AHO CIAIE MZRfLIC

SHAEO EE AHO C|ASE N 25t2{H L3 B S dARL|CE

disk zerospares

2HE UTA2 ZE £42 dHeLICt

1. ucadmin show HHES AMEMSIe] Skl ZEQ} TEQ| $ixlf SHS SQIBtL|Ct,

AFF A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF A220 A Oc fc target = = online
AFF A220 A 0d fc target = = online
AFF A220 A Oe fc target - - online
AFF A220 A 0f fc target = = online
AFF A220 B Oc fc target = = online
AFF A220 B 0d fc target - - online
AFF A220 B Oe fc target = = online
AFF A220 B 0f fc target - - online

8 entries were displayed.

2. A2 B¢l ZEQ| ¥ixfl ZEJH CNAIZK|, #X REO| ‘target Q2 HFE|0| A=X| gfeletL|Ct 2=-X| 42 F
Cts S AI8S0 ZE {43 HEYLICHL

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

I:g 5|

o

glo
mo

O|M HHS Malisie{H TEJ QIEQ] AEJO{OfF SLICH TEE QIZI0I0 2 Mets|e{™ Lt
A

‘network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down’
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mjo
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i

2| =2| QIE{H[O[A(LIF) O| & HH7|

e LIFS| 0|52 HESHHH L3 HHIE EIHAL.

=

—_

. X 22| LIF O|§2 EAIRL|CE.
network interface show -vserver <<clustername>>
2. 22{AE 22| LIFQ| 0| S 2 HfEL|CH,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt
3. ..E B #2| LIF2| 0|55 Hi&LICH

network interface rename -vserver <<clustername>> -1if

cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

ST AH H2|oM XS ElE27] €8
ST AH 22| AEH0|A0M XtF E[Z2[7] i7f HE dF et

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-
revert true

MH|A Z2 MM HEX S AE{To|AE BF LTt

2t Eo| MH|A ZZAMO BN IPv4 FAS BESIRE S YHS AHELICH

system service-processor network modify —node <<var nodeA>> -address
—-family IPv4 —-enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address
—-family IPv4 -enable true -dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

() MBIA Z2AM P FAL S BE| P FRAot SUsH MU0 210{0F BHLICH

ONTAPO|A AE2|X| HUH A

AEE|X| HU I SYEASK] 2felstH HLQH YoM L3 BES AL

= o =
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140

- 2ERX HERH HEHE RlFfLICt.

=

storage failover show

'<<var_NodeA>>'?} '<<var NodeB>>'= 2% H|O|ZHE $3HE 4 Qlo{of TLICt = E7} H|0|ZH £
753t AR 3CHA |2 0| SEHMA|2.

- F = F oo HELMIL MBE=F AFELICH

storage failover modify -node <<var nodeA>> -enabled true

SO M HYUQH I AFRE| S 2 MAESIH = L= DEof|A A™EL|C}
2L C S| AE 9| HA AMEHE &tolstL|C},

274 ol LE7t = S22{AH0= o] HAIE HEY =+ SlELILh

cluster ha show

- 07tEY0| FHE R 6HAZ O|SHLICE 1718d0| YE F2 BYS HAsHH THZ HAIXIZF EAIELIC

High Availability Configured: true

2 E S AHTHA ZEE AESHEE AFSLCL

@ 20K O|¢e| =E7} = AN = HEH | X7t U220 BHS HASHK]
OHYAIL.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

.I

(o

>

SIEROf XI0| SHI=A Y0 A=K 2elstn Hot FL MEL IP FLICE

>
i

1
1
0
18

storage failover hwassist show

"Keep Alive Status: Error: whwassist keep alive alert from partner(2-d é?EH {X|: F: IE 49| hwassist
keep alive 211 E IS ZASLICH" HIA|X|= SIE/O X0 FH=[X]| fUSS LIEFHLICH OIS BHES
Hasto] StESI0 X|HE +agL|Ct



storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

ONTAPOI|M Z& T2l MTU EEEHAE ZofolS A MetL|Ct
MTUZt 9000¢! C|OJE] E2EIHAE MRS WSt H L3 FH S 4@,
broadcast-domain create -broadcast-domain Infra NFS -mtu 9000

broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

7|2 EREIHAE EOfQIof| M CllojE ZEE MARLIC

10GbE Cl|0|E{ ZE = iSCSI/NFS EZjZ0]| Al E|H o|2{¢t T
eOf= AR E|X| 2O 7|2 TH|QI0| M X|7{sH{OF L Ct.

HF

712 =HIAof|l M HMAHsHoF ZLICH ZE eOe I

H2LEIHAE TR0 ZES H|Hst2H CHg FES LI

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

UTA2 ZEO|M SE MO E AHE5HX| gt & HF LTt

o|& FX|of AEE ZE UTA2 ZE0M S & MO E MESHA| =5 AF5H= AO0[ NetApp2| 2 A QLICH S &
MO E ALESHX| == 2512 H L3 HE S dAetL )

coo=2 2od
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAPO||A| IFGRP LACPS 1A %fL|Ct

O AAE{mo|A OF R 27 0|&t9| O|E{Hl QIE{H[O| AL LACPE X|/St= A9 X|7F HRELITE A9{X[7}
SHZA FEEIRAEX] 2elghct.

SSAH ZEZE|M CH2 HAE 2tz LICt
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

NetApp ONTAPO|A ME IS AHEL|Ct

ONTAP U[E9/3 ZE|M A Tal(ULHHO2 90004102 MTU AHR)Z AHRSHE S P4lsteint ZaiAE
Lol A CHS S MLIC,

ocoo=

AFF A220::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

ONTAPO||A| VLANS MASHL|C}
ONTAPO|A VLANS MAMst2{H CIS THAIE 3stAI2.

1. NFS VLAN ZEE MAM3I0] H|0|E] EREIHAE |10 =7t C.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —-node <<var nodeB>> -vlan-name alOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. {SCSIVLAN ZEE MM5t0] O|0|Ef EZEIHAE TH|QI0]| =7t C.
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. MGMT-VLAN ZEE MHgL|ct,

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

ONTAPO|A| OHI2|AH|O|EE MAMTtL|Ct

ONTAP dH T2 N A F0f| REE S50| gt

otEl O 22| A[O|EJt M EELICE =7} O 22| AH|0|ES ‘H-dsteH
Oi22|AH|0|E O| &, OHAZ[AO|ES MdT L,

Oi1Z2|A[O|E0f| ZEteEl C|A3 =5 ZFYLICL

T= 2od

AggregateE g5t H Ltz B S AALCH

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

T d0l| £[2 SfLte| T

ATt 2 UAT ME)E ANO{2 HEtL(Ct 2 Aldl= 2 C|A3 K 3 3 7(0f CHsH
StLE Ol 4ol AMOE F=

—— T ©
AYLct.
52| C|AA =2 AIMEIL|CEH AEE|X|E FIf6ljof & off C| A3 S o2 AH|0|E0f| =Tt & ASLICE.

C|A3 H|R7|7} 222 mf7HX] O 2| AHO|EE M T £~ USLICEH A MM MEHE EAISH2{™ 'aggr show' BHEZ
AMAHBIL|Ct aggr1 _ NodeAZt 22t210| & uf7tX| ZIstX| O
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ONTAPOI[A A[ZICHE gL Ct

Olo
o
)d
fol3
g_l-
i
iul

AlZt S7|=tE g5t EHAHM BEE AZitHE 2F5t2H o ¥F

— =

timezone <<var timezone>>

AlZttiE Dl=/mE LIt & AlZith 0|§S Y=st7| AlZSHHE Tab 7|12 =21

@ € =0 0|= S5 AlZt =
M8 7tset S =eledLItt

ONTAPO| Al SNMPE LM EtL|Ct
SNMPE 7M™ C}S CHAE $HSHUAIL.

1. QK| 8l H2tret Z2 SNMP 7|2 MEE FMEL|Ct 0] B2 = SNMPO|A 'SysLocation', 'SysContact' H42
HAIELICE

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. 7 SAEO| 24 SNMP EHS TLASHL|CY.

snmp traphost add <<var snmp server fqgdn>>

ONTAPO|| Al SNMPv1S A EtL|Ct

SNMPv1E 795t HRLIE|2tE 37 2= Lt HIAE i 5 AFEEL(C

snmp community add ro <<var snmp community>>

@ NMP community delete all B& & F2[6t0§ AtE2tC}. CHE ZLIEZ ME0| HFLIE| 2XIE2
AH83H= 42 0| BE2 5H':* ZXEE HALICE

— OT O O

ONTAPOI|A| SNMPv3S M shL|Ct

SNMPV3E ALE5I2AH QIS S 28l ArEXIE Folst -d&loF LIt SNMPv3S 185t H L3 THHAIS
FAHSHAL.

Al
el

2

Sk

ZIID

i
P

tod

gd=
EXHE ddgLict

Of

1. Security snmpusers &

2. 'snmpv3user’2t= Al
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security login create -username snmpv3user -authmethod usm -application

snmp

ME[E = A= AEE|Q AT IDE Yot AT T2EZE md5 £ MESIC]
HIAIX|ZF LIELIEH 21F T2 EZ0] =

JHol HE HS TZ2EZZ 'des’S ME{BILILCE.

o o &~ w

ONTAPO| M AutoSupport HTTPSS FAEHL|Ct
NetApp AutoSupport E2 HTTPSE &3l X 22 EE NetAppd| 2HILICt. AutoSupportE #+dd2{H CHg

YIS AL

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> —-transport https -support enable -noteto
<<var_ storage admin email>>

AERX] 7hy KAl S MRt
Qmet AE2|X] 7h A|AR(SVM)S H-dst2H ChE HAIS =stAL.

1. 'vserver create' @S AHTLICE,

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. NetApp VSCE /%t Qlzat-svM o 12|A[0|E S =0j| H|0|E| 0§ 22|A[0|EE FIFRtL|C.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS2iSCSIE HHF1 SVMOIM ALSHA| gb= AER|X| ZEEES M AHELICH

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. olIa} SYMOJIA NFS Z2EZS AR5t ASetL|C}.

‘nfs create -vserver Infra-SVM -udp disabled®

3. NetApp NFS VAAI 22{1¢l0f| CH3t 'VM vStorage' 0H7 H4+-E A™ELICEH O3 CHS NFS7H M EI/IEX]

stolgtL|ct.
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‘vserver nfs modify -vserver Infra-SVM -vstorage enabled®

‘vserver nfs show

@ AE2|X| 7he A|ARIO] 00| ME 2t =2|7] 20 BHE0AM = 'vserver 7t SES A0
HAIRfLICE

ONTAPO||A| NFSv3S 1A stL|Ct

CH2 HOl= O] 1Y S =5t ol 2ot HEIt Lt ASLIC.

Mg EE AN 2k
ESXi SAE NFS IP TAQILICE <<var_esxi_hostA nfs_ip>> & HZSIMAIL
ESXi SAE B NFS IP FAQL|Ct <<var_esxi_hostB_nfs_ip>> & & ZXSIAA|L

1. 7|12 AAZE HHo|M 2t ESXi TAE0| Chet 7AIS HoetLct

2.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show
3. olmat SVM RE EE0| AAXE FMZ ShBtL|Ch
volume modify -vserver Infra-SVM -volume rootvol -policy default

Z ME[gL(Ct EX[5HA| g2 B2

@ vSphereS A3t = NetApp VSCE AATE HHS X5
11 418 Ao00f BUIET

Cisco UCS C-Series AMHHE F7t& I AAZE H
ONTAPO||A| iSCSI MH|AZS M AMBtL|C}
iISCSI MH|AE MMstz{H CHS THA|E 2k Z2SHMA| L.

1. SVMOIIA iSCSI MHIAS MABHLICE SE3t 0] YL iSCSI AHIAS AIZHSED SVMO] Ch2H iSCSI QNS
MAMSIL|C} iSCSIZt M E|R=X| Etol -o;, | C}.
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iscsi create -vserver Infra-SVM

iscsi show

ONTAPOIA SVM £E £282| 2E 3| 0|21 ddLCt
1. 2 EojM QlZEl SVM RE 250| 25 R 027 2 E8S 44t
volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB -type DP

volume create -vserver Infra Vserver —-volume rootvol m0O2 -aggregate
aggrl nodeB -size 1GB —-type DP

2. 1520ICt RE 2 0|2 2H|E YUOI0|Edt= =Y AZES YL

job schedule interval create -name 15min -minutes 15

3. 0|2 A ddetct.

—

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. 012 BAE £7[2t6t1 02(2 2A|7t 2SO0 =X] gelgfL|ct

=

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

ONTAPOI|A HTTPS YMAE FABHLICE
AE2|X| HAEZ2{0f CHot 2Ot HMAE LM H CHS THAE £ASHYUAIL.

1. elEM B0 AN LAY 4= AT HB +FS FAUILC

set -privilege diag
Do you want to continue? {yln}: vy

2. LEHO 2 XNl MEE 2S5Vt 0o[0] AELICH THe FHS HASI0 ASME eelgfLrt.
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security certificate show

3. EAIE 2t SVMOfIA QIZM B& 0|2 SVM2| DNS FQDN2F 2X[siof BiL|CE 1| 7He| 7|2 ABME AF|st
XAl MEE QISM = 21F 7|2e] S M= ChiA|stiof Lict.

ASME US| Hof| H=E ASME AHS= 20| ZELICE L= ASME ASH{E 2t IS AM A
HHS HHLLICL CH2 B-|M Tab completionS AHE3HH 2t 7|2 QIS ME MENSH D APHIgfL|Ct

security certificate delete [TAB]

Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 55242976

4. THH| MEE QIS ME ddstn BX|otH Ch3 HHES Uold BYOZ HAPILICE QX2 SVM & 22 AH
SVMO| Chet Mt QIS ME MEeLICE ChA| ot H & 2t= 7|53 ALESIH O2{st HHES 27| dze =

ALt

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr

"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

5. CHE EHAI0AM E st 047 Ha gHe P 22{™ 'security certificate show' HE S MHBILICH

6. '—server-enabled true' 2 '—client-enabled false' Oi7H H4-E AFRSI0] B3 OHE 2t QIS M E S 3HBLICE CHA|
g 22 E AL ELICE

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true

-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. SSL X HTTPS HNAE 74 U 2M3l5t0 HTTP HMAS H|Zd3tefL|Ct

system services web modify -external true -sslv3-enabled true

Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y

system services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>
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@ T A T LR0M =F0| EXSIX| b=Ch= 2F HIAIX| It HEEtE= A2 Yo ULITH
8. zta| ot +FEOE E|S0H7HH SYME HollM A8 Y & UL E TS WHELICH

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

E=

E

NetApp FlexVol 2
CIOE M&EA 28

UBIL|CE 2709 VMware

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate

aggrl nodeA -size 500GB -state online -policy default -junction-path

/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online

-policy default -space-guarantee none -percent

-snapshot-space 0

ONTAPOIA S5 HMHE LIt
HEot 2E0IM 55 MAHE 23512 H L3 Y2 2ARLICE

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot

ONTAPO{|A| LUNS & eL|Ct

2712 &

2 LUNS ddote{H

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

®
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Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size

-space-reserve disabled



ONTAPO||A| iSCSI LIFE AMAMstL|Ct

CHS #Ol= O] 78S 2t=ot= O] 2Rt YRt Lot ASLIC.

e g=

AEZ|X| ..E AiSCSI LIFO1A

AEZ|X| =5 AiSCSI LIFO1A U ER 3 otA I L Ct
AEZ|X| .E AiSCSI LIFO1B

AEZ|X| .= AiSCSI LIFO1B HIEY A otA3L|Ct
AEZ|X| ..E BiSCSI LIFO1A

AEE|X| E BiSCSI LIFO1A U ES{3 oA 3 L|C}
AEZ|X| ..E BiSCSI LIFO1B

AER|X| == BiSCSI LIFO1B HIE®/3 otAIL|Ct

1.2t L 20j 27H2] iSCSI LIFE 47H ‘4L Ct.

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola

)kl'k” ZF

S M| Al
<<var_NodeA iscsi_lif01a_ip>> £ & XsHMAIL
<<var_NodeA iscsi_lif01a_mask>>
<<var_NodeA _iscsi_liff 01b_ip>> S & ZESIAAIQ
<<var_NodeA iscsi_liff 01b_mask>>
<<var_NodeB _iscsi_liff 01a_ip>>

<<var_NodeB iscsi_liff 01a_mask>>
<<var_NodeB iscsi_liff 01b_ip>>

<<var_NodeB_iscsi_liff 01b_mask>>

—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask

<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy

disabled -firewall-policy data —auto-revert false

-role data

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data

—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask

<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy

disabled —-firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data

—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0la ip>> -netmask

<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy

disabled -firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data

—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask

<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy

disabled -firewall-policy data —auto-revert false

network interface show

ONTAPO||A| NFS LIFES MMstL|C}

CHS #Ol= O] 188 2t=ot= O] 2R YRt Lot ASLIC.
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NE ®HE APN| 2t

o A

AEE|X| .E ANFS LIF 01 IPRILIC} <<var_NodeA_nfs_lif 01_ip>>
AEZ|X| EEANFSLIFO01 HEI OtAST <<var_NodeA_nfs_lif 01_mask>>
AEZ|X| LE BNFSLIF 02 IP <<var_NodeB_nfs_lif 02_ip>>
AEZ[X| E BNFSLIF02 HER3 OtAS <<var_NodeB_nfs_lif_02_mask>>

1. NFS LIFE MdgfL|Ct.

network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1if nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface show

Q1 Z2f SVM 22| XHE F=7hetL|ct

CHE HOll= o] 1S 2t=oh= Ol 28t &It Ltk ASLCE.

NE H3H M| 2k

Vsmgmt IP <<var_svm_mgmt_ip>> & L BL|C}
Vsmgmt HEY3 OfA3 <<var_svm_mgmt_mask>>

Vsmgmt 7|2 A[0|ES|0] <<var_svm_mgmt_gateway>>

22| HEH o lz2t SVM 2t2|Xt 3! SVM 2| =2] QIE|H|0|AS FI}5I2{H CIZ BHA IS /R A2.
1. Ct3 HE S Adect,

152

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

() o7Id svM B2l IPS AS2IX| S2AF 22| P2 S AEU0] 0{0F BHLIT



2. 7|12 225 M5t SVM 2| QIE{H0| AT} 2|2 2F0| =EHE = JEF giLICt

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. SVM vsadmin AF2Xt| ¢t £ MAESIT AL &2 S SiAIEHLICE.

security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var_ password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"C}2: Cisco UCS C-Series 2 AMH 718 ™X}"

Cisco UCS C-Series 2 A/t 1= &%}

o

Ct= M0l M= FlexPod Express 7+80f| AHEE Cisco UCS C-Series =& U™ 2 AH
TI5H7| ISt BAE MREHC = ALt

Cisco £¢8 22| MHoj| CH$t £7| Cisco UCS C-Series 52 A M ™S 4SHStL|Ct
Cisco UCS C-Series S AMsid MHO| CHEE CIMC QIE{H|0|A Q] Xx7| MM Qo LIS tHAIE A Z THL|CT.

CtE EOll= 2} Cisco UCS C-Series & &l M| Cigt CIMCE Tdot= ol 222 27t Liet /ASLICE

Mg EE AbM| 2k

CIMC IP 24 CIMC_IP>\< CIMC_IP>>

CIMC MEUl OpAS CIMC_Netmask>\<CIMC_NETMASK>>
CIMC 7|2 #[0|E¢|0] CIMC_GATELOGATE>\<<CIMC_Gateway>

(D) ol 230 A8 CIMC HEE CIMC 3.1.3(g)2LIc,

HE MH

1. Aot 817 HBE Cisco 7|2E, HIEIR 8 B AKVM) S22 A ko] KVM EE0| AZBHLICE VGA
DL|E{Q} USB 7|EEQo| Z{12 MAStKVM =2 TEO| 2&L|C}

2. MHO| MYUES HL CIMC HS AEEX| 2= HAIX|7F EAIZ|H F8 7|1& SELICL.
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

to AHCT mode.

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. CIMC #4 REZ|E|0|M Ot SME A
° HES{3 AIEHO0[A FEE(NIC) 2E:
- HE[X]
° IP(Z|&2):
- IPv4: [X]
* DHCP &43}: []
CIMC IP:<<CIMC_IP>>

HEAHMEU\< CIMC_Netmask>>

" H|0|E¢|0]:<<CIMC_Gateway>>
° VLAN(Z22): VLAN EiZ 2 ALESHX| S5 Ao H MEIR[X| Qf2 MEfZ SLIC},
* NIC 0|&%}

" 2 [X]
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4. F7t 4¥E 2 F1 7|18 =EUCL
o ME M-
oo T10-

AE 0|&:\< ESXi_host_name>>

= DNS: []
=

o ot

Ok
)al

N
re
>
0o
>

FI2):

~
rhr

2t % :<<admin_password>>

<<admin_password>>Z CtA| 25t

H H

o0
Im  fot

£4: 712843 AFERLICE

Im

DZOpQ: MESHR] G2 SEf 2 SLICH.

E5HA 7| =2k UEOHR] g2 HEi= LT

NIC redundancy
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FactorybDefaults

Detault

Port Properties

]

e e o e e O RO

5. F10 7|1€ &1 CIMC /E{H[0|A &S XMEetL|Ct,

6. 184S K&t T Esc 7|E =2 Z=YLICL

Cisco UCS C-Series Al iSCSI 2l FAMgtL|C}

Admin Mode

A 0 o o O o OO

(perat lon Mode

yEnablesDisable

O| FlexPod Express T4 0{|A VIC13872 iSCSI 2210 ArEEL|C}.

CHE #Ol= iSCSI R EE Fd5t= ol 2Rt F&EIt Liet JASLIC.

(D) leuzz mAs 28 2 Esxi AN i RS HAE Lt
CE-T MM 2k

ESXi ZAE O|L|A|0f|O|E{0l| M O| S Y= BfL|Ct
ESXi SAE iSCSI-AIP

ESXi ZAE iSCSI - HEY3 oA LTt
ESXi ZAE iSCSI 7|2 0| Eglo| LIt

ESXi @A E O|L|A|0|0|E] B O| S RILICH

ESXi ZAE iSCSI-B IP

ESXi SAE iSCSI-B U E¥3 OtA3

ESXi @A E iSCSI-B A[0|E|0]
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<<var_UCS initiator_name_a>>
<<var_esxi_host_iscsiA_ip>>
<<var_esxi_host_iscsiA_mask>>
<<var_esxi_host_iscsiA_gateway>>
<<var_UCS _initiator_name_B>>
<<var_esxi_host_iscsiB_ip>>
<<var_esxi_host iscsiB_mask>>

<<var_esxi_host_iscsiB_gateway>>
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Mg dE AM| 2t
IP 32 iscsi_liff 01a

IP =2 iscsi_lif02a

IP =2 iscsi_liff 01b

IP =2 iscsi_liff 02b
infra_SVM IQN2 MEHBIL|C}

SRR

o

[}

g eM 7S AHEoHH LE HAHIE AL
1. CIMC QIE{I|0|A 22X At0j|M Server ©

2. Configure Boot Order(2&! &=A 714) E 2

ih / Cornpute / BIOS

Chassis v

BIOS Remate Management Troubleshooting Power Policies PID Catalog
Summal
4 Enter BIOS Setup | Clear BIOS CMOS- | Restore Manufactiring Custom Settings: | Restore Defaults
Inventory
Configure BIOS Configure Boot Crder Configure BIOS Profile
Sensors

BIOS Properties

Power Management

Running Version  C220M5.3.1.3d.0.0613181103

Faults and Logs M

UEFI Secure Boot

Actual Boot Mode  Uef
Compute
Configured Boot Mode v
Networkmg > Last Configured Boot Order Source BIDOS
Configured One time boot device ¥
Storage r :
i} Save Changes
Adrnin 3
¥ Configured Boot Devices Actual Boot Devices
Basic LEFI; Built-in EFI Shell (MonPolicyTarget)
Advanced

3. Add Boot Device(®
TEgct

E| ZHA|

To o

F7h ol ERIE 2

° 7t DIE|{E s=Ttehct

* 0|2: kvm-cd-dvd

.

* 5t

7 KVM O E DVD

2lstn

Advanced(!

) He

LIEFI: PXE IP4 InteliR) Ethernet Contraller %550 (MonPaolicyTarget)
LIEFI. PXE IP4 InteliR) Ethernet Contraller X550 (MonPolicyTarget)

LIEFL: Cisco viMM-Mapped vDvD1 .24 (NonPolicyTarget)

E 0|S3t0] 3 X2
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° Add iSCSI Boot £ S2/&LILCt.

m
3
3
O
<

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total3 4% +
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add FXE Boot
Add SAN Boot Name Type Order State
: Ku'h-MAPPED-DWD WIEDIA, 1 Enabled
Add UsE (] iscska I5Cs| 2 Enabled
Add Virtual Media .

[ =103 =1 = ISCE] 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 5D Card
Add MNyVME
Add Local CDD
Reset Values Close

6. Al BEl &MZ 2EISIHH MHE IfHESLICt

H>

RAID ZHEE2 H|ZHAM3}

?9
rir
oX
L

C Al2|= MO RAID ZIEEE{7t ZHE[0] Q= FR LS TS +ASHHUAI2. SAN 422 REE Ijf RAID
HEE2{7} QOS] ZELICH MK OZ MH{0|M RAID HEEZE SE[H 2= MAY == ASLICH

1. CIMC2| 1% M &0i| A BIOSE Z28LICt
2. Configure BIOS £ MEiBL|CE,

3. PCle £%: HBA 2 ROMSZ ofzf{2 AT ZE¢tL|CE.
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4. 0| 2to| OF=| HIZHotE|X| ¢i2 F 2 HIZdstz dFPLICY.

BIOS Remote Managerment Troubleshooting

[l8] Server Management Security Processor Mermory

Mote: Defaultvalues are shown in hald

Reboot Host Immediately:

Intel VT for directed [0: | Enabled
Intel WVTD ATS support: | Enabled
LOM Port 1 OptionRom: | Enabled
Pcie Slot 1 OptionRom: | Disabled
MLOM OptionRom: | Enabled
Front NVME 1 OptionRom: | Enabled
MRAID Link Speed: | Auto
PCle Slot 1 Link Speed: | Auto
Front NVME 1 Link Speed: | Auto
VGA Priority: | Onboard
P-SATA OptionROM: | LSI 3wy RAID
USB Port Rear: | Enabled
USB Port Internal: | Enabled

IPY6 PXE Support: | Disabled

iSCSI 2 E0] L3l Cisco VIC13872 FAEHL|CH

Ot 74 A= iSCSI £ Eof| thgt Cisco VIC 138701 CHSE Z ILICE.

iSCSI VNICE “‘H4efL|Ct
1. 71 & 22/5t0{ yNICE MMetL|Ct
2. yNIC F7t MMof|M CHS HE S =Lt
° 0|&: iscsi-vNIC-A
o MTU: 9000
° 7|8 VLAN:<<var iscsi_vlan_a>>'®L|C}
° VLAN 2E: EE3

© PXE 25 243k 2ol

Power Policies

PID Catalog

Power/Performance

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled
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» vNIC Properties

v General

Hame:

CDN:

MTU:
Uplink Port:

MAC Address:

Class of Service:
Trust Host CoS:
PCl Order:

Default VLAN:

WIC-MLOM-ISCSwMIC-A

9000 {1500 - 3000)
a v

O Auta

® | 706954 CO 96 ED
] (0-8)
4 o-5

O Mane

® | 3439 [7]

b. VLANSZ '<<var_iscsi_vlan_b>>'S I24¢tL|C}.
c. dYI ZEE""E HFYLICL

2IZ0f| A vNICS| iISCSI-vNIC-AZS MEHSIL|LCE.

VLAN Mode:

Rate Limit:

Channel Number:
PCl Link:

Enable NVGRE:
Enable YXLAN:
Advanced Filter:

Port Profile:

Enable PXE Boot:
Enable VhQ:

Enable aRFS:
Enable Uplink Failover:

Failback Timeout:

Trunk v
: @ oFF
O 1]
(1-1000)
0 o-1)
[}
O
O
[}
(]
(0 - 600



|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIC S vHEAS
¥ wMICS * vNIC Properties
ethi
ath r SCSIBootProperties
ISCS-wMIC-A
F General
ISC5-VMIC-B
* Initiator

* Primary Target

» Secondary Target

> usNIC

6. iSCSI £E

I

0l A O|L|A|OIO|E] MR HEE ZefL|Ct,
° 0|&:<<var_ucsa_initiator_name_a>>

° |P FA:<<var_esxi_hostA_iscsiA_ip>>

° MEUl OfA 3:<<var_esxi_hostA _iscsiA_mask>>

° H|O|E2||0|:<<var_esxi_hostA_iscsiA_gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target
7. 7|2 B MR FEE =L CL

° 0|2: Izt SVM2| IQN H= lL|C}
° |P 24 iSCSI_liff 01a IP &

8. 2Kt E}FZI N2 HEE Q& hL|Ct
° 0|2; @Izt SVMQ| IQN Hz=lL|C}
° |P address: iSCSI_liff 02a2| IP FAILIC}
o HEILUN: 0
"vserver iscsi show" HHS A0 AEZ|X| IQN HSE =tolgh 4~ JUESL|C

(D ZwNicel 1N 0188 FISeof BILICE LIS Tast e 4 lgLic,
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h/ [ Adapter Card
MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VNS * Initiator

etho

¥ Primary Target
eth1

iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars
i80Sy IP Address: | 172.21.246.16
TCP Port 3260

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars
IP Address: | 172.21.246.18

TCP Port 3260

Unconfigure iSCSI Boot

9. Configure iSCSI £ 22!gLC}.

10. vNIC2| iSCSI-vNIC-BE MEHS} 1 Host Ethernet Interfaces Al AMEHY| Q1= iSCSI Boot HES 2

—

1. 0| I} =810 {SCSI-VNIC-BE RAStL|Ct.
12. O|L|A|Of|O|E] M5 REZ QladstL|C},
° 0|&:<<var_ucsa_initiator_name_b>>"'
° [P FA: "<<var_esxi_hostB _iscsib_ip>>"
o MBUl OA3: "<<var_esxi_hostB_iscsib_mask>>"
> H|O|E®J0|:\<<var_esxi_hostB_iscsib_gateway>'
13. 7|2 E}2 M2 REE QladstL|C}.
° 0|§: ¢lZ2} SVMe| IQN H= L|C}
° |IP FA:iSCSI_Iiff 01b 2| IP FAIL|CH
° HELUN: 0
14. 2K EPU M| HEE AHFLICH

° 0|2: Q2 SYMS| IQN HZQIL|C}
° |P F=A:iSCSI_liff 02b2] IP F=AQILICE
E

o Hd

=3 LUN: O

"vserver iscsi show" HHE AI235I0] AEE|X| IQN HEE JI1H 2 2 Q&L|CH

(D zNicel 1aN 0182 ZISsof BILICk LSOl BRst B 4 LI,

15. Configure iSCSI £ Z2!8tL|C}.

16. 0| ZZM|AE HHESI0] Cisco UCS A B Lt iSCSI REIS A EtL|Ct

Refresh | Host Power | Launch KM | Fing | CIMC Reboot

Boot LUN:
CHAP Name:

CHAP Secret:

Boot LUN:

CHAP Name:

CHAP Secret:

Locator LED | 9

2lgfL|ct.
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ESXi2 vNICE 7 MTtL|Ct
1. CIMC QE{H|O]A EHEIRX Eof|M QHIEZ] £ 228t 12 RLEZ XA Cisco VIC HHE £ Z2I8tL|C}.

2. o{RHE] 7+= of2Hol|l M Cisco UCS VIC 13872 MEH3H LIS ofzfioll A vNICE AMEdEtL|Ch.

h/.. J{Adapter Card Refresh | Host Power | Launch k3N | Fing | CIMC Feboot | Locat
MLOM [ vNICs
General External Ethernet Interfaces wMICs vHBAS
gilles Host Ethernet Interfaces Selected 0,
=it Add vNIC
ethi
ISCSly Name CDHN MAC Address MTU usNIC  Uplink Port CoS  VLAN VLAN Mode
IS0y [] ethd WIC-MLO...  70:63:5A:C0:95:49 1500 o o o MOME TRUNK
[ etht VIC-MLO...  70:63:0A:CO55:4A 1500 o 1 o MOME TRUMK
[ iSCSkv.  WIC-MLO..  70:69:5A:CO85:4D s000 o o o 3439 TRUMK
[ iSCSkv.  WIC-MLO..  70:69:5A:C0954E 9000 o 1 o 3440 TRUNK

3. eth0 2 MESlT 54 2 S2BLCt,

— -

4. MTUZ 900022 MFeiL|Ct HE LI ME 2 S2ELICH
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‘ ."r f'r Adapter Card Refresh | Host Power | Launch kK3
MLOM [ wNICs
General External Ethernet Interfaces wiNICs vHEAS
Name:
¥ WMICS
CDHN: | “IC-WLOM-gthd
etho
. MTU: | 9000 | {1500 - 9000
IS0 Sy Uplink Port: | O ¥
505y MAC Address: O Auto
(®) | 70:69:54:C0:98:49
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O i0-a)
Default VLAN: ® Nane
O 7]
5. eth10]] CHSH 3THA|QL 4THAIS BHESH0] HEI3 T EJt eth10] CHAH "M"2 M™E|0] QJ=X| 2QIBHL|CE
Il'l [ [ Adapter Card MLOM [ vNICs
General External Ethernet Interfaces WIS wHELAS
¥ ¥NICs Host Ethernet Interfaces
etho Add vNIC
ethi
IS0 S MICA Name CDN MAC Address MTU usNIC Uplink Port
ISCSlvMIC-B | | ethO WIC-WLO. J0:BFAA CO9E:49 5000 0 0
I:I eth WIC-MLOD. . FOES:0A CO:98: 44 9000 ] 1
I:I ISCSy WIC-RLOD, . FOR9:54 C0:98:40 S000 ] ]
I:I ISCSy WIC-RLOD. . F0:R9:54 CO:98:4E S000 ] 1
StAO| Z=7Hel 2 37t Cisco UCS M =0 CHal

@ O] ®Xh= 2t £7| Cisco UCS MH E 5!
gt= 3l oF gLt
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"CI2: NetApp AFF AEZ|X| 78 ™AH2E)"

NetApp AFF AE2|X| 781 Hx}h(25)

ONTAP SAN & AE2[X]| 4%

iSCSI igroup= MAgtL|C}

IgroupS ‘HMst2{H CH3 THAIE 2tESHHAIR.

O THAIE flsiM = A 740l A iISCSI O|L|A|0f|O[E{ IQNO| ZLEL|C},

1. 22 AE 22| =E9| SSH HEO|M CHe HHS HATLICE of THA0|AM H-88t 3742 igroupE E2{H igroup

show TS &ARILIC}.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

(i) Cisco UCS C-Series AIHE 27F2 Th= O] E7IS 2tRsHoF BILICY,

EEl LUNS igroupdi| DHZIEHL|C}

£ E LUNZ igroupOi| 0 st2{™ S AE 22| SSH HZAM L2 HHES AT
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

() CiscoUCs C-Series At S 2718t mf 0] £41S =efof BILICY,

"C}S2: VMware vSphere 6.7 7+ =Xkt

VMware vSphere 6.7 7+% =X}

0| MM0f| M= FlexPod Express 140f| VMware ESXi 6.72 AX|st= EXIE XHA|5]
HESLICE O 2 78 FXtz o|™ MMM HHE 2t H4E TSt s

HAE OO E = RA & LICE

olz{et 2-F0ll VMware ESXIE 2X|5t= AH2 o2 7HX|7F JAELICE O] BAI0 M= Cisco UCS C-Series MHE
CIMC QIE{H|0| A 9| 7tet KVM 2& 1t 7t OIL[0] 7|15S AF8Ste /A 2X| DIC|01E 2 JHE ME{of ojE &fLICt.
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@ O] EXH= Cisco UCS At A 8! Cisco UCS At BOf| CHsH 2tz =[0{OF FL|Ct
SAEO0| =IHEl L =0]| Tl of HAHE 2t=sHof SfLICt.
Cisco UCS C-Series 52 M35 AHof| it CIMC QIE 0| A0 2aQIHL|CH
CHE tHAIO M= Cisco UCS C-Series S8 Al MH{ 2| CIMC QIE{H|0| A0 2015H= %E'::i%x

CIMC QIE{H|O| A0 2QI5H0 7H4t KVMS 2&sl{ofF 22| Xt7F # A DIL|01E Sl 2 M| 2
A LICE

XEMIS| 2EEfLICE.
=E A
=

Alzre &

|
HETAE
1. & H2tRX 2 0|S3t1 Cisco UCS C-Series| CIMC QIE{H|O| A0 CHEH IP FAE A=BILICE O] EHAOM =
CIMC GUI OiE2|7|0] 0] A[ZHEILICY.
2. gr2|xte] ALEXL 0| S 1t Xt ZHE AHE3H0d CIMC UIof] 218t T},

3. F HimollM Mt S MEdStL|Ct,

4. Launch KVM Consoleg Z2!stL|C}.

] ."r CompUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | 70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. 714 KVM 220 M Virtual Media B2 MEgtL|C

6. CD/DVD UHE & MEHStL|CE,

()

@ X Jtet ClHIO|A St £ S2I6H0F & == ASLICE HAIX[ZF EA|H O] MM 2 S
MEH

LTt

—

7. VMware ESXi 6.7 &X| 22|X} SO 0|0|X| ItY S &0} 0|55t Opens E=ISfLICE EX| 0HY S SIFLICL
8. Power M|'7E MEHSI T Power Cycle System (Cold Boot) 2 MEHEILICE. 0f
VMware ESXiS MX|gtL|Ct

CHS EHAINAM = 2 E0f| VMware ESXiS AX|5t= ghHE MHBL|CT.

ESXi 6.7 Cisco AtEZt X|H O|0|X|E CH2Z=gfL|Ct

1. 2 O|SELIC}t "VMware vSphere CH2 2E T|0|X|" AH2X} MOl 1ISO2| HP

2. Cisco Custom Image for ESXi 6.7 GA Install CD(ESXi 6.7 GA &X| CDE Cisco AF2Xt X|H 0|0|X|) €9l Go
to Downloads(CH22EZ 0|5) & Sa/gfL|Ct.

3. ESXi 6.7 GA &X| CD(ISO)Z Cisco Custom ImageE CR2ZEiL|Ct.

H=EZAE
1. A AHRI0| REIE|H VMware ESXi &X| O|C|0{e] EXH {27t Xt 2 ZX|E/LICEH

2. LIEILH= M50l VMware ESXi MX| T2 122 MEHSHL|C
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https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7
https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

X Z230| EEELC o] Y2 ¥ 2 H HELICH
3. Mx| T2 2Tt b2 El F Enter 7|2 =2 AX|2 ASEHLC
4. X|Z ALBXH AL H AYE 2 = S5t F11 7| 2] MK E Al&Lct

5. O|™0i| ESXig MX| C|ATZ MHEl NetApp LUNS MEHSI T Enter 7|12 s8] K|S Al&EHLICE.

HETAFP  LUN C-Mode (o GOHAIFIEHSINMHRSGEIrY . .. ) 15 B0 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

Z OHE|M0| MIAEILHE 21 HAX|IZF EAIELUCE F11 7|1E =21 X8 ASELICh ESXi 82X =

VMware ESXi SAE 22| Y EQ(ZS AT Ct

Yes 2t

rr

Lt SHAOM = 2 VMware ESXi SAEQ| 22| HEYIAE F718}

= SAE

e E

-t

1. MH HREo| 22 E S F2 7|8 531 A|lA”H HAHDIO|E M AIZRIL|CH

rootZh= 201 O|E2t 0|0l MX| BpHOM Lot RE LS E ALESI0 2OUTL|CE
Configure Management Network &2 MEHBIL|CE.

Network Adapters £ ME{St1 Enter 7| £ S+E&LICH

vSwitch00i| ol {5t= ZEE MEHBtL|Ct Enter 7|S +=SLICt.

o > 0 DN

() ciMcl etho 2 ethtofl Siests EES Mefshic
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Network Adopters

Device Hane Harduare Label (HAC .il:l:k'ess)' Status
i SlotID:MLON. ..

S1otI0:HLON. . .
SlotID:NLON. .. Hi
[ ) wnic3 SlotID:HLOM. . IZ“.:B du 313 Connected
D> View Detalls <Space> Toggle Selected sEnter? Ok <Esc» Cancel

6. VLAN (optional)S ME{St1 Enter 7| S&LICH
7. VLAN ID '<<mgmt_vlan_id>>'E 2&gtL|C}. Enter 7|2 +ELICt.

8. Configure Management Network H|'=0f|A| IPv4 ConfigurationS MEHsIO] 22| QIE{|0|A S| IP FAE
FAELICE Enter 7|2 +ELICH

9. SIAH 7|2 AME5I0] Set Static IPv4 address(B A IPv4 T4 M) E 2T EAIsD AH|O|AHIE AHESH] Of
SHS MEiBIL|CE

10. VMware ESXi SAE "< ESXi_host_ mgmt_ip>>"E 2t2[5t7| I3t IP FAE Y=ELICEH
1. VMware ESXi @A E "\< ESXi_host_mgmt_netmask>>2| MEUl OtAIE l23etL|C}
12. VMware ESXi A E "\< ESXi_host_mgmt_gateway>'2| 7|2 A|0|ESJ|0|E & 2dEL|C}.
13. Enter 7|1E =31 IP 7149 HE At2 S M ERL|Ct.

14. IPv6 7A 072 S ZLICE

15. A|O|AHES AFESHO IPv6 AFS(RHAIZ B Q) S8 S MEH FA510] IPv6S AISSHA| 25 HHYLICH Enter
7|1E +=8UCt.

16. DNS A& & 7 d6t= Hl'wE So{ZLICt.

17. 1P FAE 2502 SC|OZ DNS HEE £502 J2{sf{of gfLiCt.

18. Primary DNS AMHQ| IP FAE U EL|CHnameserver ip]".

19. (MEf Ateh) EX DNS M2 IP FAE &HFLICE

20. VMware ESXi SAE 0|&:'0f| CH3 FQDNS = 8tL|CHesxi _host fqdn]".
21. Enter 7| £ =2 DNS 7142| HZ AletS XHEgL|C

22. Esc 7|2 =21 Configure Management Network 5t¢| Hl'wS S=Z%fL|Ct.
23. Y E =2 HE A Holstn MHE MEEFLICE

24. Esc 7|12 2] VMware 240i| A 230F2¢L|C}.

2t ESXi SAEE 1Mo H O3 Ho| HEJL HQEL|C},
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N M- o
ESXi SAE 0|2QIL|C}

ESXi SAE #z| IPRILICE

ESXi SAE 2| OtAIL|CH
ESXi ZAE 2| A[0[E<0]
ESXi A E NFS IPYL|C}
ESXi SAE NFS OfA3QL|C}
ESXi ZAE NFS H0|E¢)|0]
ESXi $AE vMotion IPIL|C}
ESXi SAE vMotion OtA 3
ESXi ZAE vMotion H|0| E|[O]
ESXi ZAE iSCSI-AIP

ESXi SAE {SCSI - OtA =
ESXi ZAE {SCSI - 0| E¢|0]
ESXi ZAE {SCSI-B IP

ESXi SAE iSCSI-B O0tA3
ESXi ZAE {SCSI-B A0 E¢0|

ESXi 2AE0 2a2lgtL|Ct

1. ¢ HRLRXI0N SAES| B2l P FAS HLICH

=
2. MX| 2N A Sof X|H3 245 3 FE H™S AFRSI0 ESXi SAEW 239

3. VMware AFE XL 2t 7 T2 M0 st
S=IgtLCt,

nx

iSCSI £EE F4&LICt

2. QEZ0||M Virtual Switches TS MEHBIL|CY,
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@N@P‘PP’

(%1 Virtual Machines
EH storage
& Networking
= vSwitch0
& iScsiBootySwitch

Enra nodarmrk o

iSciBootvSwitch £ Z2IgLIC}.
MY WE S MEdSL|CE

MTUE 900022 HAS
Tta AQIK| Q2 E0t7t2{H

R XME S 2
QA E
[ |

BE 7te 29K 012 SEIUC

vSwitch 0| 20| iSciBootvSwitch-B2t= 0

Rk

° MTUE 900022 LICH
o oal3 1 Mol M vmnic32

=
- 57t 8 22

gfLCt,

0| ?MOHH

©

iSCSI VN|C9| MAC

wfuls)

[}

Vmnic2 2
Q= B2 vmnic H 7t CHE

=

=]
FAH X}

—

= O]

Iy

RAE
T L=

= A O|lA
= T MH

|5 eyt | @ uesesxia.cie netapp.com - Networking
~ [ Host Port groups | Virtual switches | f
Manage
Maonitor 23 Add standard virtual switch

Mame

vEwitcho
B iScsiBootvSwitch

2IstL|C},

oM HESRZ

MEdtLCt.

mnic30]| iSCSI &
L|C}. iSCSI EE0| AI2E =
ESXi2| vmnics®t Y X|A[ZIL|CE.

9. 71| oM VMkernel NIC E{S MEHSHL|CT,

10.

Add VMkernel NIC £ MEHStLICE,
° iScosibootPG-B2| ZE & O|E2 MZ X[HgfL|Ct
o JtA AQ|X|0f| CH3H iSciBootvSwitch-BE MEHSHL|LCE.
> VLAN ID0]| '<<iscsib_vlan_id>>'ES 2gtL|C}
° MTUZ 90002 2 HATIL|C}.
° |IPv4 M 2 SRSt
o XX MES MEHSH|C}
° Address Of| "<<var_hosta_iscsib_ip>>"S I24etL|C}.

AHAM

2 =3
oo =

== Lot

MBEUl OtA 30| '<<var_hosta_iscsib_mask>>'E

QU2{ILICY.

Bl AFREILICH ESXi SAEN =7} NICT}

NICE &elstaiH cimce)
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¥ Add VMkernel NIC

Port group

MNew port group

Virtual switch

VLAN |D

MTU

IP wersion

= |Pvd settings

Configuration

Address

Subnet mask

TCPIP stack

Senvices

Mew port group

iScsiBootPG-B

iScsilBootvSwitch-B

IPvd anly

2 DHCP ™ Siatic

| 172.21.184 63 |

|255.255.255.n |

| Default TCPIP stack

I ymotion ') Provisioning ! Fault tolerance logging

[ Mmanagement || Replication || NFC replication

®

iSCSI Ct&E AZE ATt
ESXi SAEQ|iSCSICts Z=E A™Hst2{H Cf

1. 2

XX EFAH
e

[== R |

2. iSCSI 2ZE¢||0o] O{HE|E MESt D iSCSI 7
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YoM 2E2|X| £ MEELICE O{RHE

Create || Cancel

iSciBootPG-A0 Al MTUE 90002 = & efL|Ct

M
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vmware ESXi

_ = Storage
|| ~ @ Networking
v Switcho
iScsiBootv Switch
More networks...

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame w

& vmhbal
& vmhba
& vmhba2
#8 vmhba3
B vmhbas4

Model iISC3Sl Software Adapter

Driver iscsi_vmk
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4 Configure iSCS! - vmhbat4

G eRdie ' Disabled ® Enabled

» Mame & alias ign.1992-08 com cisco ucsaiscsia

v CHAP authentication

Do not use CHAP v
» Mutual CHAP authentication Do nat use CHAP =
v Advanced setlings Click to expand

Network port hindings @ Add port binding =)

ViMkernel NIC ~  Portgroup ~  [Pv4 address

Mo port bindings

el R &8 Add statictarget 5] Fe - (@ sea
Target ~ | Address ~ | Port ~
iqn.1992-08.com.netapp:sn.095911909033511eT8eb... 1722118334 3260
Dynamic targets 23 Add dynamic target E {Q Searc!
Address ~ | Port L
No dynamic targets
Save configuration || Cancel

4. |P =2 'iscsi_lifo1a'S & etL|Ct.
° [P 4 iscsi_liff 01b, iscsi_liff 02a, iscsi_liff 02b2t &t7H| O] 2t S HtEEHL|Ct,

° MY & S=ie )

Dynamic targets B8 Add dynamictarget £ Remoe

Address v | Port W
172.21.183.33 3260
172.21.183.34 3260
172.21.184.33 3260
172.21.184 34 3260

@ NetApp 22 AE0|A 'network interface show' BH S A3stHLE OnCommand System
ManagerOll A H|EQ|3 QIE{H|0|A S 2QI5H0] iSCSI LIF IP FAE &2 £+ JUSLICH

T-L= X2 T
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vmware: ESXi’
| % Navigator

- b

|| = vswiteno

rool@17221.18164 ~ | Help ~ |

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Standard v Switch
2
2

+ [ Host I
Manage
Manitor IJ - vSwitch0
§ _ Type:
{51 Virtual Machines m b
~ [ Storage m Upiinks
~ [ datastore1
Monitor - vSwitch Details
More storage... MTU
~£3 Networking Forts

Link dizscovery

1500
7802 (7787 available)

Listen / Cisco discovery protocol

iScsiBootv Switch (CDP)
More networks... Attachad Vs 0 (0 active)
Beacon interval 1
|  NIC teaming policy
MY MY g Mgt
MTUZ 90002 2 HABIL|C}
NIC E|ZE &2t vmnicO & vmnic10| 25 &M o2 MEE| 0]
ZE 1 9! VMkernel NICE M EtLICt
Iz ERA Ko M WEQIY g Mgt
TE JE HEO0IRA QEX chx2 2t

| ~ vSwitch topology

i Physical adapters

= vmnicl, 10000 Mb. ..
™ vmnicO, 10000 Mb._

£3 VM Network
WVLANID: O

(]

€3 Management Network
WVLAN ID: 3437
~ Vikernel ports (1)
B vmk0: 172211

~ [g Host

Manage

Manitor

(53 Virtual Machines
H storage
£ Networking
= iScsiBootv Switch
v Switchd
More networks...

=
0|2 € MGMT-Network2

%3 Add port group

MName v #
@ VM Network C
€9 Management Network 1
€9 iScsiBootPG 1
2l5t0 EditE MEfRILICH VLAN IDE '<<var_vm_traffic_vlan>>'2

X[EgLct.

.

° VLAN IDO]| '<<mgmt_vlan>>'S 2istL|Ct,

° yvSwitchQO| MEHE|0] R=X| EQIThL|

=

Ct.
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5.

176

- 7t 2 2BILict

VMkernel NIC {2 Z2IgtL|Ct,

V'I'I'IWE:EII'E ESXi

£J ucsesxia.cie.netapp.com - Networking

Fort groups Virtual switches Physical NICs | VMEernel NICs
Manage
Wonitar W@ Add VMkernel NIC 7 Editsetings | (3 Refresh |
E:l‘.ﬁrmalh'ta{:hines Mama ~ | Porgroup w | TCP/P stack b
E storage EE vmkD €3 Management Network == Default TCPIP stack
£ Networking B vk €3 iScsiBootPG == Defauli TCPIP stack

I8 iScsiBootv Switch

o IE 29| 0|22 NFS-Network® X|&gL|C},
° VLAN IDO|| '<<nfs_vlan_id>>'Z @|24stL|C},
MTUZ 90002 2 HZASIL|C},

© IPv4 M 2 BEILICH

[}

° Address Of "<<var_hosta_nfs_ip>>"& I&tL|Ct.

MEUl OtA 30 '<<var_hosta_nfs_mask>>'S gL Ct,

RV R=-L-18]=3

o



¥4 Add VMkernel NIC

Fortgroup Mew port group
Mew port group MFS-Metwork
Virtual switch vSwitcho

VLAN ID

IF version IPv4 only v
* |Pyd setlings
Configurafion ‘) DHCP '® Static
Address | 1722118263 |
Subnet mask | 255.255.255.0 |
TCPI/IP stack Default TCPAP stack

7. 0| ZTEM|AE HHE35L0] vMotion VMkernel ZEES A MSHL|C}
8. Add VMkernel NIC £ MEHSIL|C}.

o o

a o

ZE 1F9| 0|22 vMotion@ Z X|FEfL|Ct.
VLAN IDO]| \< vMotion_vlan_id>>'S |2istL|Ct.
MTUZ 900022 HZASL|CE.

IPv4 83 S =HEELIC

MK M2 MEHSH|C}.

(A N =]

Address 0f| "<<var_hosta_vmotion_ip>>"E 2istL|C}.

MEUYl OtA 30]| '<<var_hosta_vmotion_mask>>'S QJ24etL|C}.

IPv4 A& & vMotion 2HQIZt0| MEHE|0] Ql=X| EolstL|C

-

—_—

Create || Cancel
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¥4 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
WMTL a0oo
IF version IPv4 only v
= |Pvd setlings
Configuration ) DHCP '® Static
Address 1722118563 |
Subnet mask | 255255 2550 |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel

2t0| M A0 M 81 838t= ZA R VMware vSphere 24t AQIX|E ARSt= S
(D Esxivcwzs 248 + QBLICE HZLIA 97 A2 E5os O 2
ExpressOl|A CHA| HIE9I3 40| X2 ElL|Ct.

N Ho|e MEYAE OH2ERILICE

OIRE% X H H|0|E] MZErAE JHA HAIE infra_datastore_1 HIO|E K& A9 7tAF Al A MUK infra_swap
ClO|Ef K& AQLICE

1. 2% M Mol AE2|X| £ S2lot O3 M CIolH XMEA £ 22T

—

178



L
II- W = i - - o - = - - >
| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. Mount NFS DatastoreZS MEdSIL|C}.

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMFS datastore

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

Create a new datastore by mounting a remote NFS volume

Back

| Mext |:- Finlsh || Cancel

4

3. J CH3 NFS OIRE M2 ME XS Ho|X|of| CHE HEE =SLICL
° 0|&: 'infra_datastore_1'
° NFS AMH:\<<var_NodeA nfs_lif>'
° &5:/infra_datastore 1

o
° NFS 30| MEHE|0] Q=X 2HlgtLrt.

4. 0pd g 229 S S &} = A2 2+ AsLT
5. [t T2 M|AE BHE5L0] infra_swap HIO|E| MEAS OIRERL|C

° 0|&: infra_swap

> NFS At :\<<var_NodeA nfs_lif>'

° &5: 'linfra_swap'
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° NFS 30| Ef&|0] Q=X 2flgtLCt.

NTPE FHfLIC

1. 21 EPA RN BHE| B S2BLICH Q2% HojlM AAY S Meip

—

rool@17221 18163 ~ | Help = |

| “f Navigator || B uesesxia.cienetapp.com -Manage
| system Hardware Licensing Packages Services Security & users

Manage
Monitor Advanced settings & Editseftings | (3 Refresh | 4} Actions

1 Virtual Machines [ o] Aulisail Current date and fime Thursday, March 09, 2017. 05:53:04 UTE

— Swap
H storage | 3] NTP client status Enabled
- 5 Time & date
~€3 Networking e
& vSwitchd NTP service status Stopped
iScsiBootv Switch NTP servers MNone
More networks...

2. Use Network Time Protocol (Enable NTP Client) & MEHSIL|C}.
3. Start and Stop with Host & NTP AH|A A|Zf HHO
4. NTP MHZE '<<var_ntp>>'E Y=YL|Ct. 0{2] NTP MHE dE S 4 USLICH

5. & 2 St

[l Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time on this host
=

® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host v

NTP servers 10.61/184.251

e
Separate servers with commas, e.g. 10.31.21.2 fe00:2800

Save | | Cancel
A
7hah A A I 9|X|E O|SRLICH
ChS EHAO M= Zha A AR IHY 9| X[E 0| S o= WS XHM[S| ALt
1. 12 Bt Xhoj| M 22| E SEILICHL RER HolA A|ARS MEYSHCHS HHRY|E S2IgL(C)
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L Navigator el

~ [ Host | System

A Hardware Licensing Packages
Moanitor Advanced setfings
i — Autostart
(%1 Virtual Machines 0 Enabled
e 5‘“
H Storage 3 : Datastore
- 4 Time & date
~ 3 Networking m
Host h
v Switcho SRt
& iScsiBootvSwitch Local swap
More networks...
2. ¥™ M 2 S2IPLICL Datastore SM0f|A infra_swapS MEHSIL|C}
[ Edit swap configuration
Enabled ® vars () Ng
Datastore infra_swap v
Local swap enabled ® yes &' No
Host cache enabled ® vos () No
Save || Cancel

3. M# g 2=IgLIch

=

VMware VAAIZ NetApp NFS 221191 1.0.202 A X|gtL|Ct

VMware VAAIZ NetApp NFS 221191 1.0.202 & X|st2{H CIS THA E 225U A|L.

=]

1. OH2 B2 U5t VAAIZL 2ot A= gelgtct.

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcefg -g /DataMover/HardwareAcceleratedInit

2

VAAIZ} 2 Md3tEl A Ct

dlo
Mo

Mstel o

gl

30| Yy gLt

Services

# Editsettings | ¢ Refresh

Securit

Yes
Mo
Yes

fes

181



~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1

2. VAAIZL HEE|0] UX| EOH 2 HHS U0 VAAIS AHESIEE AL L.

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1

3. NetApp NFS Plug-in for VMware VAAI CI2ZE:
a. 2 0|sgfL|Ct "ATEQ0] Ct2 2= H0|X|",

ro
1o

o
T
il

b. ofzZ AIESI0 VMware VAAIZ NetApp NFS 2211

C. ESXi ZES MEfSL|C

d. z& Z2{0019| IRl HE(.zip) = 22t HE(.vib)S CHRESYLICE
4. ESX CLIE A2t ESXi SAEQ E2{0Q12 AX[EL|Ct,

5. ESXi SAEE M HE

om

oot
-
n

gin.vik
tastorel/HNetlp lugin.wik

ompleted successfully, but the em needs to be rebooted for the changes to he effective.

App_boothank MNetAppMasFlugin 1.1.2-3

"Ct2: VMware vCenter Server 6.72 MAX|&L|C}"

VMware vCenter Server 6.72 A X|gL|Ct

O] MM0j| M= FlexPod Express 740{l VMware vCenter Server 6.72 AX[sl= HAIE
XMI3| dE et ct.

@ FlexPod Express= VCSA(VMware vCenter Server Appliance)S AF2&tL|Ct.
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

VMware vCenter Server 0{S2{0|HAE CIREE=BLICE

1. VCSAE CIR2ZEEIL|C} ESXi SAEE Zt2|& il vCenter Server 7t 27| Ot0|22 SEI6I0] CIRZE &3
CH M| ABFL|CE,

U

15 Navigator | B uesesxia.cienetapp.con

I Manage | (1) GetvCenter Server

Monitor — ucses)
H ersion:

51 Virtual Machines 0 State:
H storage Home,
~ 3 Networking | 5]

2. VMware AIO|EO|A VCSAE CI2Z =LY,

@ Microsoft Windows vCenter Server A X| 758t 7t X[ E|X|Tt VMware= MZ2 =0
VCSAE HEstL|Ct

ISO O|0|X| £ OtREgL|Ct,
vesa-Ul-installer> Win32 C|2IE{2| 2 O|S$HLIC}. installer.exeZ 5 tH S2ISL|C}

MX| 2 Z2I8tL|C}

=2"1-d
270 HO|X|O|M Tt & S=IgHCt

£|Z ALEXL 20| M A H|ofo|

©® N o o > W

=
- o
HiZ RUo= AUHCIE SHE MH|A HESER S MERlL|C
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1 Introduction

[

End user license agreement

3 Select deployment type

+a

Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

()  =zaszees

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform
sServices Controller

External Platform Services Controller

() Platform Services Controller

() wCenter Server (Requires External Platform
sServices Controller)

MK

Appliance

Platform Services
Controller

v Center
Server

Appliance

Platform Services
Controller

Appliance

vCenter
Server

HE MH|A ZHEE2| HiE T FlexPod Express &

CANCEL BACK NEXT

Il
=
10
ne
ir
Hu
A
10
o
r
)

9. Appliance Deployment TargetOfl Al 7153 ESXi SAEQ| |P A2 RE AKX 0|5 8 RE
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. VCSAO| AF8E VM 0|1t RE 2T E VCSAZE = st0] 0{E210|¢1A VME HAEeLIC
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1.

186

1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

select deployment size

Select datastore

Configure network settings

Ready to complete stage 1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

1iger\.rcsa|

Select deployment size

CANCEL BACK NEXT

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co
100
4C00
jlololele}

35000

CANCEL BACK NEXT




12. infra_datastore_1 Cl|O|E| M&AE MEHStL|C} CHS S S2ELICEH

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. HIEZ 8% 7 Hlo|x|ol| C}2 FEE =stu g 2 S=IUCt
A

a. Network 0lAX] MGMT-Network =
b. VCSAO| At2% FQDN E= IPE gLt

A E IP FAS QR{BLICE

a o

AP AEY O1ASE
e. 71 Ho|E2/0|2 Y2fgLict.
f. DNS AB1S @2isiLict

14. 1¢HA| 2t& Z=H| Ho|X|of| M et dF0| SHIEX| =elstL|ch ore & S2Igu .

= =

r
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15.
16.

188

¢! vCenter Server Appliance Installer =] E3

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Configure network settings
1 Introduction
IP versich IPwd -
2 End user license agreement
IP assignment static
3 Select deployment type
FGEDM tigervcsa.cie.netapp.com @
4 Appliance deployment target
IP address 172.21.246.41
5 Setup appliance VM
Subknet mask or prefix length 255.256.2668.0 @
£ Select deployment size
Default gateway 172.21.2461
7 Select datastore
DMNS servers 1061184 2511061184 252

& Configure network settings
Common Ports

9 Ready to complete stage 1
HTTP 80

HTTPS 443

CANCEL BACK NEXT

VCSAZ} X5 2X|ELCt o] tE2 R & B 2QELIC,

1EAI7E 22 E|H A2 E|RACHE HIAIXIZE LIEFELICE A% S S2I6t0 2EA F14S AIRRLIC

2EHA 271 HO| |0 M CHE 2 SEFLICE



vm [nstall - Stage 2: Set Up wCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

17. NTP MH Z=A0f CHol| '<<var_ntp_id>>'S UZEILICH. 62 NTP IP T4 3T = USLICE

vCenter Server HA(17}84)E AF83t3 = Z2 SSH MM A7 FE|0] J=X| =HelgtL|Ct.

18. SSO =H[Ql 0|8, &= % AIO|E O|§S 74 BLICt. T3 2 S=IgfLICt
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19. Qo= 2L VMware 124 ZAY T2 0] ZHo{SHAA|
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SX|7F AEE = XIS LA SXISHAL X 4= §Iths HIAIXIZF LIEFELICE AIL5t2{H =il
SEOHAIR
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"Ct2: VMware vCenter Server 6.7 % vSphere 22 AE 22 M sfL|Ct"

VMware vCenter Server 6.7 %! vSphere 22{AEZ 714

VMware vCenter Server 6.7 %! vSphere 22 AE RS LMot H OIS THAIE HSHUAIL.
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1. https:/A<<FQDN EE= vCenter?| IP >>/vSphere-client/= 0| SgfL|C}.

2. vSphere Client A|Zt 2 S2I8tL|CL.

=0 —
Ql248l SSO USE ARSI 2aQ1EHL|CL.

=

4. vCenter 0|22 0}RA QEX HEOR 22|61 New DatacenterS MEHSHL|C}
5. H|O|E MIE{Q| 0|52 =t =tol 2 SEIehL|Ct
vSphere 22{AEE MMehL|Ct

vSphere 22{AE & Hd5I2{H CHZ HAIE +ASHIAL.

1. M2 MME Ho|E MEHE O01RA QEX HEOZ 22|35t New ClusterS ME{BILICE

2. 22{AE9| 0|2 ™TtL|Ct
3. gtol2kg MENSIe] DR % vSphere HAS MEBtL|Ct
4. =tol 2 Zalst|Ct
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https://<<FQDN
mailto:administrator@vsphere.loca

New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

1. 2 AEEZ 0IRA QEXZ HEOZ Z2I5l1 Add HostE MEHSIL|CY.
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vmware* vSphere Web Client #=

| Navigator .1.|| [ FlexPod |

“.4 Back |i_| Getting Start...
[e]l@ 8 8 |
' v5_‘_3]UCSA—B.press.cie.netapp.cnm [|

o eate Di
— By HexPod |
T ] | S Y
'q‘j_- ] Actions - FlexPod Express
% Add Host..

@, Move Hosts into Cluster...

T

o
a SAEQ| P Ei FODNE YREILICL THg 8 2Bt
b. 2E ALSXH OIS T ASE YBLICL ChS 2 S2ULICH
o

o
2
i
i

I}
ot
2
fot

>

[m
10
ro

SME VMware 21EM MHOIM MBS QIS M2 HHEL|CE,
=1

EE sFgLch

g.- VM 9/%| I|O|X|0| M CtS £ ZS=IgtL|C}.

h g2 ZH| HO|X|S EYLICH §I2 TS ALB3te] HFstrLE OFd g MeigLCt
=

3. Cisco UCS SAE BOj| CHSH 1A 2 2EHA|
T2 MAE t=oHoF ghL|Ct,

It
N
ra
H
rin

B2 3HL|C} FlexPod Express THA0f SAEQ Chsl O]

ESXi SAENAM T HZE Meh|Ct

1. SSHE Ar83t0f 2| IP ESXi ZAE| HASHT ALEX} 0|50 rootE 4=t Ct

2. T2 B2 ML,

dlo

Sl
[m
o2
ot
i
|19

=I'<'5H_| |:_|.

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. %

ot
0
o
2
i
Io
1
St
r2
fot

<tOIEl netdump serverZt 2l Q1 O 2 SQIE|QUCH= H|A|X| 7} LIEHACE

FlexPod ExpressOfl £7tEl ZE SAEQ| CHslf O] T2 MAE 242 8HOF BFL|CE.
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Z2E

FlexPod Express= QA | 19| THQAE AI2ct= HSE MAE Edff 2ttt 289l
2482 NSELIL. FlexPod Express= $7r TMRAES XT71510] EX H|EL|A QA0

S = EE & %!’.:."—Ilif FlexPod Express& ©& £F40| 2Rt 47|, ROBO 3! 7|Et
71¢9E 50 £ EA=ASLIC

27t HEE B2 4 9= 9K
O 2 Aol HHE Hof et KNS HES ChS BA WS H AJO|ES HESHINL,

. NetApp x."Il: A-II:I=| -|
"http://docs.netapp.com"
* FlexPod Express with VMware vSphere 6.7 5! NetApp AFF A220 &7| 7}0|E & HZTSIMAIL

"https://www.netapp.com/us/media/nva-1125-design.pdf"

™ AHE IP 7|8t AEE[X|E AFESt= VMware vSphere 6.7U1 3l
NetApp AFF A220= X|&5t= FlexPod Express

NVA-1131-deploy: VMware vSphere 6.7U1 %! NetApp AFF A2202 X| /5= FlexPod
Express(2& HZ IP 7|8t AE2|X| I

NetApp, 22| 7} Sree Lakshmi

?:171I S&Ho]| =3 B2 H|olE *1|E17f Sf elZet 8 2ERE 5’.:1 Yoz Hetotn ASLICE.
LSt 7|0l M= HIO|E dIE{of Zisot 7|aS &850 #F AFR A B X[ALS fleh ZHHst

REI-IOl AEMO xr—; 0|A|_||:|.

FlexPod Express= Cisco UCS(Cisco Unified Computing System), Cisco Nexus 2?|X| HIE, NetApp 2 E2|X]
7|1&8 7|50 R AP MA|IE|0 2 Afzl| OfF|E X QILICE FlexPod AR A AJARISl 2 QA= FlexPod H|O|E
MIE{e} H|ZoH7| MZE0 O 22 2= MA| 1T Q1 Zaf SHZ0j|M 22| A|HX| 218 Aold = JELICH FlexPod
O[O|E MIE{2t FlexPod Express= 7t %tet H0] HIE OSet A ZE20|= YIZEE 2ot XX o] ZHZUL|CH

FlexPod HO|E{ HIE{ 5 FlexPod S{AZ2f| A = 7|2 7183 MSoIH CHS ALE Aot 27 AIYS 8 +
ALE 37|15 =¥ =+ 91: L7154 2 MSYLICE 7|ZE FlexPod H|O[E| ME| 742 ol=ot £ AFE5H0]

FlexPod QlﬁEEﬂﬁ AAHS 2a|st 4 Q&LICH MZ FlexPod Express 11242 A 2t%of| 2t FlexPod
clolE ME 2tz|of &A| ’51%% 3 JAELICH

FlexPod Express= # 4 AFR4 8! X[AHROBO)2I S4 7| 5! S 7[¥S flet 2|1H Q| Qlmaf 7|HiL|ct. HE
FIZC0f ot QIZ2HE MSdte = DA0l|A 2| Kol SR MYULIC

FlexPod Express&= 2| & I =E0|| Hglst gta2[s}r|
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0| FlexPod Express M2 FlexPod ¢ Q1Zat TZ 1ao| ALQIL|CE,
FlexPod Sgf QlZ2t T= 24

FlexPod %% Ot7|ElX{= CVD(Cisco Validated Design) &== NVA(NetApp Verified Architecture)2 M| SElLIC}.
XIHE CVD = NVAS| 124 @31 Abgto]| 2 MAt= 0|E1°r HY o= XA K| o= 740 MYEX|= b2 E2
S8 ELICt

2 223} ZH0| FlexPod 21240 = FlexPod A IE| A FlexPod H|0|E{ MIE{, FlexPod MEHQ| M| 7}X|
EMo| ZEE|of ELICE

2

* *FlexPod A I A * = Cisco X NetAppl| 7|&2 4= AEZ| 2|t £F M2 IHO|AH HISEL|Ct
* * FlexPod H[O|E{ MIE{ * = Ct5t I ZE I O Z2|AH|0| M S 9ISt 2[M Q| CtESX EOfE MSELICE
1=

S|
* * FlexPod Select * = FlexPod H|0|E{ ME{Q| |11 7|52 E¢tstn QZELE EX OE2|A|0| M| 2A|

gt

FMo| Il F84aE HH FUCL

FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote,  Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
@] =)
o a
mm
2 8
] jui]
e o I
= =,
SEEOE = g
14 aQ Direct or Fabric
=== c =
3 3 —
Entry-level: Cisco UCS, Nexus,
s e;:d N;smc:p FAS a Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS

NetApp 3 O}7|EIXN =124

NVA ZZ2 2 NetApp 22M2 ?lot ZS = o7 |EHIME oA MSELICH NVAE NetApp £FM OFF|HIX Q|
CSat 22 EXE MSELICE.

* HX3HAEEZE &l OF7|EIA

* J|2XMoz FHEQI o7 Bl

. A x| A3}

- ZA| 7|2 T
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0| 70| E= ZH HZ NetApp 2E2|X|E AHE3I= FlexPod Express| A A|0i Chall XtA|S| AEELICE CHS
MAM = of EFM Ao ARl 718 48 LHE-LICH

SO 718 24

* NetApp AFF A2202 & ZSHMAIL
* Cisco UCS MiniE & ZEsHAIR

+ Cisco UCS B200 M5

» Cisco UCS VIC 1440/1480.

* Cisco Nexus 3000 A|2| = AQX|

A2TELN 718 24
* NetApp ONTAP 9. 5
* VMware vSphere 6.7U1
» Cisco UCS Manager 4.0(1b)
* Cisco NXOS o] 7.0(3) 16(1)

etApp, Cisco %! VMware2| £[4l 7|=2 E&ELICH ONTAP 9.5, 0|F Cisco Nexus 31108PCV
= MZ2 NetApp AFF A2202t VMware vSphere 6.7U12 A&isH= Cisco UCS B200 M5 AMHE
C} o] ZAZEl 22 M2 10GbE 7|2 £3 Direct Connect IP AEZ|X|E AR EHLILCE

LO?.EZ

Ct2 320X = VMware vSphere 6.7U1 IP 7|8t 21T H A OF|EIX E X|2I5H= FlexPod ExpressE 20| FLILCt.
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7l 27 A

FlexPod A ZH A A[ARIO|= SIERO W AT EQ 0 74 249 xet0| HRefL|Ct, Eot
FlexPod Express= StO|I{HIO| X L EE A|AHIN| FI}6t= Of| ZRPE SIEY0 LHRQAE

27 T2 2FEL

SISO 27 Atet
MEASH SHO| I HIO[X{0f| 2tA|@10| 2= FlexPod Express T+&2 S ¢t SIEH S AFEELICE M2t H| =LA
QFArS0| HAE|HEHE F 5HO0|I{HIO|X F SILIE St FlexPod Express =010 A Atigh 4= JAELCE.

ChE HOl|l= 2= FlexPod Express 7+410f| 29t SIER0 FER2A7F LIF UESLICE

2t
o

St=gl|of

AFF A220 HA 4

Cisco UCS B200 M5 A{H{
Cisco Nexus 31108PCV A2|X|

Cisco UCS B200 M5 AH-E Cisco UCS VIC(Virtual
Interface Card) 1440

Ml

2712] £%F UCS-Fi-M-6324 IH=E 2] QIE{7{ 4| E
X|&5t= Cisco UCS Mini

ATEQ0 @7 Atg

CHS HOl= FlexPod AAZ[A ERMO| OFF[HIME Foiot= Ol 2ot 2T EL 0| 1 Q47 LIEE[O ASLICEH

ATEQO HH ME HE

Cisco UCS ManagerE & Z=st& A2 4.0(1b) Cisco UCS Fabric Interconnect Fi -
6324UP

Cisco Blade 2Z E¢J|0] 4.0(1b) Cisco UCS B200 M5 MHE

Cisco nenic E2}0|H 1.0.25.0 Cisco VIC 1440 QIE{H|O|A FIEE

Cisco NX-OSIL|C} 7.0(3) 16(1) Cisco Nexus 31108PCV A2[X|9
a2

NetApp ONTAPE EZSHYAIL 9.5 AFF A220 ZHEE2]

Lt HOf|= FlexPod Express2| 2= VMware vSphere 7150 Z st AT EQ0{7} Lt} UEL|Ct.

AT EQ0] HA
VMware vCenter Server HZ2}0[HA 6.7U1
VMware vSphere ESXi 60| IHH}O| X 6.7U1

FlexPod A I2A 0|2 HZE HE

Hx HZ 20|15 HE2 L2 Hol| 2FE|0] A}SLICE.
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CH2 HO0|= Cisco Nexus A %|X] 31108PCV AQ| AH|0|g HZA AEJ} LIFE|0 Q&L|Ct

2Z A

Cisco Nexus 22/ %|
31108PCV A

EHIE
eth1/1

eth1/2
eth1/3

eth 1/4QJL|C}

eth 1/13
eth 1/14

22 3|

NetApp AFF A220
AEE|X| HEEZE AQL|C}

Cisco UCS-O|L| FI-A
Cisco UCS-O|L| FI-A

Cisco UCS-O|L| FI-BE
X| gL Ct

Cisco NX 31108PCV B
Cisco NX 31108PCV B

CH2 HO0|= Cisco Nexus 2%|X] 31108PCV B2| #[0|& HZE MBI} LIt A&L|CH

2 A

Cisco Nexus A% K|
31108PCV B

EHIZE
eth1/1

eth1/2

eth1/3
eth 1/44L|C}

eth 1/13
eth 1/14

242 3|

NetApp AFF A220
AEE|X| HEEZ BYL|C}

Cisco UCS-O|L| FI-BE
K| gL Ct

Cisco UCS-O|L| FI-A

Cisco UCS-0|L| FI-BE
K| gL Ct

Cisco NX 31108PCV A
Cisco NX 31108PCV A

mgmt0
eth1/1
eth1/1

eth 1/13
eth 1/14

mgmt0

eth1/2
eth1/2

eth 1/13
eth 1/14

CHS HOIM = NetApp AFF A220 AEZ|X| HEEZZ AQ 0|2 HZA MEE Ho| FL|Ct

2 A

NetApp AFF A220
AEZ|X| HEEZ AQIL|CH

EHIXE

ela

elb

ele

eOf

eOM

17 K|

L="1 o

NetApp AFF A220
AEZ|X| HEEZ BYIL|C}

NetApp AFF A220
AER|X| HEEZ BYIL|CH

Cisco UCS-O|L| FI-A

Cisco UCS-O|L| FI-BE
X[ Ae|ct

Cisco NX 31108PCV A

o|AH TE

=1 —=——

ela

elb

eth1/3
eth1/3

eth1/1

CHS HO|AM = NetApp AFF A220 AE2|X| ZIEEZ| B #A|0|2 €& MEE H0f FL|C}
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2 K 2HIE oA EK| HHZE
NetApp AFF A220 ela NetApp AFF A220 ela
AEZ|X| HEEZ BYIL|Ct AEZ|X| HEZZ BYL|Ct
eOb NetApp AFF A220 eOb
AEE|X| HEEZ| BYL|C}
ele Cisco UCS-O|L| FI-A eth1/4
e0f Cisco UCS-O|L| FI-BE  eth1/4
X|e|ct
eOM Cisco NX 31108PCV B eth1/1

CI2 HO0|l= Cisco UCS Fabric Interconnect A2| 0|2 HZ HET} LIt USLICH

== PN EHIE A=A HA ZE
Cisco UCS 6120 IjE 2l eth1/1 Cisco NX 31108PCV A eth1/3
QIE{HHE A .
eth1/2 Cisco NX 31108PCV B eth1/3
eth1/3 NetApp AFF A220 ele
AEE|X| HEER AQLICE
eth1/4 NetApp AFF A220 ele
AEE|X| HEZER BYLICt
mgmt0 Cisco NX 31108PCV A eth1/2

CI2 HO0l|l= Cisco UCS Fabric Interconnect B2 #H|0|& HZ ™I} LIt Q&LICt

=4 A EHITE A ZHK| HAIE
Cisco UCS 6120 I{{i2l  eth1/1 Cisco NX 31108PCV A eth1/4
QIE{7F{HE B :
eth1/2 Cisco NX 31108PCV B eth1/4
eth1/3 NetApp AFF A220 e0f
AER|X| HEEZ AQLICE
eth1/4 NetApp AFF A220 e0f
AEZ|X| HEE8 BYIL|C}
mgmt0 Cisco NX 31108PCV B eth1/2

& "Xt

o] 2M0M= 2tH3| o|FetEl 1N7+E M FlexPod Express A|ARIS FAsH= o] CHal
KEMIS] 2 ELICE Ol2{gt Ot E Bty 2ol 2 HANM 74 48 F#8 RAAEE
T4 24 B2t gL CHHE S0 ZIEES] A2t ZIEES] B= 0| 2M0i| Z2H|X'd & NetApp
AEZ|X| HEER 27HE AEELICE AQX| A2t A2[X| B Cisco Nexus A2|%| W&
LIEFALICE THEE] QIEFHEE A THEE! QIE|FHE B= S& Nexus EE! QIE{FHHYE
27H LI Et.

.
I
3t B A, MH B SO 24X 02 TEE|E 0{2] Cisco UCS SAES TRH|Xshs Bl M LICH
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AR R} BT B
=

2 E HEHE CHAEE Zoteljof 2F2 LIEFLH 7| IsH HE 2o YR E '<<text>>'0| HA|EL|CE.
"VLAN create' HH2 C

2 Ol E EZSHAI2.

M
Dt

Controller0Ol>vlan create vif(0 <<mgmt vlan id>>

0| 2ME AH23t0| FlexPod Express 22 S 2tH8| 18 & JELICH O] TEM|AO||A CHESH THAIE A2 H
DZHH HE JX| P FA 9 VLAN(Virtual Local Area Network) 27|0HS &FQIs{OF 8HL|Ct. Of2H FOof|= 0] 70| =0
HEE 2 #=0| 2R3 VLANO| AEE|0] JQELICE O] = EF MO|E HRE J|HICE 22" £+ UCH EM
T HHAE #85H= O AF8E = USLICH

VLANS AI25H= 22 O] VLAN ALO|0f| A|Z 3 2tREE A M3loF

Mo CHLY U CHHE Q| 2t
® = ZE TE| VLANO| ALBE| A B LICE

SfLICt o] HB0M

VLAN O|EejL|Ct VLANS| 8 O] ZM2 RaHdE HASH=
A&l = IDYILIC
22| VLAN 22| AEH0|AE VLAN 18
14|0|E[E VLAN BN 22 XIFE|X| @82 =20 2
oH:I- | VLANOI|__||_—_|.
NFS VLAN NFS E2HZI8 VLAN 104
VMware vMotion VLAN 7t HA(VM)S StLte] 22|H 103

SAEN A CIE E2|X SAER
O|s8t== X| ™=l VLAN

VM Ez{Z VLAN VM OfZ2|7[0|4 Ee{ZE VLAN 102
iISCSI-A-VLAN mjE2l A9 {SCSI EZfZI2 VLAN 1245 TSN
iISCSI-B-VLAN o=zl BO| iSCSI EZ{E& VLAN 125

FlexPod ExpressE T+45H= &¢t VLAN HZ 7} HRSFL|CH VLANR "<<var_xxxx_vlan>>"2t11 StH, 07| A
"xxxx"= VLANS| 5 (0f|: iISCSI-A)L|Ct.

CHS Eol= MM E VMware VMO| L@ AELICEH
VM 23 SAE 0|2

VMware vCenter ServerE EXsSHMA|Q Seahawks-vcsa.cie.netapp.com

Cisco Nexus 31108PCV T7l =X}

O] MM ME FlexPod YA I A 2HAO|M AFRE|= Cisco Nexus 31308PCV A QX LAl CHSH XtA| 3]
MEBL|CE,

Cisco Nexus 31108PCV A2|X|9| Xx7| M&

O] XtollM = 7|2 FlexPod Express 2tA0A AL S Cisco Nexus AIX|E F-dsH= W0l CHolf A eL|C).

@ 0| EAHOIA S NX-0S AZEZ|0 2| X 7.0(3) 16(1)S A#3t= Cisco Nexus 31108PCVE
Argsta QT 7Hd gLt
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1. 7| 20| 2h2 &0 AQX|Q] 2& X E| HZEH Cisco NX-OS MHO0| XtSO 2 A|XHEL|C} 0] X7
TMOME AQIK| 0|2, mgmt0 QIE{H|O|A M SSH(Secure Shell) 8™ 1} 22 7|2 MH g X|™EtL|Ct
2. FlexPod QA I A 22| HEYI = 02| 7tX| HOE AMT o JELICE 31108PCV A2|X[2] mgmtO

QIEHO|AE 7|& 2| UES 30| HZASHHALE, 31108PCV ALIX2] mgmt0 QIEIH|O|AE H& FMHOE AAY
= UELICH StX[2 0] 213 = SSH Ecfiint Z2 2 F 2he| MM A0 AHE T 4= Sl LTt

0| 3% 70| =0f| M= FlexPod Express Cisco Nexus 31108PCV A2|X|7} 7|& 22| HEL 30| HZE|0f
AELICH.

3. Cisco Nexus 31108PCV AR[X|E TSt H, AQ(X[2 MUS AL ofHO| EAIE|= HAIXIOf Wat & AQXIE
X7| dHStD ALX| 2t ME0|| s PSh= 2hS CHARLICE.

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the
system.

*Note: setup is mainly used for configuring the system initially, when
no configuration is present. So setup always assumes system defaults and
not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip

the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [yl: y
Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n

Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: y

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: vy

Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:
<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
<enter>
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4. 74 Q00| EAIE|D 78S HELX| 2= HIAIX[ZE EA|ELICH 40| SHIEH ng BT
Would you like to edit the configuration? (yes/no) [n]: no
CHE O] S AZst MELX| 2= HIAIXIZ EAIEL|CHL 2™HCHH yE et
Use this configuration and save it? (yes/no) [y]: Enter

6. Cisco Nexus 29|X| BOi| CHaH 1EHAISE] STHAIEX] HhEgt|ct

=7t 74 82 HSB5I2{H Cisco NX-OS0M EF 15 7|52 A== 2sHof LTt

1. Cisco Nexus A9X| A2t A2|X| BOIAM HASH 7|52 &Mslstz{™ '(config t) BHS At 18 BES
A5t OHE 3 s ALt

feature interface-vlan
feature lacp
feature vpc

7|2 EE A RE WA si4E AA U ER IP FAS AOI0] ZE X2 IE{H | 20|
Cift 2 WY §RBS YL 24 9 62 P FARC IR UAS o Y23
O nzeier ze 44 a0 HH0 28 ¢ =
Ef21 TCP ZEE 84| 2m2| 0 £t 20| FALICH

2. 34 B E '(config t)01|k1 Che @S A0 Cisco Nexus 29|X| A A9|X| B2 22¥ ZE KE 2
=]

228 Aljy E2| 242 2T

Cisco Nexus EHF2 E2|X| HHO0|2t= MER B2 7|52 AIEELICH E2|X| HE2 A0fd E2| ¢02|E2
Of & MK gb= ZX|0A CIOIE EHEIS A& ’H”*f" E*E‘i%* Y3 L= J|E AZER0] FHOHE UX[LIC.

SAZ0l| et HEH I £ MRS XY of2] e S Lo ZES HiX|E = ASLICH

o= =2

JEHMoZ BE XEJHHEQS XER ZUFEEE He|X| 2FE EF5= 20| ZELICL 0| EY2 HEHA

HE|XL 2 ZEO| Y2 HESIE T gL|CH o 2RIE|X] o2 o|X| ZE L= X 23 7|50| 2dtz|X| 2

LS

UHE K|t 2 7t LEAQl 2 2R HAIELICH o A1 E2|0H|M '—1‘:' H2 ZEJtofL|2t B2 XES

T e LS

Xtetsh= HO| o QPHPfLICE J2{H 7|2 ZE HEfE S3ll UERIT 2| THIHQI HEdS Sae & ASLICH

- _oo=2 coo =2

E9| HE[X| 22 X ASHA| b= MH, AEE(X]| 8l P13 ALK Fote mi= ALfd E2| Efof] Mdet F2|2
7|20{0F RfLICE O|2{et 22 ZEE Hdstsle{ ZE RHES HEMOF & &~ ASLICH

4>
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Ba|X| Z2EZ H|0|H tH2|(BPDU) EEEH JIE2HMOZ CHE BT AELE o|X| ZEO|A gLt
HEZS FLZ YX[5t7]| 2loh 0| 7|2 CHE 29(X[2| BPDUZL Of QIE{H|O| A0 EA|El= 32 ZES
S=ELCH

Al

T4 BE(config )0l M CHS BS 83101 Cisco Nexus 2|4 A% A9%| BOjlA 7|2 T §%3} BPDU
IS T3S 7| ALl E2] 242 PHSHIAL.

spanning-tree port type network default
spanning-tree port type edge bpduguard default

VLANZ Ho[gL|Ct

VLANO| A2 CHE 7Ht“ TEE M5

H 01| SIXI0f| M 2]0]0f 2 VLANS F2lsljof eiL|Ct. et ZH| s Z 0|
EO0[St=E VLAN 0|52 X|H3 fE A E2 2

HYLIC.

T BE('config t')0llA CHS HHS Malisto] Cisco Nexus 221X A Sl AQ{X] BQ| A|Z 2 VLANS H Q|51
MOEBIAAQ.

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

A Y BHE| EE MY 7

0x
ot
I
=l

20|01 2 VLANO]| 0|22 &Ytz 22t ORIIX 2, 2& QIEH 0| A0 Ciet 4 MEE2 T2H|X'Jd2t 2| siZ0

T=20| 2 £ UYSLICL
Zt AQ|X|9] 4 P E('config t')0ll A FlexPod Express L2 A0f Cist CH2 T E MHS =gt Ct.

Cisco Nexus A2[X| A
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int ethl/1
description AFF A220-A e(0M
int ethl/2
description Cisco UCS FI-A mgmtO
int ethl/3
description Cisco UCS FI-A ethl/1
int ethl/4
description Cisco UCS FI-B ethl/1
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Cisco Nexus A 2|X| B

int ethl/1
description AFF A220-B e(OM
int ethl/2
description Cisco UCS FI-B mgmtO
int ethl/3
description Cisco UCS FI-A ethl/2
int ethl/4
description Cisco UCS FI-B ethl/2
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Me 81 AE2[X| 22| QB H 0| A PRt

Mot AER|X| HEO| 22| QIE{H|0| A= UHHOZ THU VI ANTE AFERILICE [MEtA 22| QIE{TojA ZES
HMA ZEZ FHELLICE ZF AfX[of CHEH 22| VLANS Folst Al E2| ZE RHE 0X|= HELIC]

& BE('config t')0llM CtE BES A0 MHet AEEX| B9 22| QIE{H|0| A0 Ciot XE HFS
TESHHAIL.

Cisco Nexus A2|%| A
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int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus A 2|X| B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

NTP HHZ QIEJH[O|AS F=THEfL|C

Cisco Nexus A2|X| A

S2E 7Y 2Ll L2 B¥S AdRiLIC

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Cisco Nexus A2/X| B

=2E 7Y ZE0l|M L2 B¥S AL

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

0x

T EE Mg 32 7HE SR
7tAb LE kHE(VPC)S AFESIH S2|X O 2 F 79 MZ CFE Cisco Nexus 2L X[0fl HZEl 2137} M| tHmj Zhx|of
T ZE ME=E BEAIE = JASLICH M 1 &X|= AQK|, MH E= COHE HEYZ XY = JAELICE vPCE
AZ 205 ZR2E MY £+ JCOZ HHEZ =0|1, L E 7t o 7Hel HH Z2E 2 Mststn, tha| 227t
U= 2C WA EflS Sl 0|52 E HMe - ASLICH
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vPC 7|50| MtH2 ZS352{H T Cisco Nexus 29| X| Zte| & 74X| 7| 40| HRefL|Ch &% 21% mgmt0
TME MEotE A0 = QAEH0]AN MO El FAE AMESIL ping "<<switch_a/B_mgmt0_ip_addr>>VRF" 2t2|
HHEZ AEot] S 75 R E felshof gfL|Ct.

74 2E=(config t)of|l M CHE BB S &SI = 22(X|0f chet vPC 22E 7S EF5HHAIL.

Cisco Nexus A2[X| A
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vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start
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Cisco Nexus A%|X| B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer—-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int Pol0
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<i8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

0| &M AS WM MTU(Maximum Transmission Unit) 90000| At E|AHELICEH 2{Lt
() ot=alzold 27 ARt wat MTUS| M=t 242 P48 4 YALITH FlexPod S2 MU SYUsH
MTU 2t M8t 200] ZRELICH 74 @4 7k MTU 40| ZRE|B! 14300 AFEIL|CH

7|

T

HESA olmalz Y3

Cisco Nexus &tZ0| ZX5H= E 2, NetApp2 vPCE AHE5H0] FlexPod 20| E2HEl Cisco Nexus 31108PVC
ARIXIE QlmetZ P Ast=E A2 HETLICH Y- A= 10GhE QEAEZ KN £2M9| A2 10GbE ¢ 3,
Lot 22 1GbE QIERAEZ K £2 M| A2 1GbE7L E £ USLICH A HHSE HXIE AHEsHe] 7| & o
CHE A3 vPCE M = USLICH 70| &t El = 2F A X|of] CHSt £ M S XESHH copy run startS
AgHsi{of gfL|Ct.

AE Jtset HESR S Q1Z2tof et of2] 74X WEH L 7158 ALE5H0] FlexPod 28 S Y3 = AFLICL 7|1E
=

NetApp 2EZ|X| = HAH1R)

0| MM0j| M= NetApp AFF AE2|X| & HXIE MHBiL|CL

A

NetApp 2E2|X| ZHEZE2{ AFF2xx A|2|= MX|

NetApp Hardware UniverseS & XA

£ Z2/YLICH "NetApp Hardware UniverseE & ZSHA|2" (HWU) OHZ2|A|0| M2 £ ONTAP HZTof| CHsH
XYE= otERo] 8l ATEQ0 2HRAE MSELICE X ONTAP 2ZEY 07} X| /5= 2 NetApp 2E2|X|
O{Z2to|A0 CHE 7 HEE MSELICH 78eA St B H|Z L

AL26t2 = SIES0] U AZEQ 0] 718 2471 MX|5H2 = ONTAP HHO|A XA E[=X] &olgtL|Ct.

1. 0f AMNABILICEH HWU" S8 T2 - A|AR 1Y 710|EE FL|CH AEZ|X| A|AH- H|w BS MEisto]
ONTAP AZE|0{2| CHE MM 1t ASH= AZO| U= NetApp AEZ|X| {E2I0|HA 7t SoHM S
2IoISHAI2.

2. = AERX| O{E20|HAHE 1Y QA E H|WStHH AEZ|X| A| AR H|W £ S2/fL|C

ZHEZ2] AFF2XX A|2| X A 7 Abst

AEE|X| A|AHIS] 22|H QX E Al=lstz{H CHS MM S HZTSHMAIR. M7| QF Are X[ E= M
ZE Sl Aol

AEE|X| HEER

ol AEER 0| thot S2= AX| HXIE UHELICH'AFF A220 Z A"

NetApp ONTAP 9.5

T4 YANE

X ATZEE A ol MIE AEMOIN £ M QIANEE ZESHIAR. 718 HIANE= M AHBE

USLICE"ONTAP 9.5 AT ERI0] AX| StLHM" (Ol M A2 7Hs "ONTAP 9 XM MIE{")Z Z2IetL|Ct. otz Hofl=
ONTAP 9.5 MX| 8l 18 MEJ} Lot JL&L|CH
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S{AE LEBIP FTAQLCE
S AE LE B YIOAS

S AE E B A0|ES|0]
S AE LEBO|2

ONTAP 9.5 URL

S2{AEQ| o] SALICE
2E{AH 22| 1P FAYLICH
E2{AE B AHO|ESO]
SZ{AE B HlOtAT

el ol

DNS MH IP(Z 0|4 28Y = U2)
NTP AH A IPQILIC}

NTP Alt{ B IPRILICtH

LE AE FMEHLCt

= AE T H L3 HAIE =5t

1. AER|X| A|AH 24 ZEO| HHRLICE Loader-A HIAIX|7F A EILICE SHX|ZH AER|X] A|ARIO] T &
HEQ! B2 LhS HIAIXIZF EA|E T

i Ctrl-CE =21 At

L= 2e{AH FGoM 2FE LI,

SHAH ME Y LT

15

<<var_NodeA_mgmt_ip>> £ | 2igtL|Ct
<<var_NodeA_mgmt_mask>> S 2isfL|C}
<<var_NodeA_mgmt_gateway>> £ & ZTsIHA|L2
<<var_NodeA>> & EIZIMAIL
<<var_NodeB_mgmt_ip>> £ Ql2igtL|Ct
<<var_NodeB_mgmt_mask>> £ |2istL|C}
<<var_NodeB_mgmt_gateway>> £ & X8} A|Q
<<var_NodeB>> & &ZXIMAIL
<<var_url_boot_software>>
<<var_clustername>> £ Z2I¢tL|C}
<<var_clustermgmt_ip>> £
<<var_clustermgmt_gateway>> £ Z2/gtL|C}
<<var_clustermgmt_mask>> £ |2istL|C}
<<var_domain_name>>
<<var_dns_server_ip>> £ & ZIHAILR
AR|X|-A-NTP-IP>>

switch-b-ntp-ip>>

=
El2o

i
S =g 2nE SR

Starting AUTOBOOT press Ctrl-C to abort...

2. NARO| REE|EE BfLCt,

autoboot

3. Ctrl-CE =21 28 H7Z So{ZLCt.

ONTAP 99! 22 5= HEl Fol 41
ol 3

£3HSHAA| 2. ONTAP 992!
14CHA E A &2t
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10.
1.
12.

13.
14.
15.
16.

17.

@ N o o &

MAZELHE 2X5EHE M 7S HEELC

Y 0|EE At H yE YHSIHAL

CHRECO| ALY HEQIS ZEE eOM S MERIL|CE
Xz MRt yE YBHMAIL

=
E
2IX|0l eOM2| IP 4, HIOLA S 51 7|2 H|O|EQ0|E U SLICE.

ATEFO|S B2 4 s URLE QigLch
(D) ol # A= Ping® 4= 2l0fof BtLict,

AHEXt O|E0fl CH3H Enter 7| =21 ALEXt O|E0| YIS S LIEFALICY.
Mz AX[et 2T EL0E o|= MR A 7|22tz AFs{H 'y E LA LICH
LEE MRYSH yE LHYLICH

M AZEQI0IS M2 mf AlAS0| BIOS U O{RE| 0] T3 Heof I210|=2 288 4 9om, 0|2
Ql6§ LOADER-A TEZE oA THEEIE| D S 4 ALICE 0l2{3t EI0] LABIH AIAO| 0] HAHS

—_—a =

ol 4 LT

Ctrl-CE =2 28 =2 So{ZLICtL
Clean Configuration %! Initialize All Disks SMS 42 MEiSHL|CE,

CIASE MZotste{Hd yE Yot 7S MAHS LS M T AIA—S EX|gLch

al

ClA30]| l= 2E HI0[HE X|eH 'y E LHRLICH

HEE CATOf o K| M2} R E O22[A[0|EQ| x7|9t 8l WY
UAGLICH £7|6p7} 22 E[H AEE|X| A|AHO] HREEELILH SSDE
S ELICH S E A8 C|ATT MZststs S == B FdS AL

2 2t=5t= O 90& 0| 40| *EE'
A7|gk5t= o Z22l= AlZt2 A
A Ol
=

OH>

L E AE X7|35h= S¢F L E BE T LICH

== BE THELICH

L BE F5I2{H LIS IS 2 RSHHAI2.

1.

AEE|X| AL 2& ZEO| HZEELICH Loader-A HAIX[7F A EIL|CE SHX|2E AEE|X] A|ARIO| HRE FT
AEfQl B CH2 HAIX| 7} EA|E I} Ctrl-CE =8| Ats RE RFLE Z=LICH

Starting AUTOBOOT press Ctrl-C to abort...

- Ctr-CE =21 88 w2 So{ZLIC.
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autoboot

3. HIAIX|Zt LIEHLIEH Ctrl-CE +ELILCt.

ONTAP 92! 2R 5= HEl F0l AT
SHSHMA| 2. ONTAP 9.47} BEI =9I
14542 AlSELICH

E9||0f O] OFELICE M 2ZER{E 2X|5t2{H CHS HHAIE A%
2l HHel 2 4 8 8l yE MEsI0 LEE MEYHYLICE 22 T3

4. M ATEQIOE HX[stH M 72 MERILIC

5. POZ0|=E +HSHHH yE LHSTHAIR

6. CIREC0| AIRE HEQA XER e0OM 2 MEHSL|CE

7. X3 MRS H yE USUAIR

8. 2} 2|X|0fl eOMQ| IP =4, LliotA 3 Gl 7|2 AH|0|EQ|0|E 2detLCt,

<<var url boot software>>

10. AFE Xt O| 0] CHolH Enter 7|1E =21 AHXt 0| 50| SIS LIEHRLICE

1. M2 ZX|ot AZEQO|E 0| HEE| AL 7|22UCE HAHSIHH 'vE =L

12. L EE MEEsHHH yE =Tt
M AZESQOE HXIE o A|ARIO| BIOS 2 O{RE] =0 CHSE TR0 FO20|EE A
25l LOADER-A ZEZEO|M MEEED SX|E = ASLICH O|2{et 20| LHsHH A|AHIO
o &~ USLICH

13. Ctrl-CE &2 B8 HwE So{ZLICt

14. Clean Configuration(71-4 7éEI) Initialize All Disks(Z2& ClA3 X7[%}) of CHo SM 4 E MEdgfL|Ct

15. AT E M 23tstzH yE YHstn FHS MHEFo CHS A THY A|ARIS MX|FLICH

16. ClA30]| /= 2 E HIO|EE X|2HH 'yE =SLIC},
HAE ClAT S ot RYO|| W2} FE O I2|AH[0|EQ| X7[%t W M S 2tE5H= O 902 0| 40| -IF_IEI =

teks

k=3
ocos=
UL £7|ep7t p=E[H AEE|X| A|ARO0| HEGELICH SSDE £7(efots Ol Z2l= AlZh2
E0{SLCt

o T 7Y 5 Z2AE 7Y

AERX| HEEH A(LEA) 25 ZE0| ¢ZE 25 ZE T2OM0|M LE 87 AFEEES MATL|CL Of

212



ATZEE ONTAP 9.57F =0 M SElE uff LIEtLL|C.

ONTAP 9.50| M . E 5! S2{AE HN EXpJt 47t HAZJELICEH O EHAH MM OPHALE ARSI
S AEQ A HIY L EE T8I0 System ManagerS AF25H0] S2{AEE AT £ JSLICE

1. TETE mat 5 AS ARSI

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to gquit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0M]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

2. LLEo| 2E| QIEH0| AL IP FAE O|SELICEH

@ CLIE AI23%10] 28{AEE MHT £ 9 %LIEF O] 2M0|M= NetApp System Manager?|
QtLHO|| 2} M HE A8 o= S2{AE AHof CHsl MEerL|Ct.

3. Guided Setup(2tLi4] ©F) & 22510 2ZHAEE FHetLICh

4. 22{AH 0|E2 <<var_clustername>>'S, 14 £Q! 2} = =0 CHsi A= <<var_NodeA>>'2t
<<var_NodeB>>E 2HgL|Ct AEZ|X| AI*E"OH AP%°* Ao E LHFLICH 2HAE FY2E Switchless
ClusterE ME{RILICEH E2{AH 7|2 20| MAE =L |C)

g H=g

5. 22{AE, NFS % iSCSI0| Ci$t 7|5 2tO|MIA T @248t 4= QUELICE,
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{AHE Y SYUS LEI= Bl HAIX[ZF BEAIELIC O] JEf HAIX|= 0f2] HEHE =RHELICE O] 2HE2

[

a

b. Cluster Management IP Address = (<<var_clustermgmt_ip>>)0i| Sl0tA 3
L = (<<var_clustermgmt_mask>>)0l| <<var_clustermgmt_gateway>>)E &gtL|C} TE ZE=9|
MEHT|E A0 .o E A2l eOMS MEHBILICE

C. =E A9 C 2| IP7to|0] xHRIX QU&LICH == BOi| CHH '<<var_NodeA_mgmt_ip>>'E 2istL|C}
>'S UBL|Ct DNS MH IP =4 Z o

d. DNS Domain Name Z =0]| '<<var_domain_name>>
'<<var_dns_server_ip>>'S QI&stL|C}.

0{2{ DNS AMH IP FAE e & JASLICL
€. Primary NTP Server Z =0] '<<switch-a-ntp-ip>>'S & g}L|C}.
CHAl NTP MHHE "<<switch-b-ntp-ip>>"2 2ig £ UEL|Ct.

8. X|gl §EE F4etict

a. 230l AutoSupport0il HAHA5L7| 9ot ZEATL 2Rt FR TEA| URLO| URLS =IRtL|C}
b. OJHIE 2AZ/oj CHet SMTP Y SAE 3 0|H|Y FAE HFLICH
A&ste{H O|HIE L WHS SFsOoF ghL|Ch WY & StLtE MEtieg = ASLIC
9. S22AH 70| A=E[UCH S AE 22| £ 2250 AE2[X|E FHELICH

AEX| S2AH 7Y0| A%

AEEX £E 8 7|2 S22AHE Fd8 20l AE2(X] E22{AH G2 AISE + ASHICH

2E AHOf C|A3E NZELICt

SAEQ EE AN C|ATE N2512{H Ct3 HHS dAeLCt,

disk zerospares

2HE UTA2 ZE £432 AHBILICH

1. ucadmin show HHS M0 $ix| ZEQF TEQ| HxH S 2QITtL|C}.
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AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0d cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0od cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

2. A8 B2 ZEO| 3iX ZETL CNAQIX|, ¥ixif REO| target 22 MM E|0 AU=X| HQAFYLICE JHX| 42 H2
CHE BES HASIH ZE 45 HERLICE

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna —-type target

O FPs Aot ZEJI @uafQl HEfo{of eiL|CH ZES Quafelo 2 Hatst2H Lz TBHS
AlGHSHL E}
=2od -

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

G =

Cisco Discovery ProtocolS &AM stgtL|Ct

[m
[
0x
mjo
rE
oM

"
ot

oX

? HE ArdE HEot{H 2t =5 ME -6 of LICt.

NetApp 2E2|X| ZIEE2{0| CDP(Cisco Discovery Protocol)S &AM5tsl2{H CF2 HAS AMehL|Ct,
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node run -node * options cdpd.enable on

H
n
=)
M
o
HH
Im
=2
x
u
|4
]
oM

g Z2EES ettt

x|t HIESI3 AQ|X| ZHoll LLDP(Link-layer Discovery Protocol) 21 ME wstg
131 2R AE{0f| Q= S LEo| @E TEO| LLDP/F AREL|C}

node run * options lldp.enable on

rﬂ

2| =2| QIE{m|o[A 2| 0| FS HFELICH

e

2| =2| AE{HIO[A(LIF)S| O|F S HE0IH LhE TAIE +HSIHHAIL.

=

—_

. 9iXH 22| LIF 0|2 EAIRL|CE
network interface show -vserver <<clustername>>
2. 22{AH 22| LIFS| 0|2 HtEL|Ct.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. .LE B 22| LIF2| 0| §& Hh&LICH

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

S AH oM XS =l =E27] 23

S2{2H 22| AEHo[A0 M XS =l Z2[7] o7l H-E AEYLICH

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-
revert true

MH|A Z2 MM HEZ M 0| AS FEELIC

2 20| MH|A RN M| B IPv4 FAE Soelaie 0e HEe AW
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

@ MHIA Z2MM P FAS LT 22| |P ZAQ} EUSH A ELHI0)| QI0{0F SHL|C}.

ONTAPO|M AEZ|X| HYLH HH
AER|X HYLHIL BHEU=X] 215t H HLQH Hol|lM LS FES A&t}

1. AEE|X| Y2 HEE =HQletL|Ct,

—

storage failover show

'<<var_NodeA>>'?} '<<var_NodeB>>'= ZF E|0|ZHE aligt 4 Q0o{of EHLICt = =7} E|0| 22 £=3H
foﬁ' Z42 3HA = OIEOH'AIQ.
2. & L E F LI HYLH 7L AL EE MFRLICE
storage failover modify -node <<var nodeA>> -enabled true
3. 2 £ 22| AE{2| HA MEHE ZolgfLct.
() 270yl et i 22 AE(0E o] B2 HEE 4 it
cluster ha show
4. 1718d0| A ME Z2 6THAZ o|STLIC 171840 LM E 22 BES HASHH O3 HIAIX|7F EAIELIC

High Availability Configured: true

5. 2= Z2{AE|03F HA BES ABSHEE ALY,

27 o &9 =7t = 22 AE0M = HYH 0| EX|7F LHSIEZ 0] HHS HABHX| OHYAL.

cluster ha modify -configured true
Do you want to continue? {yln}: vy
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6. StERI0] KIR0| SHH2A| PAEI0] QX Holstn TR AL HHE P 3

>
muin
+

et
storage failover hwassist show

"Keep Alive Status: Error: whwassist keep alive alert from partner(&4 A} X|: 2F: IHEL{9| hwassist
keep alive Z1E £ ASHX| 2YELICH" HAIX[= StEYIO X[RI0] LHE K| AASS LIEFHLICE OIS HHES
AUSI0] SI=Q0 X[ @S FLICE

storage failover modify —-hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>

storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var nodeB>>

ONTAPO|M HE T2 MTU EREIHAE QIS MAeL|Ct
MTUZ} 9000¢2! GO E2EHAE MRS Mysta{H g BB S dAeLIC
broadcast-domain create -broadcast-domain Infra NFS -mtu 9000

broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

7|2 BEREIHAE TO|Iof| M Clo[H ZEE MARLIC

10GbE H|0|E| ZE = iSCSI/NFS E2HIl0f| At &[0 O|2{et ZE= 7|2 ZH|Q10l| A X[7{30F §L|Ct ZE ele &
eOf= AFEE[X| M 7|2 M0 M | Z{3HOF BfL|Ct.

HZEIHAE oM ZES HAHoI2{H CHE BES ALt
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

UTA2 ZEO|A SE N E ARSIX| YT E MABHL|C}

o2 FX|o| HEE ZE UTA2 ZEO|M S & MO{E ALE5HA| =5 2F5t= 20| NetApp2| 2 Al YLICE S &
MO E ALSSHA| == 25t L3 S dAeL )
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

>

() ONTAPOI ci2t Cisco UCS Mini 5 $1Z2 LACPE XI2IstR] kaLict

=
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AFF A220::> network port modify -node node A -port ele -mtu 9000
Warning: This command will cause a several second interruption of
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000
Warning: This command will cause a several second interruption of
on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000
Warning: This command will cause a several second interruption of
on this network port.

Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000
Warning: This command will cause a several second interruption of
on this network port.

Do you want to continue? {yln}: vy

ONTAPO||A| VLANS A stL|Ct

ONTAPO| A VLAN

o

ddsteH ot

glo

THAIE +d5HHAI2.

1. NFS VLAN ZEE MM5l0] H|0|Ef ERZEFHAE TH|QI0f F=IpehL|Ct,

network port vlan create —node <<var nodeA>> -vlan-name e(Oe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeA>> -vlan-name eOf-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-
<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,
<<var nodeB>>:e0f-<<var nfs vlan id>>

2. iSCSIVLAN ZEE MM3t0] H|0|Ef EREIHAE TH|Qlof| Z=7fetL|Ct,
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. MGMT-VLAN ZEE MHgL|ct,

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt vlan id>>

ONTAPO|A| OHI2|AH|O|EE MAMTtL|Ct

ONTAP MM ZZ M A S0f 2

FE ZotEl O 22[AH0|E7L W ELICE =7t 02| H|O|EE MdotaH
OfJ2|A|0|E 0|5, O I2[AH[0|E

=g0| T3
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S 4% o of 12|00 ZEE CA3 £2 ZHELI

AggregateE g5t H Ltz B S AALCH

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

ol £ Lol CjA

ATt 2 UAT ME)E ANO{2 HEtL(Ct 2 Aldl= 2 C|A3 K 3 3 7(0f CHsH
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5709 CIATZ AIRfRILICH AEE|X|E F718H{0F & i T|A3 S Oi2[AH|0|E0] It = ASLITH.

ClA3 H|IR7(7t =& Wi7tX| ofO2|H|0|EE Mg 4 lELICH TA M MeiE EAISIZ{H 'aggr show' BES
ASHSIL|CE aggr1_NodeAZt 22t10] & mi7hX| ZIZSHK| O A2,
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timezone <<var timezone>>

OtHI2| 7w Y LICt. BZE AlZITH O|ES =517 AlZSHH Tab

@ HE =0, ol= %—'?'—9 AlZtth=
efelgtL|Ct.

7€ =3 M8 7tse 82

ONTAPO| Al SNMPE M EtL|Ct
SNMPE 7M™ C}S CHAE $ASHUAIL.

HE

1. 21K 5 A2t 22 SNMP 7|2 BEE A MBLICE o] BE = SNMPO|A 'SysLocation', 'SysContact'

HA|ELIC

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. 7 SAEO| 24 SNMP EHS TLASHL|CY.

=

snmp traphost add <<var snmp server fqgdn>>

ONTAPO|| Al SNMPv1S A EtL|Ct

SNMPv1E 75t H HRLIEI2tE 37 &
snmp community add ro <<var snmp community>>

@ NMP community delete all B& & F2[6t0§ AtE2tC}. CHE ZLIEZ ME0| HFLIE| 2XIE2
£ MAgLCt.

MEdt= 32 0| BF2 SHE* =AE

ONTAPOI|A| SNMPv3S M shL|Ct
SNMPV32 AtEst{™ QE 2 2ol ArEXIE Moot AMsHOF BfLICH SNMPv32 7ot ™ CHS CHAIE

FAHSHAL.

1. Security snmpusers BE g A&sto] Xl IDE E3|TtCt.
2. 'snmpv3user'2t= AFSXHE MM BiL|Ct
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security login create -username snmpv3user -authmethod usm -application

snmp

ME[E = A= AEE|Q AT IDE Yot AT T2EZE md5 £ MESIC]
HIAIX|ZF LIELIEH 21F T2 EZ0] =

JHol HE HS TZ2EZZ 'des’S ME{BILILCE.

o o &~ w

ONTAPO| M AutoSupport HTTPSS FAEHL|Ct
NetApp AutoSupport E2 HTTPSE &3l X 22 EE NetAppd| 2HILICt. AutoSupportE #+dd2{H CHg

YIS AL

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> —-transport https -support enable -noteto
<<var_ storage admin email>>

AERX] 7hy KAl S MRt
Qmet AE2|X] 7h A|AR(SVM)S H-dst2H ChE HAIS =stAL.

1. 'vserver create' @S AHTLICE,

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume- security-style unix

2. NetApp VSCE /%t Qlzat-svM o 12|A[0|E S =0j| H|0|E| 0§ 22|A[0|EE FIFRtL|C.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS2iSCSIE HHF1 SVMOIM ALSHA| gb= AER|X| ZEEES M AHELICH

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. olIa} SYMOJIA NFS Z2EZS AR5t ASetL|C}.

nfs create -vserver Infra-SVM -udp disabled

3. NetApp NFS VAAI 22{1¢l0f| CH3t 'VM vStorage' 0H7 H4+-E A™ELICEH O3 CHS NFS7H M EI/IEX]

stolgtL|ct.
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vserver nfs modify -vserver Infra-SVM -vstorage enabled

vserver nfs show
(D svme ool Abi2tn BHE 21017] 20 B vserver 7t BHS ol EAFLIC

ONTAPO{|A| NFSVv32 #dgfL|Ct

ofefl HOofl= o] S 2t=ot= ol 2t &It LIk USLICE.

Mg dE AL 24
ESXi SAE NFS IP FAQIL|C} <<var_esxi_hostA nfs_ip>> & & ZSIMAL
ESXi ZAE B NFS IP £AQL|Ct <<var_esxi_hostB_nfs_ip>> & HXSIMAIL

SVMOAf NFSE 8512 H Ltz B S AALICH

1. 7|2 AAZE HHo| M 2 ESXi SAEO| CHet 7S MABL|CH
2. 89 B2l 2L ESXi ZAE0| O3l 42 YHeLCh 2t SAE|= 1Re 7&] AT JASLICE K HK ESXi
SAEOE A QEA 10| A F M ESXi ZAEE A QIHA 271 AELC

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
—-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
sys —-superuser sys —-allow-suid false
vserver export-policy rule show

3. QIZL2t SVM RE &0 HAZE MG Lt

volume modify -vserver Infra-SVM -volume rootvol -policy default

(D vSphereS A%t S NetApp VSC= AT E MMS XSO 2 ME|TL|CH MX[SHX| %2 AL
Cisco UCS B-Series A{HHE =7}t uj °—*I¢EE ’8’91 Txlg MMdsiof gfL|Ct.

ONTAPO|A| iSCSI MH|AE MAMBtL|CH

mlo
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iSCSI MH|AE M d5t2{H LIS T E =oAL,

i

1. SVMO|A| iSCSI MH|AE MM BIL|CE K3 0] HHEL iSCSI AMH|AE A[ZFSD SVYMOY| CHEE IQN(ISCSI
Qualified Name)2 HHgfL|Ct iSCSIZt AHE|R=X] &tlgtL|Ct,
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iscsi create -vserver Infra-SVM

iscsi show

ONTAPO|A| SVM RE EE9| 2C 28 0|25 MMEhL|Ct
ONTAPO|A SVM RE 289| 2L 2§ 0|2{2 MMSI2{H OIS THAHIE S 2.

1. 2t LEof|M Q1 Z2t SYM RE E89| 2E 2§ 0|27t & EE2 MAeh|Ct.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DPvolume create -vserver Infra Vserver
—-volume rootvol m0O2 -aggregate aggrl nodeB -size 1GB -type DP

2. 1520ICt RE 2§ 0|2 2H|E AUCI0|Edt= =Y AZES ML

job schedule interval create -name 15min -minutes 15

3. 0|23 A IS d-ggLict

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m02 -type LS -schedule 15min

4. 0212 2AE 7|5t 0|22 2A7t 2HS0{ R E=X] gelet|ot.

=

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror
show

ONTAPO||A HTTPS YMAE FABILICE
AE2|X| HAEE2{0f Ciot 2Ot HMAE L MSI2{H CHZ THAE £ASHYUAIL.

1. QIS HHO| UNAL 4 U2 A £ZS FULICH

set -privilege diag
Do you want to continue? {yln}: vy

2. QMo = XtA| MEE QIEAM 7t olo] AFLICH T

dlo

%Eﬂ% AlS '5|.0:| ol

225



security certificate show

3. EAIE 2t SYMO|IM IBM Z& 0|2 SVM2| DNS FODN(H#3tEl |2l 0| F)at 2x[sHof gLt | 7H|
712 ABSME MHStD XA MBE ASM E= AF 7| 22| IS M= CHA|3HOF LT,

ME ZS7| Tof| 2t2E ASME AFSH= A0 ZELICE THRE ASME AH[SHH 2ot S A AH|
AlSHS
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=

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6
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security certificate create [TAB]

Example: security certificate create —-common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr

"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

5. CHE EHAI0AM E st 047 Ha gHe P 22{™ 'security certificate show' HE S MHBILICH

6. '—server-enabled true' 2 '—client-enabled false' Oi7H H4-E AFRSI0] B3 OHE 2t QIS M E S 3HBLICE CHA|
g 22 E AL ELICE

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true

-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. SSL X HTTPS HNAE 74 U 2M3l5t0 HTTP HMAS H|Zd3tefL|Ct

system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yl|ln}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>
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HEs dggLinh

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

ONTAPO{ A NetApp FlexVol 222 MAHL|Ct

NetApp FlexVol ® 252 MMl

=S4 MY 25 253 ML

g
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o
o

1§, 37| A 3l =25S LHLLICL 2702 VMware G|O|E] MF 4

o

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space 0
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_2 -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
—guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

ONTAPUIA 55 HHA

= &3ELct

ot g H HHEot 2B S5 MAHE 25t HE LS IS AL

volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule
sun-sat@o

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 1
—schedule sun-sat@0

volume efficiency modify -vserver Infra-SVM -volume infra datastore 2
—schedule sun-sat@0

ONTAPO|| A LUNS AMMstL|Ct

FHe RE =2 R HZ(LUN)E Mdsta{H LS B S 2L}
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lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size

15GB -ostype vmware - space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size

15GB -ostype vmware - space-reserve disabled

®

ONTAPO{| A iSCSI LIFE ‘4 & efL|Ct

Cisco UCS C-Series AMHE O F71e = 28 LUNS O -Addlof gL Ct.

otz F0ll= O] 1S 2t=ot= Ol 2R FEIt Lot ASLIC.

sl

AEZ|X| .E AiSCSI LIFO1A

AEZ|X| .= AiSCSI LIFO1A U EQ| 3 OpA I IL|Ct
AEZ|X| =E AiSCSI LIFO1B

AER|X| =E AiSCSI LIFO1B HIE®{3 OtA3IL|C}
AEZ|X| ..E BiSCSI LIFO1A

AEE|X| .E BiSCSI LIFO1A U ES{3 oA I IL|C}
AEZ|X| .E BiSCSI LIFO1B

AEZ|X| .= BiSCSI LIFO1B HIEY 3 OtA 3L C}

1. ZF 20| 27H9] iISCSI LIFE 471 A M stL|Ct,
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<<var_NodeA _iscsi_lif01a_ip>> & & Z8IAA|IQR
<<var_NodeA _iscsi_lif01a_mask>>
<<var_NodeA _iscsi_liff 01b_ip>> £ & ZESHAA| R
<<var_NodeA iscsi_liff 01b_mask>>
<<var_NodeB _iscsi_liff 01a_ip>>
<<var_NodeB_iscsi_liff 01a_mask>>
<<var_NodeB _iscsi_liff 01b_ip>>

<<var_NodeB_iscsi_liff 01b_mask>>



network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

ONTAPO||A| NFS LIFE MMstL|C}
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CHS #HOl= O] 188 2t=ots O 2R YRt Lot ASLIC.
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AEZ|X| =E ANFS LIF 01 U E®3 OtA I LT}
AEZ|X| == ANFS LIF 01 b IPRL|C}

AEZ|X| EEANFSLIFO1bUER3A OAR
AEZ|X| == BNFSLIF02AIP

AEZ|X| =EBNFSLIF02ALERI OtAR
AEZ|X| =EBNFSLIF02bIP

AEZ|X| EBNFSLIF02b HEYI OtAZ

1. NFS LIFE M-dgfL|ct,

AN 2k

<<var_NodeA nfs_lif 01 _a_ ip>>
<<var_NodeA_nfs_lif 01_a_mask>>
<<var_NodeA nfs_lif 01_b_ip>>
<<var_NodeA nfs_lif 01 _b_mask>>
<<var_NodeB_nfs_lif 02_a_ip>>
<<var_NodeB_nfs_lif 02_a_mask>>
<<var_NodeB nfs_lif 02 b_ip>>

<<var_NodeB_nfs_lif 02_b_mask>>
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network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

4

et

CHS #HOl= O] 183 2t=ots O 2R YRt Lot ASLIC.

Mg EE M| 24

Vsmgmt IP <<var_svm_mgmt_ip>> & gIL|C}
Vsmgmt HIEQ|3 OtA 3 <<var_svm_mgmt_mask>>

Vsmgmt 7|2 #[0|ES|0] <<var_svm_mgmt_gateway>>

21Z2t SVM 22Xt & SVM 2| LIFE 22| UER{ 20 71512 THE TS =oAL,
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network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none —-home-node <<var nodeB>> -home-port e0OM —-address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

() o7Id svM B2l IPS AS2|X| S2AF el P2 S AL 0{0F BHLITE,



2. 7|12 225 M5t SVM 2| QIE{H0| AT} 2|2 2F0| =EHE = JEF giLICt

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>> network route show

3. SVM 'vsadmin' AFXt2| HIZHS S M50 ALK} &S S AL Ct.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver
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* DNS MH IPv4 EE= |Pve FAQIL|CH

* 712 =HQl o|Z LIt

Cl2 HO|= Fabric Interconnect AO|A| Cisco UCS X£7| M & 2tgste O] 2Rt ME Tt LI J&LICt

N5 R
NE
2% e

ZE| 1P F4: THEE] AIHHHE A

22| YlofA3: Fabric Interconnect A

7|2 HIO|EY0]: Fabric Interconnect A

SAH IP FAYLIC
DNS MH [P FAQIL|Ct
coelolg

Ml

<<var_UCS_clustername>>

to

<<var_password>> S XTSI A|
<<var_ucsa_mgmt_ip>> £ =etL|Ct
<<var_ucsa_mgmt_mask>>
<<var_ucsa_mgmt_gateway>>
<<var_UCS_cluster_ip>> &
<<var_nameserver_ip>> £ X Z5IAA|

<<var_domain_name>>

FlexPod 2tZ0|M A2 Cisco UCSE 7352 H L3 THAIE 2t=ohdAl2.

1. & Hm Cisco UCS 6324 Fabric Interconnect AS| 22 T EOf HZATIL|C}
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Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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ELEJ FEE MNEYEX =lE Witk 7|CHEL ).

Ct2 HO0|= Fabric Interconnect BUIA Cisco UCS x£7| A S 2tFst= O 2ot HETL Lot Q&L

NE 3H AbMI/2k

PNES-= o = <<var_UCS_clustername>>

2ha|xt &S <<var_password>> £ EZESIHA|R

22| IP =A -FIB <<var_ucsb_mgmt_ip>> & =gL|Ct
at2| diofA3 - FIB <<var_ucsb_mgmt_mask>>

7|2 AO|EQ|0] - FIB <<var_ucsb_mgmt_gateway>>

S| AH IP =AQLIC} <<var_UCS cluster_ip>> E &=ZIHA|IL
DNS MH IP FAQIL|Ct <<var_nameserver_ip>> £ XTI
THeQl o2 <<var_domain_name>>

1. &= M Cisco UCS 6324 Fabric Interconnect B2| 24 ZEO| HASIL|CH

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>

Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : <<var ucsb mgmt ip>>
Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - 0Ok
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Fram [192.768.156.101
Subnat Mask : [255.255.255:0

Prirriary DNS - |[EHEXEEE

Create Block of IPv4 Addresses

Size 12 s

L

Default Gateway : [192768.156.7 |

Secondary DNS ¢ (0.0.0.0
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Add NTP Server 7 X
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Create VLANS - X
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Modify Package Versions

Blade Package : |4.0(1b)B v
Rack Package : |<not set= L
Service Pack : | v |

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CIMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

NVME Mswitch Firmware
PSU
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Create a Block of MAC Addresses

First MAC Address - | 00:25:85:32:0A:00 Size

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xX:xX
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14. MAC 2 £2 5 H MAC 2 44 2 Mgt
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Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16
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Create Network Control Policy ?

cop - [() Disabled (®) Enabled |

MAC Register Mode : ;_l_r Only Native Vian () All Host Vians |

Action on Uplink Fail : [(®) Link Down | | Warning
MAC Security

Forge - |(e) Allow () Deny

LLDP
Transrmit : | Dq&..jb!ed . . Er.lant-m.}é.c-i {
Receive : I Disabled -- Enabled |

D
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Cisco UCS 2t80i| Cal ME{HQl MH & Z

Create Power Control Policy 2 X

Name . | No-Power-Cap
Descrniption
Fan Speed Policy @ | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

-Pl_r Mo Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their prionty.
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Modify ISCSI vNIC

X

Name . Site-01-I1SCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN | Site_01_ISCSI-A (native) v
iISCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

38. iSCSI VNIC 37t Z7} 0l M o2 Z &7t SME Z2I6H0] iSCSI vNICE F7HfLCt.
39. i{SCSI VNIC MM chst AFXtoi| A VNIC 0|22 2 Site-01-iscsi-BE 2L Ct.

40. 2Hz2{|0| yNICE Site-01-iSCSI-BZ ME{BIL|C}

41. iSCSI o{HE] MM ZMH S Not SetZ SLICt.

42. VLANZ Site-01-iSCSI-Site-B(NATIVE)Z ME{BIL|CL.

43. MAC =& 22O QIZ(7|22k AH8)8 MEfRiLICt.
44. 2ol 2 2216104 iSCSI vNICE F&of| Z=JtghL|Ct.
45. HE L8 X% 2 S=lgLict
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-
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2=HSIMA| 2.

L|Ct.

Opticnally specify the
ldentify Service Profile
Tamplate
Scloct a boot podoy.
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r

A

1]

= RLC

1. 22{AF 22| LE2| SSH HZO||A LS HY

o

Al

igroup create -vserver Infra-SVM —-igroup VM-Host-Infra-01 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-01-ign>

igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-02-ign>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi
—ostype vmware —-initiator <vm-host-infra-01-igqn>, <vm-host-infra-02-ign>

() 1N "=l oA B 1% E 20 LIRS 32 ASBILICH
2. dt2 =M3t 371 igroup2 E2{™ 'igroup show' S AMaHSHL|CT,

HE| LUNZ igroupOf| OHZIEHL|Ct

2 LUNZ igroupdi| DHESIH L3 EHAIS 2t=2SHHA|I2.

{E

—_

- AEE|X| 22AH 22| SSH HZ0|M CHE S HAYLICE

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A
—igroup VM-Host-Infra-01 —-lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 -lun-id O

VMware vSphere 6.7U1 7% &k}

o &!UHIM = FlexPod Express T80 VMware ESXi 6.7U12 A X|5t= XIS KtM|S| AHBIL|CEH APt 2t =2 E
T HEIZ| ESXi SAE 2717 T2H|X Y EL|C

VMware 220 ESXIE AX|5h= WHE2 2] 7kX[7}F QELICE 0] X0 M= Cisco UCS Manager0i| LIZEHEl KVM

&I JH O|E|0] 7|52 AHE3t0] | A EX] OIL|0{E JHE AHof it 2= LUNO| HZ3H= dHol|l ==
orEL|CH
=] .
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ESXi 6.7U1& Cisco AtEXt X|H O|0|X|E CHREERLICH
VMware ESXi AFEX} X[ M O|0|X|E CH2EZESHK| 2 E2 CHS HAE st CHREEE et=2 gL Ch

1. https://my.vmware.com/group/vmware/details?downloadGroup=OEM-ESXI67U1-CISCO&
productld=742[VMware vSphere St0|IHH}O|X(ESXi) 6.7U1.A &3 E S&lgfL|Ct
2. Off AFEXt DSt Y= 7t HRELICH "VMware.com" & &8 0| AZEY0{E CHRZERL L]

3. 1SO MY S C}RECE 8L}

Cisco UCS ManagerS & Z5HAAIQ

Cisco UCS IP KVMS2 ALE35tH 2t2|Xt7F 14 0|C|HE S8 0S MX[E A& 4= JYELICE IP KVMS Aldista{H
Cisco UCS 2tA0| 2 2I8Hof gtL|Ct,

Cisco UCS &tZof| 22151 H LIS HAH E S AI2.
1. ¢l HE}2KE Y1 Cisco UCS 2HAE] TAQ| P TAE 2iBtL|C} 0] EHA|0| A= Cisco UCS Manager

OHZ2[AI0|4S AIZFRILIC

2. HTMLO|A UCS Manager &3 3 E 22|35t HTML 5 UCS Manager GUIE A|ZfgiLICE
3. HOt QIZME a2t HIAIX|ZF LIEHLIH ZQ0|| w2t f2I5H A2,

4. H|A|X|7} LIEIL}H A2 XL O|EQ 2 adming YstD 22|Xt 4SS QadstL|Ct,

5. Cisco UCS Managerdll 21Q1st2{H 21018 Z2IgtL|C}.

6. 7|12 oM Z0l| A= MH E S=IBLCL

7. Servers > Service Profiles > root > VM-Host-Infra-01'S MEHEIL|C}.

8. VM-Host-Infra-012 ORA QEZ HEOR Z2[5t11 KVM ConsoleS ME{FL|CE.

9. BA|Z|= HAIX|of w2t Java 7|8 KVYM 2&S AgstL|Ct,
10. Servers > Service Profiles > root > VM-Host-Infra-02'S ME4StL|CE,

—_
—_

. VM-Host-Infra-02& OI1R2A QEXZ HEOZ Z2ISHL|Ct KVM 248 MEStL|CT
12. EA|E|= HA|X|Of @2} Java 7|8 KVM 2&8 AdlishL|C}.

VMware ESXi MX|E dAstL|Ct

ESXi @A E VM-Host-Infra-01 & VM-Host-Infra-02

0OS AX|E QI8 MHE FH|5I2{H ZH ESXi SAEN|AM CI2 CHAIE $3lSHMA| 2.

1. KVM &0ilM 714 O|C|0]E S=IgL|Ct

MM E Efstate HAIXIZF EAIEH ZRo| m2h 255}
JtAk 0jC|of & E2lst1 CD/DVD Y 2 MEighL|Ct.

o
ESXi MX| Zt2|X} 1ISO 0|O|X| ItY S A0} 0| 55t11 Opens 2=!IBtLICE.

N o o A~ w N
ik
>
10)
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https://my.vmware.com/group/vmware/details?downloadGroup=OEM-ESXI67U1-CISCO&productId=742
https://my.vmware.com/group/vmware/details?downloadGroup=OEM-ESXI67U1-CISCO&productId=742
https://www.vmware.com/

° ESXi * MX|
ESXi A E VM-Host-Infra-01 & VM-Host-Infra-02
SAEQ|SCSI £& 7hs LUNO|| VMware ESXiE HX|SHH 2t SAEO||A CFS BHAIE AU AL,

St MHE REIRLICE 221 OHZ 2HQlS CHA| 22I8tL|C}

—

1. Boot ServerS MEiSIT OKE

=

=

2. THEE Al ESXi AX| O|C|ofe] &
MEdStL|CE

2
N

&It XIS 2 AR ELICE A= 28 HwoAM ESXi 8X| Z2aHWS

3. Mx|Z20 27t 2R E = Enter 7|2 =2 XIS AlSTLICH

4. X|Z AHEXH AFSH AY(EULA)S 11 SOIELICE F11 7|5 521 S5t AlSeL|ct,

5. O|F0f| ESXig MA| C|AAZ MHEl LUNS MENSIT Enter 7|12 =21 AX|E A&EHLICH

6. MEst Xt i H S MEHS T Enter 7| +ELICH

7. RE A4S E U™ 9 RISt Enter 7|1E FELICH

8. MX| ZE M0 MESE CIATV} CHA| 2 EICHE Z10E BAIFLICE F11 7|18 52 XIE AlSeLct

9. MX|7} 22 E[™ Virtual Media &S MEist ESXi MX| 0|C|0 Eof| Q= P EAIE X[SLICEH of & S=IEL|Ct

(D) 4% Z=0o| ot ESXIZ MHE MRS ESXi 41| 0|0IXIS 04 sefor gLict,
10. MX|7} SH2E/B Enter 712 =2/ MHE XSS
11. Cisco UCS ManagerOi| Al ixi A1H|¢ T2 LS H| vMedia AH|A 2T HIZE10]| RISt HTTPE Sl
ESXi 4% 1SO7H Ot E=|X| Y2 $Lict.

ESXi A E0] Chigt 22| HIE/Z S 4F LIt

SAEE Z2|5H{™H 2 VMware SAEQ| Ciet 2| HERXIE F7t6H0F EL|CE VMware S A E0| CHoE 22|
HEYIE x5 f0fﬂ1‘l| Zt ESXi SAEOA CHS HHAIE 3Lt

ESXi A E VM-Host-Infra-01 & VM-Host-Infra-02

22| HEH o HMAY = JAEE 2 ESXi TAEE TSI H OHS HHAIE sASHUAL.

1. MH THEE0| bR E F F2 7|1E =2 A|ARS ALXt HolatL|Ct

2. rootE 219I5t0] i H{HHS E ot = EnterE =21 EAYLICE

3. ZHl 82 SMS MEYSt D Enter 7|1 € SELICH

4. ESXi & g3t E MEiStD Enter 7| € SELICtH

5. SSH &%t E MEHSED Enter 7|E SELICH

6. Esc 7|1E =21 2X 2 M KR SEYLIC

7. Configure Management Network M2 MEfstD Enter 7|12 FELICH

8. Network Adapters € ME{st Enter 7|1 S+ELICt

9. SIS0 2|05 HES| X7t EA| 0|5 HEQ| HS o UX|SH=X| ZlgfL|Ct.

-
©

Enter 7|2 +&LICI.
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1.
12
13,
14,
15.
16.
17. %
18.
19.

20.
21.
22.
23.
24,
25.
26.

27.
28.

Network Adapters

Select the adapters for this host’s default management network

connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Name Harduare Label (MAC Address) Status

vnnicO Site-01-vNIC-A (...00:8a:2e) Connected (...
Site-B1-vNIC-B (...00:0b:2e)

[ 1 vmnic2 Site-01-ISC... (...00:0a:3e) Connected (...

[ 1 vnnic3 Site-01-ISC... (...00:0b:3e) Connected (...

S N e Y

<D> View Details <Space> Toggle Selected <{Enter> 0K <Esc> Cancel

AT|O|AHME A0 HA IPv4 4 B S HEYI 718 SHS MEiEL(CH
=

MW ESXi 2 AEE 2[5t 2l IP FAE YR

Enter 7|2 2 IP +49| HA At

DNS 78 M2 MENSI Enter 7|

@IP

7|2 DNS M2l IP A5 {eiL|ct,

M A B DNS ME| IP ZAS Qafgtct,

mu mo

>

=
[

ofn

O Biotr|O2 DNS HEEL 502 @2{8lof BHLCt.

A
T

X

X Hm ESXi SAEQ| FQDNS &HEL|Ct

Enter 7|E =2 DNS &2 HE A& M EL|Ct.

EscE =21 Configure Management Network M| & ZZ2fL|C}.

22| HEQ 3 HAE E MEiSIH 22| HER AT SHIEA| =0 }=X] 251 Enter 7|
f

Enter 7|2 =2 HAEE A5t HAETL &2 5™ Enter 7|2 CHA| =&LICL RLF7
HESIL|CE,

Configure Management NetworkE CHA| ME{SIL Enter 7| € S+E&LICH

IPv6 718 M2 MEHSID Enter 7|2 SELICH
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29. AT{O|AHIE AF238}0] Disable IPv6 (restart required) S ME{SI D Enter 7|2 FSLILCL.

30. Esc 7|2 =2{ Configure Management Network 5t¢| Hl'wS ZS=2%fL|Ct.

31. Y E 52 HE A2 S &Qlst 1 ESXi SAEE MEERL|CH

VMware ESXi SAE VMkernel ZE vmk0 MAC 24 RiMX(MEH At

ESXi @A E VM-Host-Infra-01 % VM-Host-Infra-02

712HMOZ 22| VMkernel ZE vmk02| MAC A= 22| VMkernel ZE 7} HiX|El O|Hul ZE S| MAC =42t
SUSHL|C} ESXi SAEQ| 2EI LUNO| CHE MAC FAE 7t CHE Mol ChA| DHZIE| ™ ESXj A|AE 1AMO|
HAEEX| @b= e vmk0O| °*”5| MAC FAE FXISIEE MAC F4 0| YMeLICE vmk02] MAC FAE

219|9] VMware €& MAC FTAZ MANSIEH CFE THAIE £ESHAA L.

1. ESXi 22 M5 7|2 $HHO|M Ctrl-Alt-F12 =2 VMware 2& HZHZ QIE{H|0| A0 HM|ASILICEH UCSM
KVMOI|A Ctrl-Alt-F10| H& 0j3 2 Z20f| LIEFLICE.

2. REE 2OQIgL|CEL

=
=

LHSHIAIL. vmkO2 Management Network ZE
LIt

3. QIE{H|O|A vmk02| MIE SES E2{H esxcfg-vmknic -2
JE0|| Hoiof ZL|CE vmk02| IP FALL HIOIASE 7|24l

4. vmk02 H|AH3I2{H Lt HHES AetLCt.

esxcfg-vmknic —-d “Management Network”
5. 229 MAC F=AE AH8SH vmk0S CHA| F=715HH L2 BHE S YHetLCh

esxcfg-vmknic —-a -i <vmkO-ip> -n <vmkO-netmask> “Management Network””.
6. A2lol MAC FAE A3 vmk0O| CHA| FTHE[ R =X| heletL|Ct

esxcfg-vmknic -1

7. HHE QIEI|0|ANA 20252 H "exit"S UHELICE.
8. Ctrl-Alt-F2E =21 ESXi 2& 0| QE{H0|AZ SotZiL|Ct.
VMware SAE Z2[0|HEE AI2310] VMware ESXi SAEO0| 2218t |C}
ESXi ZAE VM-Host-Infra-01
VMware SAE Z2I0|HEE A28 VM-Host-Infra-01 ESXi SAE0| 2 101612{H CI2 HHAE $SHMA| L.

1. 22| QI AEO|MOf|N & HEIRXNE €1 VM-Host-Infra-01 22| IP =AZ 0| SEL|CT.
2. VMware SAE Z20|ME &€7| £ SalgtL|Ct.

3. AF2X} 0|20 rootE s},
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6. 0| Ity Ht=5t0] B ol HEtR X FO|Lt H0f| A VM-Host-Infra-020] 2 1Q1%fL|Ct.

VIC(Cisco Virtual Interface Card)E VMware =2}0|H AX|
CHS VMware VIC E20|H0f| CHet @ X201 HES CHR2E5H0] 22| Y IAH|0|Mo| &=2 St

* nenic E2I0|H H{F 1.0.25.0

ESXi= VM-Host-Infra-01 2! VM-Host-Infra-02S S AEISL|Ct

ESXi ZAE VM-Host-Infra-01 & VM-Host-Infra-020| VMware VIC E2}0|HHE AX|st2{™H CIS HAHIE
TUSHYAIL.

1. 2t SAE ZE0|HEM AEEZ|X|E MEARLICH.

. datastore12 OtRA QEZX ctx2 F2I61 71 RotH 7| 2 MEHSHL|CT,
C =
— =

2
3. HIO|Ef ME A HEIRKX oA HE =L
4

=

. CIREE3HVIC E2I0|He| HEE X2 0|5
11271332.zip= MEdBiL|C}.

St VMW-ESX-6.7.0-nenic-1.0.25.0-offline_bundle-

5. O|O|Ef M&E A HelX oM P2 E Z2lgL|Ct,

6. H7| £ 22I5l¢{ ot S datastore 10| HZ=2tL|Ct,

7. MU0 F ESXi SAE0N REF YR E[Q=X| SHolgtL|ct,

8. Zt SAEE QK| 22| ZEZ MSSL|CHOIE gl= ER)

9. M HF = putty E{0|'E0f|lA sshE Sdlf ZH ESXi SAE0| AZARLICH
10. 2E A4S E ARSI REEZ 2018 C}

. 2 SAEOM LIS BHES A&tLCt

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

12. HEEIO| bR E|H Zt SAEQ| SAE Z2I0|MEN 2018t QK| 22| ZEE ZFEHLC

VMkernel ZE 5! 7t&t AQ[X|E A LCH

ESXi A E VM-Host-Infra-01 % VM-Host-Infra-02

of
I
ra

[
o

ESXi SAEOAM VMkernel ZE 3! 7}AN AQ|X|E MAS S HHAE -G AIL.

1. SAE S20|QIE of AZOM HENY S Meisict,
2. 72| HollAf 7t A9I%| B MeBiLICt

3. vSwitch0S MEHSHL|C},
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- WYY &M MMM vmnic1S MBS 2 MEIZ HAIS 22/ CH
- vmnic12| &Ef7} 2 QIX| =telgtL|C,

- MY 2 S=ELC)

=2 =2Tg

© [0¢] ~ » ()] SN
Zz
)
om
L -+
0x
mjo
Jlok
al
ot
In
=]

10. 2Z0M HERZ 2 MEHSIL|CY
1. 7120 oM 7HA AQX| S MEHSHLICE,
12. iSciBootvSwitch £ MEHSHL|C}.

13 4% BE 8 Mz

[B i i = |

I}

14. MTUE 900022 HAL|CH

15. M& g 2Lt

16. VMkernel NIC §42 MEHBIL|CE,
17. vmk1 iSciBootPG £ AMEHStL|C},

18. MA Xl S MEHSHL|C].

-1

19. MTUE 90002 & HZSLICE
20. |Pv4 MH™ S 2tEbst IP £4AE UCS iSCSI-IP-Pool-A 2| §9| A2 HABILIC
@ Cisco UCS iSCSI IP = FAE Lo 5H= 2 < 1P F4 =2 YX|5IHH iSCSI VMkernel
ZEO| cHo st MEUlof| = THE IP FAE AH8SH= 20| E&LICL
21. N& g St
22, JMAE A
23. Add standard virtual A2|X|S ME{SHL|CE.
24. ySwitch Name0i| Ci$t iSciSciBootvSwitch-B2| 0|22 I23%tL|LCt.
25. MTUE 900022 MHIL|LC},
26. A3 1 EECHR HIFOIA vmnic3 2 MEfBLICE
27. 7t & S=lghct.
28. 7+2d| EollA VMkernel NIC HS ME{SL|CE,
29. Add VMkernel NIC & ME{SfL|Ct
30. iSciBootPG-B2| Mf ZE 1F 0|
31. 7t AQ|K| iSciSciBootvSwitch-B
32. MTUE 900022 MMEILICE VLAN IDE Y=stX| OYAIL.
=

33. IPv4 2Fof Chsl H= 2 MEdstn SMS eFso] 4 LHollM 4 S MEU DtAS S HISELICH
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35.
36.
37.
38.
39.

40.
41.
42.
43.

- THak AQI%X|9] A2 vSwitch0 MEHEl
45,
46.
47.
48,
49,
50.
51.
52,
53.

@ IP A Z=2 15| 9 H Cisco UCS iSCSI IP £ FAE M0l st= EL

=2 O
VMkernel ZEOf| CHall St AEUI0| Q= CHE IP FAE AFESH=

Mo g =gt

2Z0M HERZ S MESHCHS ZE OF B2 MESILICt

7124| 20| A VM NetworkE 0IRA QEX HEOZ Z2I8l10 Removes MEHSIL|CH
HHE 2E5ld ZE O8 MAE =gL|Ct

rx
m
=
Q't
-
=l

ZE OF 2| HEYZS O|
vSwitch00| MEHE|O] Q=X| &

%7t & 2215t0] IB-MGMT Network0f| CHgh WA S OHEIL|CE
I 2|0l A VMkernel NIC TS MEHSHL|CE,
Add VMkernel NICE S&2/8tL|LCt.

M ZE JE9| ZL VMotionS & StL|Ct.

A
7t2d HolM ZE OF F7IE
=

2
VLAN IDO]| '<vMotion-vlan-id>'S /2 8tL|C}.
MTUE 900022 HZAZLICE
A |Ppv4 H™ S MEHSID IPv4 H™ S S EEL|CE
ESXi SAE vMotion IP FA2t HiOtAIE A BtL|CH
vMotion AE{ TCP/IP AE{S MEHSIL|CE,
Services OF2{0i|A] vMotionS ME4BL|C},
WH 2 =g
Add VMkernel NICE 22!%fL|C}.

M ZE JZ20f| NFS_ShareZ |2igtL|C}.

- Tt AQIX|2] AR vSwitch0 MEHE S MEHBHLICE
55. 2

56.
57.
58.
59.
60.
61.

VLAN IDY| '<infra-nfs-vlan-id>'S /23gtL|C}
MTUZ 900022 HASIL|CL.

HH |pv4 4™ S MEiSHD IPv4 ™S

ESXi SAE QIEZtAERX NFS IP FA2t UIOIAIE AHBIL|CE

MH|AE HEHSHR| OFHA|2.

MM S Selgct
TtAk AQIK| EHS MEHSH CHS vSwitch0= MEHSILICE. vSwitchO VMkernel NIC2| &
S|

42 O3 olet /

AFSHOE
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= vawitchi

Bk Elsenirgs | @ Retust | ) Ao

re— ySwitchl
| 1 T Slandend ySelch
| |
Pen grouzs 4
] B i
Undiniz: &
; = viwtich Detalis = w3wlich topalogy
{35 L]
| g VM Netwark
Foits 281516798 aveistiz)
| VLANID %6
| Link giseavery Listen ' Cisoo discawery orofaool |COP) » \ruel Machines [2)
| etsrea e Tiless) S,
| BAT Ay TedBiTARE
| Bescon imernvel B LM
| = NIC teaming palicy
Motify swichas eg @ Moton
= S VLN D R
| Pl Frule hazed on oigingtrg part IC T
Reyersa policy Yes
| Falnack Yes
i {4 hFE Sham
| = Batusity policy
| WLAM 104
Al promifzcus mode e » Wsermel sz (1)
|
Bl foged Iransels e B 3 1216 A0 08
| |
Blow MAC changss Yeg
[ 3, Menagement Nebik
= I li i
i Enaping policy VAN D 18
Enabies ha + \Msemel 2oz (1)
WD ATERT

62. VMkernel NIC EHE

(3 localhost localdomain - Networking

MEHSI] T E 7h O{REE =elgfLict LIgE o’

Ef= Ot oflet H|=X3HoF LT

Port groups Virtual switches Physicatl NICs i VYMkernel MICs TCP/P stacks
B8 Add WMkernal NIC Edit settings | (@ Refresh | Acticn:

Mame v Portgroup w  TCF/IP stack w~ | Services

B vmkD ﬂ Management Network 22 Default TCP/IP stack Management

B vmict g iSceiBoatPG =t Default TCP!IP stack

1 Rt Q {SceiBootPG-B == Default TCF/IP stack

- R & MF&_Share =% Default TCP/IP stack

k4 ﬁ Viation == Default TCF/IF stack viVlotion

iSCSILCIE 225 ALt

ESXi A E VM-Host-Infra-01 & VM-Host-Infra-02

ESXi SAEO|AM iSCSI CtE HZE AHSt2{™H VM-Host-Infra-01 %! VM-Host-Infra-02& =

TAHSHHAI2.

1. 2t s AE SE0|HE| M

288

— 71

—

Q1% 9| Storage £ MEHEIL|CY

Firewall rules

(@ search
IPvd ad... « [IPv8 addresses o
172187, feB0:2253 b5 fallaleBd
192168, feliD 22305 fell ade/6d
1892.168.... felD;:250:56f febd. 1248
192 168.... feB0::250:56 feb5:28a4 . _
192.168.... fe80::250:56f feBc:2650. ..

5 items
&

o
Of
[
o
0o
il
X
i




2. 7120 BoilM {HE S SaletLicth

3. iSCSI 2L E2|0] O{HEIS MBS iSCSI 74 2 22ILCt.

{1 localhost.localdomaln - Storage

Dalastores Adapters Devices Persistent Memaory

Configure ISCS1 Software iSCS| B Rescan | (& Refresh | £F Actions

Mame ~ | Model
8 vmhbal Lewisbung SATA AHCI Controller
E ymhbafs iISCS! Software Adapter

Model 1SS Software Adapter

Diriver iscsi_vimk

SH tid or2HollM SH T =7HE SEIELL.

-

ISCSI_liff 01a IP AddressE = otCt.

N o o &

+4 NE & 2=l

( Q Search
“ Biatus ~ | Driver w
Unknown vrmw_ahci
Online ISCEL_vmk

2 ftems
4

iSCSI_liff 01b, iSCSI_liff 02a, iSCSI_liff 02b 52| IP TAE CA| YetL|Ct,
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&2 configure ISCS1 - ymhbak4

iSCEl enabled Disabled ® Enablsd

* Name & aliag 0. 1892-08 com. ciscoiucs-host 3

¢ CHAP authentication Do ot tse CHAP

b Mutual CHAP authentication Do not uss CHAR

b Advancad settings Click to expand

Metwork port bindings 8 Add port binding

Witkarned NIC w - Port group w  |Pwd addrass w

Mo port bindings

Static targets Add static targst ot Edit settings (Q Search )|
Targat ~ | Address ~ | Pont -
Iqn.1992-08. com. netappsn.eff200ve 3 182.168.124.3 3280
ign.1992-08 com_netapp-sn aff300:wvs 3 192 168 124 1 3260
gn. 1882-08. com.netappsn effdl0os 3 182.168.125.3 3280
ign.1992-08 . com.netappsn aff300wvs 3 192.158.125.1 3260
Dynarmic targets Add dynamic target (@ Search )
Address v | Port e
192.168.1241 3280
182 18B.125:1 3260
182.168.125.3 3280
| Save configuraiion | Cancs| |
)
2E "iscsi_lif" IP FA5 OB H NetApp 2E2|X| S{AH 22| QIEH 0|20 22915t "network interface

show" BHS HASYAIR.
() =257 A=2Ix oftiEE RSO ChAl ZARSH Chl2 BH chalol 7bElLIC
T4 Hlo|Ef TS OFREBLICE

ESXi A E VM-Host-Infra-01 & VM-Host-Infra-02

2o Ho|H MEHAE 02 ESt

i)

™ Z} ESXi R AEO0|M LtZ HHAIE "L CH

1. SAE S20|IE o4 Yol Y AE2|X| S MeyBict,
Jh20| KoM Hlo|E| KEA 2 Meystct,

7t2H ZoilM M HoIE M2 S MEoto] M O MEAE FIHELIC

M HIOIE XZ4 ChHet X0l A NFS G0 M4 Or2E & MEistD L & 22I8tLC}

A 0N
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1 Mew datastore

Select creation type

2 Provide NFS mount details
3 Ready to compleie

How would you like to create a datastore?

| Create new VWFS datastors
Add an extent 1o existing VMFS dalastore
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