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NetApp HCI 스토리지 관리

NetApp HCI 스토리지 관리 개요

NetApp HCI을 사용하면 NetApp 하이브리드 클라우드 제어를 통해 이러한 스토리지 자산을
관리할 수 있습니다.

• "사용자 계정을 만들고 관리합니다"

• "스토리지 클러스터를 추가하고 관리합니다"

• "볼륨 생성 및 관리"

• "볼륨 액세스 그룹을 생성하고 관리합니다"

• "이니시에이터를 생성 및 관리합니다"

• "볼륨 QoS 정책 생성 및 관리"

자세한 내용을 확인하십시오

• "SolidFire 및 Element 12.2 문서 센터"

• "vCenter Server용 NetApp Element 플러그인"

NetApp 하이브리드 클라우드 제어를 사용하여 사용자 계정을 만들고
관리합니다

Element 기반 스토리지 시스템에서 권한 있는 클러스터 사용자를 생성하여 "관리자" 또는 "읽기
전용" 사용자에게 부여할 사용 권한에 따라 NetApp 하이브리드 클라우드 제어에 대한 로그인
액세스를 허용할 수 있습니다. 클러스터 사용자 외에도 볼륨 계정이 있어 클라이언트가 스토리지
노드의 볼륨에 연결할 수 있습니다. 

다음 유형의 계정을 관리합니다.

• 권한 있는 클러스터 계정을 관리합니다

• 볼륨 계정 관리

LDAP를 활성화합니다

모든 사용자 계정에 LDAP를 사용하려면 먼저 LDAP를 활성화해야 합니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 옵션 아이콘을 선택하고 * 사용자 관리 * 를 선택합니다.

3. 사용자 페이지에서 * LDAP 구성 * 을 선택합니다.

4. LDAP 구성을 정의합니다.
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5. Search and Bind 또는 Direct Bind의 인증 유형을 선택합니다.

6. 변경 사항을 저장하기 전에 페이지 맨 위에서 * LDAP 로그인 테스트 * 를 선택하고, 이미 있는 사용자의 사용자
이름과 암호를 입력한 다음 * 테스트 * 를 선택합니다.

7. 저장 * 을 선택합니다.

권한 있는 클러스터 계정을 관리합니다

"권한 있는 사용자 계정" NetApp 하이브리드 클라우드 제어의 오른쪽 상단 메뉴에서 사용자 관리 옵션을 통해
관리됩니다. 이러한 유형의 계정을 사용하면 노드 및 클러스터의 NetApp 하이브리드 클라우드 제어 인스턴스와 연결된
스토리지 자산에 대해 인증을 받을 수 있습니다. 이 계정을 사용하면 모든 클러스터에서 볼륨, 계정, 액세스 그룹 등을
관리할 수 있습니다.

권한 있는 클러스터 계정을 생성합니다

NetApp 하이브리드 클라우드 제어를 사용하여 계정을 생성할 수 있습니다.

이 계정을 사용하여 하이브리드 클라우드 제어, 클러스터의 노드별 UI 및 NetApp Element 소프트웨어의 스토리지
클러스터에 로그인할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 옵션 아이콘을 선택한 다음 * 사용자 관리 * 를 선택합니다.

3. 사용자 생성 * 을 선택합니다.

4. 클러스터 또는 LDAP의 인증 유형을 선택합니다.

5. 다음 중 하나를 완료합니다.

◦ LDAP를 선택한 경우 DN을 입력합니다.

LDAP를 사용하려면 먼저 LDAP 또는 LDAPS를 활성화해야 합니다. 을 LDAP를
활성화합니다참조하십시오.

◦ 인증 유형으로 클러스터 를 선택한 경우 새 계정의 이름과 암호를 입력합니다.

6. 관리자 또는 읽기 전용 권한을 선택합니다.

NetApp Element 소프트웨어에서 권한을 보려면 * 기존 권한 표시 * 를 선택합니다. 이러한 권한의
하위 집합을 선택하면 계정에 읽기 전용 권한이 할당됩니다. 모든 기존 권한을 선택하면 계정에
관리자 권한이 할당됩니다.

그룹의 모든 하위 구성원이 사용 권한을 상속하도록 하려면 LDAP 서버에 DN 조직 관리 그룹을
만듭니다. 해당 그룹의 모든 하위 계정은 해당 권한을 상속합니다.

7. "NetApp 최종 사용자 라이센스 계약을 읽고 동의합니다."를 나타내는 상자를 선택합니다.

8. 사용자 생성 * 을 선택합니다.
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권한 있는 클러스터 계정을 편집합니다

NetApp 하이브리드 클라우드 제어를 사용하여 사용자 계정의 사용 권한이나 암호를 변경할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 아이콘을 선택하고 * 사용자 관리 * 를 선택합니다.

3. 선택적으로 * Cluster *, * LDAP * 또는 * IDP * 를 선택하여 사용자 계정 목록을 필터링합니다.

스토리지 클러스터에서 LDAP를 사용하여 사용자를 구성한 경우 해당 계정에 "LDAP"의 사용자 유형이 표시됩니다.

스토리지 클러스터에서 사용자를 IDP로 구성한 경우 해당 계정의 사용자 유형이 "IDP"로 표시됩니다.

4. 테이블의 * Actions * 열에서 계정 메뉴를 확장하고 * Edit * 를 선택합니다.

5. 필요에 따라 변경합니다.

6. 저장 * 을 선택합니다.

7. NetApp 하이브리드 클라우드 제어에서 로그아웃

8. "자격 증명을 업데이트합니다" NetApp 하이브리드 클라우드 제어 API를 사용하는 권한 있는 클러스터 자산의 경우

NetApp 하이브리드 클라우드 제어 UI에서 재고를 업데이트하는 데 최대 15분이 걸릴 수 있습니다.

인벤토리를 수동으로 업데이트하려면 REST API UI 인벤토리 서비스에 액세스하여

https://<ManagementNodeIP>/inventory/1/ GET /installations/{id}

클러스터에 대해 실행합니다.

9. NetApp 하이브리드 클라우드 제어에 로그인

권한 있는 사용자 계정을 삭제합니다

더 이상 필요하지 않은 계정을 하나 이상 삭제할 수 있습니다. LDAP 사용자 계정을 삭제할 수 있습니다.

권한 있는 클러스터에 대한 기본 관리자 사용자 계정은 삭제할 수 없습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 아이콘을 선택하고 * 사용자 관리 * 를 선택합니다.

3. 사용자 테이블의 * 작업 * 열에서 계정 메뉴를 확장하고 * 삭제 * 를 선택합니다.

4. 예 * 를 선택하여 삭제를 확인합니다.

볼륨 계정 관리

"볼륨 계정" NetApp 하이브리드 클라우드 제어 볼륨 표 내에서 관리됩니다. 이러한 계정은 생성된 스토리지
클러스터에만 한정됩니다. 이러한 유형의 계정을 사용하면 네트워크 전체의 볼륨에 대한 권한을 설정할 수 있지만,

이러한 볼륨 외부에는 영향을 미치지 않습니다.

볼륨 계정에는 할당된 볼륨에 액세스하는 데 필요한 CHAP 인증이 포함되어 있습니다.
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볼륨 계정을 생성합니다

이 볼륨에 해당하는 계정을 생성합니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 * Storage * > * Volumes * 를 선택합니다.

3. Accounts * 탭을 선택합니다.

4. 계정 만들기 * 버튼을 선택합니다.

5. 새 계정의 이름을 입력합니다.

6. CHAP 설정 섹션에서 다음 정보를 입력합니다.

◦ CHAP 노드 세션 인증을 위한 이니시에이터 암호

◦ CHAP 노드 세션 인증을 위한 타겟 암호

두 암호를 자동으로 생성하려면 자격 증명 필드를 비워 둡니다.

7. 계정 만들기 * 를 선택합니다.

볼륨 계정을 편집합니다

CHAP 정보를 변경하고 계정이 활성 상태인지 또는 잠겨 있는지 여부를 변경할 수 있습니다.

관리 노드와 연결된 계정을 삭제하거나 잠그면 관리 노드에 액세스할 수 없게 됩니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 * Storage * > * Volumes * 를 선택합니다.

3. Accounts * 탭을 선택합니다.

4. 테이블의 * Actions * 열에서 계정 메뉴를 확장하고 * Edit * 를 선택합니다.

5. 필요에 따라 변경합니다.

6. 예 * 를 선택하여 변경 사항을 확인합니다.

볼륨 계정을 삭제합니다

더 이상 필요하지 않은 계정을 삭제합니다.

볼륨 계정을 삭제하기 전에 먼저 계정과 연결된 볼륨을 삭제하고 제거하십시오.

관리 노드와 연결된 계정을 삭제하거나 잠그면 관리 노드에 액세스할 수 없게 됩니다.
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관리 서비스와 연결된 영구 볼륨은 설치 또는 업그레이드 중에 새 계정에 할당됩니다. 영구 볼륨을
사용하는 경우 볼륨이나 연결된 계정을 수정하거나 삭제하지 마십시오. 이러한 계정을 삭제하면 관리
노드를 사용할 수 없게 될 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 * Storage * > * Volumes * 를 선택합니다.

3. Accounts * 탭을 선택합니다.

4. 테이블의 * Actions * 열에서 계정 메뉴를 확장하고 * Delete * 를 선택합니다.

5. 예 * 를 선택하여 삭제를 확인합니다.

자세한 내용을 확인하십시오

• "어카운트에 대해 알아보십시오"

• "사용자 계정 작업"

• "vCenter Server용 NetApp Element 플러그인"

NetApp 하이브리드 클라우드 제어를 사용하여 스토리지 클러스터를
추가하고 관리합니다

NetApp 하이브리드 클라우드 제어(HCC)를 사용하여 관리할 수 있도록 스토리지 클러스터를
관리 노드 자산 인벤토리에 추가할 수 있습니다. 시스템 설치 중에 처음 추가된 스토리지
클러스터가 기본값이지만 "권한 있는 스토리지 클러스터"HCC UI를 사용하여 클러스터를 추가할
수 있습니다.

스토리지 클러스터를 추가한 후에는 HCC를 사용하여 더 이상 관리할 필요가 없는 경우 클러스터 성능을 모니터링하고,

관리 자산의 스토리지 클러스터 자격 증명을 변경하거나, 관리 노드 자산 인벤토리에서 스토리지 클러스터를 제거할 수
있습니다.

Element 12.2부터 기능 옵션을 사용하여 스토리지 클러스터 노드에 대한 유지보수 모드를 활성화 및 비활성화할 수
"유지보수 모드"있습니다.

필요한 것

• * 클러스터 관리자 권한 * : 에 대한 관리자 권한이 "권한 있는 스토리지 클러스터"있습니다. 권한 있는 클러스터는
시스템 설치 중에 관리 노드 인벤토리에 추가된 첫 번째 클러스터입니다.

• Element 소프트웨어 *: 스토리지 클러스터 버전이 NetApp Element 소프트웨어 11.3 이상을 실행하고 있습니다.

• * 관리 노드 *: 11.3 버전 이상을 실행하는 관리 노드를 배포했습니다.

• * 관리 서비스 *: 관리 서비스 번들을 버전 2.17 이상으로 업데이트했습니다.

옵션

• 스토리지 클러스터를 추가합니다

• 스토리지 클러스터 상태를 확인합니다
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• 스토리지 클러스터 자격 증명을 편집합니다

• 스토리지 클러스터를 제거합니다

• 유지보수 모드를 설정 및 해제합니다

스토리지 클러스터를 추가합니다

NetApp 하이브리드 클라우드 제어를 사용하여 스토리지 클러스터를 관리 노드 자산 인벤토리에 추가할 수 있습니다.

이를 통해 HCC UI를 사용하여 클러스터를 관리하고 모니터링할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 신뢰할 수 있는 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 옵션 메뉴를 선택하고 * 구성 * 을 선택합니다.

3. Storage Clusters * 창에서 * Storage Cluster Details * 를 선택합니다.

4. Add Storage Cluster * 를 선택합니다.

5. 다음 정보를 입력합니다.

◦ 스토리지 클러스터 관리 가상 IP 주소입니다

현재 관리 노드에서 관리되지 않는 원격 스토리지 클러스터만 추가할 수 있습니다.

◦ 스토리지 클러스터 사용자 이름 및 암호

6. 추가 * 를 선택합니다.

스토리지 클러스터를 추가하면 클러스터 인벤토리가 새로 고쳐집니다. 새로 추가된 항목을 표시하는
데 최대 15분이 걸릴 수 있습니다. 변경 내용을 보려면 브라우저에서 페이지를 새로 고쳐야 할 수
있습니다.

7. Element ESDS 클러스터를 추가하는 경우 SSH 개인 키와 SSH 사용자 계정을 입력하거나 업로드합니다.

스토리지 클러스터 상태를 확인합니다

NetApp 하이브리드 클라우드 제어 UI를 사용하여 스토리지 클러스터 자산의 연결 상태를 모니터링할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 신뢰할 수 있는 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 옵션 메뉴를 선택하고 * 구성 * 을 선택합니다.

3. 인벤토리에서 스토리지 클러스터의 상태를 검토합니다.

4. Storage Clusters * 창에서 * Storage Cluster Details * 를 선택하여 자세한 내용을 확인하십시오.

스토리지 클러스터 자격 증명을 편집합니다

NetApp 하이브리드 클라우드 제어 UI를 사용하여 스토리지 클러스터의 관리자 사용자 이름 및 암호를 편집할 수
있습니다.
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단계

1. NetApp 하이브리드 클라우드 제어에 신뢰할 수 있는 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 옵션 메뉴를 선택하고 * 구성 * 을 선택합니다.

3. Storage Clusters * 창에서 * Storage Cluster Details * 를 선택합니다.

4. 클러스터의 * Actions * 메뉴를 선택하고 * Edit Cluster Credentials * 를 선택합니다.

5. 스토리지 클러스터 사용자 이름 및 암호를 업데이트합니다.

6. 저장 * 을 선택합니다.

스토리지 클러스터를 제거합니다

NetApp 하이브리드 클라우드 제어에서 스토리지 클러스터를 제거하면 관리 노드 인벤토리에서 클러스터가 제거됩니다.

스토리지 클러스터를 제거한 후에는 HCC에서 클러스터를 더 이상 관리할 수 없으며 해당 관리 IP 주소로 직접 이동하여
클러스터에 액세스할 수 있습니다.

인벤토리에서 권한 있는 클러스터를 제거할 수 없습니다. 권한 있는 클러스터를 확인하려면 * 사용자
관리 > 사용자 * 로 이동하십시오. 권한 있는 클러스터는 * 사용자 * 제목 옆에 나열됩니다.

단계

1. NetApp 하이브리드 클라우드 제어에 신뢰할 수 있는 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 오른쪽 상단의 옵션 메뉴를 선택하고 * 구성 * 을 선택합니다.

3. Storage Clusters * 창에서 * Storage Cluster Details * 를 선택합니다.

4. 클러스터의 * Actions * 메뉴를 선택하고 * Remove Storage Cluster * 를 선택합니다.

Yes * NEXT를 선택하면 클러스터에서 설치가 제거됩니다.

5. 예 * 를 선택합니다.

유지보수 모드를 설정 및 해제합니다

이 "유지보수 모드" 기능 옵션을 사용하면 스토리지 클러스터 노드에 대한 유지보수 모드 및 사용 안 함 유지보수 모드를
제공할 수 활성화있습니다.

필요한 것

• Element 소프트웨어 *: 스토리지 클러스터 버전이 NetApp Element 소프트웨어 12.2 이상을 실행하고 있습니다.

• * 관리 노드 *: 12.2 버전 이상을 실행하는 관리 노드를 배포했습니다.

• * 관리 서비스 *: 관리 서비스 번들을 버전 2.19 이상으로 업데이트했습니다.

• 관리자 수준에서 로그인할 수 있는 액세스 권한이 있습니다.

 유지보수 모드를 활성화합니다

다음 절차를 사용하여 스토리지 클러스터 노드에 대한 유지보수 모드를 설정할 수 있습니다.
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한 번에 하나의 노드만 유지보수 모드에 있을 수 있습니다.

단계

1. 웹 브라우저에서 관리 노드의 IP 주소를 엽니다. 예를 들면 다음과 같습니다.

https://<ManagementNodeIP>

2. NetApp 하이브리드 클라우드 제어에 NetApp HCI 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

유지보수 모드 기능 옵션은 읽기 전용 수준에서 비활성화됩니다.

3. 왼쪽 탐색 파란색 상자에서 NetApp HCI 설치를 선택합니다.

4. 왼쪽 탐색 창에서 * 노드 * 를 선택합니다.

5. 저장소 인벤토리 정보를 보려면 * 저장소 * 를 선택합니다.

6. 스토리지 노드에서 유지보수 모드 설정:

스토리지 노드 테이블은 사용자가 시작하지 않은 작업에 대해 2분마다 자동으로 업데이트됩니다.

작업을 수행하기 전에 노드 테이블의 오른쪽 위에 있는 새로 고침 아이콘을 사용하여 노드 테이블을
새로 고칠 수 있습니다.

[유지보수 모드를 활성화합니다]

a. Actions * 에서 * Enable Maintenance Mode * 를 선택합니다.

유지보수 모드 * 가 활성화되어 있는 동안에는 선택한 노드 및 동일한 클러스터의 다른 모든 노드에 대해
유지보수 모드 작업을 수행할 수 없습니다.

유지보수 모드 * 활성화 * 가 완료된 후 * 노드 상태 * 열에는 유지보수 모드에 있는 노드에 대해 렌치 아이콘과 " *

유지보수 모드 * " 텍스트가 표시됩니다.

 유지 관리 모드를 비활성화합니다

노드가 유지보수 모드로 성공적으로 배치되면 이 노드에 대해 * 유지보수 모드 비활성화 * 작업을 사용할 수 있습니다.

유지 관리를 진행 중인 노드에서 유지보수 모드가 성공적으로 비활성화될 때까지 다른 노드의 작업을 사용할 수
없습니다.

단계

1. 유지보수 모드의 노드에 대해 * Actions * 에서 * Disable Maintenance Mode * 를 선택합니다.

유지보수 모드 * 가 비활성화되어 있는 동안에는 선택한 노드 및 동일한 클러스터의 다른 모든 노드에 대해 유지보수
모드 작업을 수행할 수 없습니다.

유지 관리 모드 * 비활성화 * 가 완료되면 * 노드 상태 * 열에 * 활성 * 이 표시됩니다.
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노드가 유지보수 모드일 때는 새 데이터를 허용하지 않습니다. 따라서 노드가 유지보수 모드를
종료하기 전에 데이터를 백업해야 하므로 유지보수 모드를 비활성화하는 데 시간이 더 오래 걸릴 수
있습니다. 유지보수 모드에서 오래 사용할 경우 유지보수 모드를 사용하지 않는 데 더 오래 걸릴 수
있습니다.

문제 해결

유지보수 모드를 활성화하거나 비활성화할 때 오류가 발생하면 노드 테이블 상단에 배너 오류가 표시됩니다. 오류에
대한 자세한 내용을 보려면 배너에 제공된 * 세부 정보 표시 * 링크를 선택하여 API가 반환하는 내용을 표시할 수
있습니다.

자세한 내용을 확인하십시오

• "스토리지 클러스터 자산을 생성하고 관리합니다"

NetApp 하이브리드 클라우드 제어를 사용하여 볼륨 생성 및 관리

볼륨을 생성하고 해당 볼륨을 지정된 계정에 연결할 수 있습니다. 볼륨과 계정을 연결하면 iSCSI

초기자 및 CHAP 자격 증명을 통해 계정에 볼륨에 액세스할 수 있습니다.

생성 중에 볼륨의 QoS 설정을 지정할 수 있습니다.

NetApp 하이브리드 클라우드 제어에서 볼륨을 관리하는 방법은 다음과 같습니다.

• 볼륨을 생성합니다

• 볼륨에 QoS 정책을 적용합니다

• 볼륨을 편집합니다

• 클론 볼륨

• 볼륨을 삭제합니다

• 삭제된 볼륨을 복원합니다

• 삭제된 볼륨을 제거합니다

볼륨을 생성합니다

NetApp 하이브리드 클라우드 제어를 사용하여 스토리지 볼륨을 생성할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 탭을 선택합니다.

[HCC 볼륨 페이지 > 개요 탭 이미지] | hcc_volumes_overview_active.png

4. Create Volume * 을 선택합니다.
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5. 새 볼륨의 이름을 입력합니다.

6. 볼륨의 총 크기를 입력합니다.

기본 볼륨 크기 선택은 GB입니다. GB 또는 GiB 단위로 측정된 크기를 사용하여 볼륨을 생성할 수
있습니다. 1GB = 1,000,000바이트 1GiB = 1 073 741 824바이트

7. 볼륨의 블록 크기를 선택합니다.

8. 계정 목록에서 볼륨에 액세스할 수 있는 계정을 선택합니다.

계정이 없는 경우 * 새 계정 생성 * 을 선택하고 새 계정 이름을 입력한 다음 * 생성 * 을 선택합니다. 계정이 생성되고
새 볼륨과 연결됩니다.

계정이 50개를 초과하는 경우 목록이 나타나지 않습니다. 입력을 시작하면 자동 완성 기능이
사용자가 선택할 수 있는 값을 표시합니다.

9. 서비스 품질을 설정하려면 다음 중 하나를 수행합니다.

a. 기존 QoS 정책을 선택합니다.

b. QoS Settings에서 IOPS에 대해 사용자 지정된 최소, 최대, 버스트 값을 설정하거나 기본 QoS 값을
사용합니다.

최대 또는 버스트 IOPS 값이 20,000 IOPS 이상인 볼륨은 단일 볼륨에서 이러한 IOPS 수준을 달성하기 위해
큐 길이가 크거나 여러 세션이 필요할 수 있습니다.

10. Create Volume * 을 선택합니다.

볼륨에 QoS 정책을 적용합니다

NetApp 하이브리드 클라우드 제어를 사용하여 기존 스토리지 볼륨에 QoS 정책을 적용할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 를 선택합니다.

4. 볼륨 테이블의 * Actions * 열에서 볼륨 메뉴를 확장하고 * Edit * 를 선택합니다.

5. 다음 중 하나를 수행하여 서비스 품질을 변경합니다.

a. 기존 정책을 선택합니다.

b. 사용자 지정 설정 에서 IOPS의 최소, 최대 및 버스트 값을 설정하거나 기본값을 사용합니다.

볼륨에 QoS 정책을 사용하는 경우 사용자 지정 QoS를 설정하여 볼륨에 대한 QoS 정책 가입을
제거할 수 있습니다. 사용자 지정 QoS는 볼륨 QoS 설정에 대한 QoS 정책 값을 재정의합니다.

10



IOPS 값을 변경하면 수십 또는 수백 단위로 증가합니다. 입력 값에는 유효한 정수가 필요합니다.

매우 높은 버스트 값으로 볼륨을 구성합니다. 따라서 시스템에서 가끔 발생하는 대규모 블록, 순차적
워크로드를 더 빠르게 처리하는 동시에 볼륨에 대해 일관된 IOPS를 유지할 수 있습니다.

6. 저장 * 을 선택합니다.

볼륨을 편집합니다

NetApp 하이브리드 클라우드 제어를 사용하면 QoS 값, 볼륨 크기, 바이트 값이 계산되는 측정 단위 등과 같은 볼륨
특성을 편집할 수 있습니다. 복제 사용에 대한 계정 액세스를 수정하거나 볼륨에 대한 액세스를 제한할 수도 있습니다.

이 작업에 대해

다음 조건에서 클러스터에 공간이 충분할 때 볼륨 크기를 조정할 수 있습니다.

• 정상 작동 조건.

• 볼륨 오류 또는 오류가 보고됩니다.

• 볼륨을 클론 복제 중입니다.

• 볼륨이 재동기화 중입니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 를 선택합니다.

4. 볼륨 테이블의 * Actions * 열에서 볼륨 메뉴를 확장하고 * Edit * 를 선택합니다.

5. 필요에 따라 변경합니다.

a. 볼륨의 총 크기를 변경합니다.

볼륨 크기를 늘릴 수 있지만 줄일 수는 없습니다. 단일 크기 조정 작업에서만 볼륨 크기를 조정할
수 있습니다. 가비지 수집 작업 및 소프트웨어 업그레이드로 크기 조정 작업이 중단되지
않습니다.

복제를 위해 볼륨 크기를 조정하는 경우 먼저 복제 대상으로 할당된 볼륨의 크기를 늘립니다.

그런 다음 소스 볼륨의 크기를 조정할 수 있습니다. 타겟 볼륨의 크기는 소스 볼륨과 같거나 더
클 수 있지만 크기는 작을 수 없습니다.

기본 볼륨 크기 선택은 GB입니다. GB 또는 GiB 단위로 측정된 크기를 사용하여 볼륨을 생성할
수 있습니다. 1GB = 1,000,000바이트 1GiB = 1 073 741 824바이트

b. 다른 계정 액세스 수준 선택:

▪ 읽기 전용

▪ 읽기/쓰기

▪ 잠금
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▪ 복제 타겟

c. 볼륨에 액세스할 수 있는 계정을 선택합니다.

입력을 시작하면 자동 완성 기능에 선택 가능한 값이 표시됩니다.

계정이 없는 경우 * 새 계정 생성 * 을 선택하고 새 계정 이름을 입력한 다음 * 생성 * 을 선택합니다. 계정이
생성되어 기존 볼륨과 연결됩니다.

d. 다음 중 하나를 수행하여 서비스 품질을 변경합니다.

i. 기존 정책을 선택합니다.

ii. 사용자 지정 설정 에서 IOPS의 최소, 최대 및 버스트 값을 설정하거나 기본값을 사용합니다.

볼륨에 QoS 정책을 사용하는 경우 사용자 지정 QoS를 설정하여 볼륨에 대한 QoS 정책
가입을 제거할 수 있습니다. 사용자 지정 QoS는 볼륨 QoS 설정에 대한 QoS 정책 값을
재정의합니다.

IOPS 값을 변경할 때는 수십 또는 수백 단위로 증분해야 합니다. 입력 값에는 유효한 정수가
필요합니다. 매우 높은 버스트 값으로 볼륨을 구성합니다. 따라서 시스템에서 가끔 발생하는 대규모
블록, 순차적 워크로드를 더 빠르게 처리하는 동시에 볼륨에 대해 일관된 IOPS를 유지할 수
있습니다.

6. 저장 * 을 선택합니다.

클론 볼륨

단일 스토리지 볼륨의 클론을 생성하거나 볼륨 그룹을 클론 복제하여 데이터의 시점 복사본을 만들 수 있습니다. 볼륨을
클론하면 시스템에서 볼륨의 스냅샷을 생성한 다음 스냅샷이 참조하는 데이터의 복제본을 생성합니다.

필요한 것

• 하나 이상의 클러스터를 추가하고 실행해야 합니다.

• 하나 이상의 볼륨이 생성되었습니다.

• 사용자 계정이 생성되었습니다.

• 프로비저닝되지 않은 사용 가능한 공간은 볼륨 크기보다 크거나 같아야 합니다.

이 작업에 대해

클러스터는 한 번에 볼륨당 최대 2개의 클론 요청을 실행하고 한 번에 최대 8개의 활성 볼륨 클론 작업을 지원합니다.

이러한 제한을 초과하는 요청은 나중에 처리할 수 있도록 대기열에 추가됩니다.

볼륨 클론 복제는 비동기 프로세스이며, 프로세스에 필요한 시간은 클론 복제할 볼륨의 크기와 현재 클러스터 로드에
따라 달라집니다.

클론 복제된 볼륨은 소스 볼륨에서 볼륨 액세스 그룹 구성원 자격을 상속하지 않습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.
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2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 탭을 선택합니다.

4. 복제할 각 볼륨을 선택하고 나타나는 * Clone * 버튼을 선택합니다.

5. 다음 중 하나를 수행합니다.

◦ 단일 볼륨을 클론하려면 다음 단계를 수행하십시오.

i. Clone Volume * 대화 상자에서 볼륨 클론의 볼륨 이름을 입력합니다.

이름 지정 모범 사례를 설명합니다. 이 기능은 사용자 환경에서 여러 클러스터 또는 vCenter

Server를 사용하는 경우에 특히 중요합니다.

ii. 계정 액세스 수준 선택:

▪ 읽기 전용

▪ 읽기/쓰기

▪ 잠금

▪ 복제 타겟

iii. 볼륨 클론의 크기를 GB 또는 GiB 단위로 선택합니다.

클론의 볼륨 크기를 늘리면 새 볼륨의 끝에 추가 여유 공간이 있는 새 볼륨이 됩니다. 볼륨
사용 방법에 따라 파티션을 확장하거나 사용 가능한 공간에 새 파티션을 만들어야 사용할 수
있습니다.

iv. 볼륨 클론과 연결할 계정을 선택합니다.

계정이 없는 경우 * 새 계정 생성 * 을 선택하고 새 계정 이름을 입력한 다음 * 생성 * 을 선택합니다. 계정이
생성되고 볼륨과 연결됩니다.

v. Clone Volumes * 를 선택합니다.

◦ 여러 볼륨을 클론하려면 다음 단계를 수행하십시오.

i. Clone Volumes * 대화 상자의 * New Volume Name Prefix * 필드에 볼륨 클론에 대한 접두사를
입력합니다.

ii. 볼륨 클론에 대한 새 액세스 유형을 선택하거나 활성 볼륨에서 액세스 유형을 복사합니다.

iii. 볼륨 클론과 연결할 새 계정을 선택하거나 활성 볼륨에서 계정 연결을 복사합니다.

iv. Clone Volumes * 를 선택합니다.

클론 복제 작업을 완료하는 데 걸리는 시간은 볼륨 크기 및 현재 클러스터 로드의 영향을 받습니다.

복제된 볼륨이 볼륨 목록에 나타나지 않으면 페이지를 새로 고칩니다.

볼륨을 삭제합니다

Element 스토리지 클러스터에서 하나 이상의 볼륨을 삭제할 수 있습니다.

이 작업에 대해
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시스템에서 삭제된 볼륨을 즉시 제거하지 않으며 약 8시간 동안 사용할 수 있습니다. 8시간 후, 이 두 개는 제거되며 더
이상 사용할 수 없습니다. 시스템이 볼륨을 제거하기 전에 볼륨을 복원하면 볼륨이 다시 온라인 상태가 되고 iSCSI

연결이 복원됩니다.

스냅샷을 생성하는 데 사용된 볼륨이 삭제되면 연결된 스냅샷이 비활성화됩니다. 삭제된 소스 볼륨이 제거되면 연결된
비활성 스냅샷도 시스템에서 제거됩니다.

설치 또는 업그레이드 중에 관리 서비스와 연결된 영구 볼륨이 생성되고 새 계정에 할당됩니다. 영구
볼륨을 사용하는 경우 볼륨이나 연결된 계정을 수정하거나 삭제하지 마십시오. 이러한 볼륨을 삭제하면
관리 노드를 사용할 수 없게 될 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 를 선택합니다.

4. 삭제할 볼륨을 하나 이상 선택합니다.

5. 다음 중 하나를 수행합니다.

◦ 여러 볼륨을 선택한 경우 표 맨 위에서 * Delete * 빠른 필터를 선택합니다.

◦ 단일 볼륨을 선택한 경우 Volumes 테이블의 * Actions * 열에서 볼륨의 메뉴를 확장하고 * Delete * 를
선택합니다.

6. Yes * 를 선택하여 삭제를 확인합니다.

삭제된 볼륨을 복원합니다

스토리지 볼륨이 삭제된 후에도 8시간 전에 삭제하면 계속 복원할 수 있습니다.

시스템에서 삭제된 볼륨을 즉시 제거하지 않으며 약 8시간 동안 사용할 수 있습니다. 8시간 후, 이 두 개는 제거되며 더
이상 사용할 수 없습니다. 시스템이 볼륨을 제거하기 전에 볼륨을 복원하면 볼륨이 다시 온라인 상태가 되고 iSCSI

연결이 복원됩니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 를 선택합니다.

4. DELETED * 를 선택합니다.

5. Volumes 테이블의 * Actions * 열에서 볼륨 메뉴를 확장하고 * Restore * 를 선택합니다.

6. Yes * 를 선택하여 프로세스를 확인합니다.

삭제된 볼륨을 제거합니다

스토리지 볼륨을 삭제한 후 약 8시간 동안 사용할 수 있습니다. 8시간이 지나면 자동으로 제거되며 더 이상 사용할 수
없습니다. 8시간을 기다리지 않으려면 를 삭제할 수 있습니다
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단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * > * 개요 * 를 선택합니다.

4. DELETED * 를 선택합니다.

5. 제거할 볼륨을 하나 이상 선택합니다.

6. 다음 중 하나를 수행합니다.

◦ 볼륨을 여러 개 선택한 경우 테이블 상단에서 * Purge * 빠른 필터를 선택합니다.

◦ 단일 볼륨을 선택한 경우 Volumes 테이블의 * Actions * 열에서 볼륨 메뉴를 확장하고 * Purge * 를
선택합니다.

7. Volumes 테이블의 * Actions * 열에서 볼륨의 메뉴를 확장하고 * Purge * 를 선택합니다.

8. Yes * 를 선택하여 프로세스를 확인합니다.

자세한 내용을 확인하십시오

• "볼륨에 대해 알아보십시오"

• "볼륨 작업"

• "vCenter Server용 NetApp Element 플러그인"

볼륨 액세스 그룹을 생성하고 관리합니다

NetApp 하이브리드 클라우드 제어를 사용하여 새 볼륨 액세스 그룹을 생성하거나 이름, 연결된
이니시에이터 또는 액세스 그룹의 관련 볼륨을 변경하거나 기존 볼륨 액세스 그룹을 삭제할 수
있습니다.

필요한 것

• 이 NetApp HCI 시스템에 대한 관리자 자격 증명이 있습니다.

• 관리 서비스를 최소 버전 2.15.28로 업그레이드했습니다. NetApp 하이브리드 클라우드 제어 스토리지 관리는 이전
서비스 번들 버전에서 사용할 수 없습니다.

• 볼륨 액세스 그룹에 대한 논리적 명명 체계가 있는지 확인합니다.

볼륨 액세스 그룹을 추가합니다

NetApp 하이브리드 클라우드 제어를 사용하여 스토리지 클러스터에 볼륨 액세스 그룹을 추가할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.
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4. 액세스 그룹 * 탭을 선택합니다.

5. Create Access Group * 버튼을 선택합니다.

6. 결과 대화 상자에서 새 볼륨 액세스 그룹의 이름을 입력합니다.

7. (선택 사항) * Initiators * 섹션에서 새 볼륨 액세스 그룹에 연결할 하나 이상의 이니시에이터를 선택합니다.

이니시에이터를 볼륨 액세스 그룹에 연결할 경우 해당 이니시에이터는 인증 없이 그룹의 각 볼륨에 액세스할 수
있습니다.

8. (선택 사항) * 볼륨 * 섹션에서 이 볼륨 액세스 그룹에 포함할 볼륨을 하나 이상 선택합니다.

9. Create Access Group * 을 선택합니다.

볼륨 액세스 그룹을 편집합니다

NetApp 하이브리드 클라우드 제어를 사용하여 기존 볼륨 액세스 그룹의 속성을 편집할 수 있습니다. 액세스 그룹의
이름, 연결된 이니시에이터 또는 연결된 볼륨을 변경할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.

4. 액세스 그룹 * 탭을 선택합니다.

5. 액세스 그룹 테이블의 * 작업 * 열에서 편집해야 하는 액세스 그룹에 대한 옵션 메뉴를 확장합니다.

6. 옵션 메뉴에서 * 편집 * 을 선택합니다.

7. 이름, 연결된 이니시에이터 또는 관련 볼륨을 필요에 따라 변경합니다.

8. Save * 를 선택하여 변경 사항을 확인합니다.

9. 액세스 그룹 * 표에서 액세스 그룹이 변경 사항을 반영하는지 확인합니다.

볼륨 액세스 그룹을 삭제합니다

NetApp 하이브리드 클라우드 제어를 사용하여 볼륨 액세스 그룹을 제거할 수 있으며 동시에 시스템에서 이 액세스
그룹과 연결된 이니시에이터를 제거할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.

4. 액세스 그룹 * 탭을 선택합니다.

5. 액세스 그룹 표의 * 작업 * 열에서 삭제할 액세스 그룹에 대한 옵션 메뉴를 확장합니다.

6. 옵션 메뉴에서 * 삭제 * 를 선택합니다.

7. 액세스 그룹에 연결된 이니시에이터를 삭제하지 않으려면 * 이 액세스 그룹에서 이니시에이터 삭제 * 확인란을 선택
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취소합니다.

8. 예 * 를 선택하여 삭제 작업을 확인합니다.

자세한 내용을 확인하십시오

• "볼륨 액세스 그룹에 대해 알아보십시오"

• "볼륨 액세스 그룹에 이니시에이터를 추가합니다"

• "vCenter Server용 NetApp Element 플러그인"

이니시에이터를 생성 및 관리합니다

볼륨에 대한 계정 기반 액세스 대신 CHAP 기반 액세스에 를 사용할 수 "이니시에이터"있습니다.

이니시에이터를 생성 및 삭제하고 친숙한 별칭을 제공하여 관리 및 볼륨 액세스를 간소화할 수
있습니다. 볼륨 액세스 그룹에 이니시에이터를 추가하면 해당 이니시에이터가 그룹의 모든
볼륨에 액세스할 수 있도록 설정합니다.

필요한 것

• 클러스터 관리자 자격 증명이 있습니다.

• 관리 서비스를 버전 2.17 이상으로 업그레이드했습니다. NetApp 하이브리드 클라우드 제어 이니시에이터 관리는
이전 서비스 번들 버전에서 사용할 수 없습니다.

옵션

• 이니시에이터를 생성합니다

• 볼륨 액세스 그룹에 이니시에이터를 추가합니다

• 이니시에이터 별칭을 변경합니다

• 이니시에이터를 삭제합니다

이니시에이터를 생성합니다

iSCSI 또는 파이버 채널 이니시에이터를 생성하고 선택적으로 별칭을 할당할 수 있습니다.

이 작업에 대해

이니시에이터 IQN에서 사용할 수 있는 형식은 iqn.yyyy-mm y와 m은 숫자 다음에 숫자, 소문자, 마침표(.), 콜론 (

:`또는 대시만 포함해야 하는 텍스트입니다.(-` 형식의 예는 다음과 같습니다.

iqn.2010-01.com.solidfire:c2r9.fc0.2100000e1e09bb8b

파이버 채널 이니시에이터 WWPN에 허용되는 형식은 또는 AabBCCdd11223344 입니다

:Aa:bB:CC:dd:11:22:33:44. 형식의 예는 다음과 같습니다.

5f:47:ac:c0:5c:74:d4:02
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단계

1. Element 스토리지 클러스터 관리자 자격 증명을 제공하여 NetApp 하이브리드 클라우드 제어에 로그인합니다.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.

4. 이니시에이터 * 탭을 선택합니다.

5. 이니시에이터 생성 * 버튼을 선택합니다.

옵션을 선택합니다 단계

하나 이상의 이니시에이터를 생성합니다 a. IQN/WWPN * 필드에 이니시에이터의 IQN 또는
WWPN을 입력합니다.

b. 별칭 * 필드에 초기자의 이름을 입력합니다.

c. (선택 사항) * 이니시에이터 추가 * 를 선택하여 새
이니시에이터 필드를 열거나 일괄 생성 옵션을 대신
사용합니다.

d. 이니시에이터 생성 * 을 선택합니다.

이니시에이터를 대량으로 생성합니다 a. Bulk Add IQNs/WWPN * 을 선택합니다.

b. 텍스트 상자에 IQN 또는 WWPN 목록을
입력합니다. 각 IQN 또는 WWPN은 쉼표 또는
공백으로 구분되거나 고유한 줄에 있어야 합니다.

c. IQN/WWPN 추가 * 를 선택합니다.

d. (선택 사항) 각 이니시에이터에 고유한 별칭을
추가합니다.

e. 설치 시 이미 존재할 수 있는 모든 이니시에이터를
목록에서 제거합니다.

f. 이니시에이터 생성 * 을 선택합니다.

볼륨 액세스 그룹에 이니시에이터를 추가합니다

볼륨 액세스 그룹에 이니시에이터를 추가할 수 있습니다. 볼륨 액세스 그룹에 이니시에이터를 추가하면 이니시에이터가
해당 볼륨 액세스 그룹의 모든 볼륨에 액세스할 수 있도록 설정합니다.

단계

1. Element 스토리지 클러스터 관리자 자격 증명을 제공하여 NetApp 하이브리드 클라우드 제어에 로그인합니다.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.

4. 이니시에이터 * 탭을 선택합니다.

5. 추가하려는 이니시에이터를 하나 이상 선택하십시오.

6. Actions > Add to Access Group * 을 선택합니다.
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7. 액세스 그룹을 선택합니다.

8. 이니시에이터 추가 * 를 선택하여 변경 사항을 확인합니다.

이니시에이터 별칭을 변경합니다

기존 이니시에이터의 별칭을 변경하거나 별칭이 없는 경우 추가할 수 있습니다.

단계

1. Element 스토리지 클러스터 관리자 자격 증명을 제공하여 NetApp 하이브리드 클라우드 제어에 로그인합니다.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.

4. 이니시에이터 * 탭을 선택합니다.

5. Actions * 열에서 이니시에이터의 옵션 메뉴를 확장합니다.

6. 편집 * 을 선택합니다.

7. 필요한 경우 별칭을 변경하거나 새 별칭을 추가합니다.

8. 저장 * 을 선택합니다.

이니시에이터를 삭제합니다

하나 이상의 이니시에이터를 삭제할 수 있습니다. 이니시에이터를 삭제하면 연결된 볼륨 액세스 그룹에서
이니시에이터가 제거됩니다. 초기자를 사용하는 모든 연결은 연결이 재설정될 때까지 유효합니다.

단계

1. Element 스토리지 클러스터 관리자 자격 증명을 제공하여 NetApp 하이브리드 클라우드 제어에 로그인합니다.

2. 대시보드의 왼쪽 탐색 메뉴에서 스토리지 클러스터 이름을 확장합니다.

3. 볼륨 * 을 선택합니다.

4. 이니시에이터 * 탭을 선택합니다.

5. 하나 이상의 이니시에이터 삭제:

a. 삭제할 이니시에이터를 하나 이상 선택하십시오.

b. 작업 > 삭제 * 를 선택합니다.

c. 삭제 작업을 확인하고 * 예 * 를 선택합니다.

자세한 내용을 확인하십시오

• "이니시에이터에 대해 자세히 알아보십시오"

• "볼륨 액세스 그룹에 대해 알아보십시오"

• "vCenter Server용 NetApp Element 플러그인"

볼륨 QoS 정책 생성 및 관리

QoS(서비스 품질) 정책을 사용하면 여러 볼륨에 적용할 수 있는 표준화된 서비스 품질 설정을
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생성하여 저장할 수 있습니다. QoS 정책을 사용하려면 선택한 클러스터가 Element 10.0

이상이어야 합니다. 그렇지 않으면 QoS 정책 기능을 사용할 수 없습니다.

개별 볼륨 대신 를 사용하는 방법에 대한 자세한 내용은 NetApp HCI 개념 내용 을 "QoS 정책""QoS를
참조하십시오"참조하십시오.

NetApp 하이브리드 클라우드 제어를 사용하면 다음 작업을 완료하여 QoS 정책을 생성하고 관리할 수 있습니다.

• QoS 정책을 생성합니다

• 볼륨에 QoS 정책을 적용합니다

• 볼륨의 QoS 정책 할당을 변경합니다

• QoS 정책을 편집합니다

• QoS 정책을 삭제합니다

QoS 정책을 생성합니다

QoS 정책을 생성한 후 동일한 성능이 필요한 볼륨에 적용할 수 있습니다.

QoS 정책을 사용하는 경우 볼륨에 대해 사용자 지정 QoS를 사용하지 마십시오. 사용자 지정 QoS는
볼륨 QoS 설정에 대한 QoS 정책 값을 재정의하고 조정합니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 스토리지 클러스터의 메뉴를 확장합니다.

3. 스토리지 > 볼륨 * 을 선택합니다.

4. QoS Policies * 탭을 선택합니다.

5. Create Policy * 를 선택합니다.

6. 정책 이름 * 을 입력합니다.

이름 지정 모범 사례를 설명합니다. 이 기능은 사용자 환경에서 여러 클러스터 또는 vCenter

Server를 사용하는 경우에 특히 중요합니다.

7. 최소 IOPS, 최대 IOPS 및 버스트 IOPS 값을 입력합니다.

8. QoS 정책 생성 * 을 선택합니다.

정책에 대한 시스템 ID가 생성되고 QoS 정책 페이지에 할당된 QoS 값이 있는 정책이 나타납니다.

볼륨에 QoS 정책을 적용합니다

NetApp 하이브리드 클라우드 제어를 사용하여 기존 QoS 정책을 볼륨에 할당할 수 있습니다.

필요한 것

할당하려는 QoS 정책이 작성됨있습니다.
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이 작업에 대해

이 작업에서는 설정을 변경하여 개별 볼륨에 QoS 정책을 할당하는 방법을 설명합니다. NetApp 하이브리드 클라우드
컨트롤의 최신 버전에는 두 개 이상의 볼륨에 대한 대량 할당 옵션이 없습니다. 대량 할당 기능이 향후 릴리즈에서
제공될 때까지 Element 웹 UI 또는 vCenter 플러그인 UI를 사용하여 QoS 정책을 대량으로 할당할 수 있습니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 스토리지 클러스터의 메뉴를 확장합니다.

3. 스토리지 > 볼륨 * 을 선택합니다.

4. 수정할 볼륨 옆의 * Actions * 메뉴를 선택합니다.

5. 결과 메뉴에서 * Edit * 를 선택합니다.

6. 대화 상자에서 * QoS 정책 할당 * 을 활성화하고 드롭다운 목록에서 QoS 정책을 선택하여 선택한 볼륨에
적용합니다.

QoS를 할당하면 이전에 적용된 모든 개별 볼륨 QoS 값이 재정의됩니다.

7. 저장 * 을 선택합니다.

할당된 QoS 정책이 있는 업데이트된 볼륨이 개요 페이지에 나타납니다.

볼륨의 QoS 정책 할당을 변경합니다

볼륨에서 QoS 정책 할당을 제거하거나 다른 QoS 정책 또는 사용자 지정 QoS를 선택할 수 있습니다.

필요한 것

수정할 볼륨이 QoS 정책입니다할당됨.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 스토리지 클러스터의 메뉴를 확장합니다.

3. 스토리지 > 볼륨 * 을 선택합니다.

4. 수정할 볼륨 옆의 * Actions * 메뉴를 선택합니다.

5. 결과 메뉴에서 * Edit * 를 선택합니다.

6. 대화 상자에서 다음 중 하나를 실행합니다.

◦ QoS 정책 * 할당 * 을 비활성화하고 개별 볼륨 QoS에 대한 * 최소 IOPS *, * 최대 IOPS * 및 * 버스트 IOPS *

값을 수정합니다.

QoS 정책을 사용하지 않도록 설정할 경우 별도의 수정 없이 볼륨에 기본 QoS IOPS 값이
사용됩니다.

◦ 드롭다운 목록에서 선택한 볼륨에 적용할 다른 QoS 정책을 선택합니다.
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7. 저장 * 을 선택합니다.

업데이트된 볼륨이 개요 페이지에 나타납니다.

QoS 정책을 편집합니다

기존 QoS 정책의 이름을 변경하거나 정책과 연결된 값을 편집할 수 있습니다. QoS 정책 성능 값을 변경하면 정책에
연결된 모든 볼륨의 QoS에 영향을 줍니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 스토리지 클러스터의 메뉴를 확장합니다.

3. 스토리지 > 볼륨 * 을 선택합니다.

4. QoS Policies * 탭을 선택합니다.

5. 수정하려는 QoS 정책 옆의 * Actions * 메뉴를 선택합니다.

6. 편집 * 을 선택합니다.

7. QoS 정책 편집 * 대화 상자에서 다음 중 하나 이상을 변경합니다.

◦ * 이름 *: QoS 정책에 대한 사용자 정의 이름입니다.

◦ * 최소 IOPS *: 볼륨에 대해 보장된 최소 IOPS 수입니다. 기본값 = 50.

◦ * 최대 IOPS *: 볼륨에 허용되는 최대 IOPS 수입니다. 기본값 = 15,000.

◦ * 버스트 IOPS *: 짧은 기간 동안 볼륨에 허용되는 최대 IOPS 수입니다. 기본값 = 15,000.

8. 저장 * 을 선택합니다.

업데이트된 QoS 정책이 QoS 정책 페이지에 나타납니다.

정책에 대한 * Active Volumes * 열에서 링크를 선택하여 해당 정책에 할당된 볼륨의 필터링된
목록을 표시할 수 있습니다.

QoS 정책을 삭제합니다

QoS 정책이 더 이상 필요하지 않은 경우 삭제할 수 있습니다. QoS 정책을 삭제할 경우 정책에 할당된 모든 볼륨은
정책에 의해 이전에 정의된 QoS 값을 유지하고 개별 볼륨 QoS로 유지합니다. 삭제된 QoS 정책과의 연결이
제거됩니다.

단계

1. NetApp 하이브리드 클라우드 제어에 NetApp HCI 또는 Element 스토리지 클러스터 관리자 자격 증명을 제공하여
로그인하십시오.

2. 대시보드에서 스토리지 클러스터의 메뉴를 확장합니다.

3. 스토리지 > 볼륨 * 을 선택합니다.

4. QoS Policies * 탭을 선택합니다.

5. 수정하려는 QoS 정책 옆의 * Actions * 메뉴를 선택합니다.
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6. 삭제 * 를 선택합니다.

7. 작업을 확인합니다.

자세한 내용을 확인하십시오

• "vCenter Server용 NetApp Element 플러그인"

• "NetApp SolidFire 및 Element Documentation Center(문서 센터 버전)"
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