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localhost : 0k=12 changed=1 unreachable=0 failed=0 skipped=6
The key is ‘rescued=0’ and ‘failed=0'..
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- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1s defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw _service request:

3. ‘raw_service_request 42 HO|gtL|Ct,

L2 &4 & StLIE A5 Z00|| TH=E THYQ| 1ogic-tasks H4E cluster initial.yml "ol
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+SCE raw service request MO[EL|LCE.

‘tutorial-requests.yml HETJ|E Ao IYUS E 1182 FHXE 16582
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‘cluster initial.yml OH| I

- name: Validate required inputs
ansible.builtin.assert:
that:
- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

service: cluster initial
operation: create
std name: none

req_details:

ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4

- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

ontap license:
- hostname: "{{ cluster name }}"

license codes:
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hostname:

XX XX XXX XXX XXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XX XX XX XX XXXXXXAAAAAAAAAAAARAA

license codes:

XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA

"{{ peer cluster name }}"



— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA

ontap motd:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
message: "New MOTD"

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
message: "New MOTD"

ontap interface:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic01
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic02
role: intercluster
address: 10.0.0.101

netmask: 255.255.255.0



home node:
home port:
ipspace:

use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:

"{{ cluster name }}-01"

elc
Default

never

"{{ peer cluster name
"{{ peer cluster name
ic01

intercluster
10.0.0.101
25802592550

"{{ peer cluster name
elc

Default

never

"{{ peer cluster name
"{{ peer cluster name
ic02

intercluster
10.0.0.101
255,255,255, 0

"{{ peer cluster name

home port: elc
ipspace: Default
usel resit: never
ontap cluster peer:
- hostname: "{{ cluster name }}"
dest cluster name: "{{ peer cluster name }}"
dest intercluster lifs: "{{ peer lifs }}"
source cluster name: "{{ cluster name }}"
source intercluster lifs: "{{ cluster 1lifs }}"
peer options:
hostname: "{{ peer cluster name }}"

o *ZMd 2*: Jinja HIESAS AMESIY 2™ E H™olgL|Ct.
CH2 Jinja HIES HAIS M85 2442 7IME = raw_service request UAFLICL
raw_service request: "{{ cluster initial }}"
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ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01>

ALSI| Hofl 2F 7 GEX 2SI AL,
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-

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 02>
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TASK [Show the raw service request]

KA KA AR A AR A AR AR A AR A A KR A AR A AR A AR AR I AR A AR A AR A A A R A A A AR A A A A AR AR A ARk k K

R R I e I i 2 b b b i dh b e dh b S b SR I b db b dh b b db i 2 dh i 2B db I b b 4

ok: [localhost] => {
"raw service request": {
"operation": "create",
"req details": {
"ontap aggr": |
{
"disk count": 24,
"hostname": "Cluster 01",
"name": "n0l aggrl",
"nodes": "Cluster 01-01",
"raid type": "raid4"

1y
"ontap license": |
{
"hostname": "Cluster 01",
"license codes": |
XX XXX KXKXXKXKXXKXXXXAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX KXXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXKXXKXKXXXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
"XXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXKXKXXXXXXAAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXXXKXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XX XXX KXKXXKXKXXXXXAAAAAAAAAAAAAT,
TXXXKXXKXKXKXXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,



XXX XX XX XX XX XXXAAAAAAAAAAARAAT,
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
AR XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XX XAAAAAAAAAAAAA",
XX XXX XXX XXX XXXARAAAAAAAAAAAAT

1y
"ontap motd": [

{

"hostname": "Cluster 01",
"message": "New MOTD",
"vserver": "Cluster 01"
}
]

by

"service": "cluster initial",

"std name": "none"

}
}
6. ZF ONTAP QIARHAC 2015t QM0 HZME=X| ZelgfL|ct

25 QIE{E2{AH LIFE P E-LICE

O|H| LIF H2|E QHO|| =75t ontap interface OIO|IAZMH|AE FO[6t0] QIE{S2{AH LIFE 74
USLICE cluster initial.

M| A Folot 20| e &St =X|E ZE LIt

* MH|A Folof gl= 00|22 ME| A0 THEE MH|A Y S MISsHH RF0| MHE[X| gi&LICt

>

* MH|A Folof| FolE Oto[Z = MH| AT} SHLE O] QX2 QYA HEFE MH|A RES HSdh= 32 RE0
HAHE|X| phELICE

0

‘execution.yml Playbook2 LIZE &ACHE OO|ZZMH|A SEZ AZNGIH AMH|A
HolE WrteL|Ct.

* 2H0f Ofo| 2= MH[A Folof TetEl et LUX|SH= A 7(7t U= F=0| UALH args 20| HAHEL|CE

15



A

1.

yml'O|Hof| 2h= Mt = 0]

“cluster _initial

16



ontap interface:
- hostname:

vServer:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

17



2. T2 B2 ML,

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

3. 2t QIAEI A 2101810] LIF7H S AE{0f 27} QK| BQIBHLICH

off | 271

Cluster 0l::> net int show

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster 01

Cluster 01-01 mgmt up/up 10.0.0.101/24 Cluster 01-01
elc true

Cluster 01-01 mgmt auto up/up 10.101.101.101/24
Cluster 01-01 eOc true

cluster mgmt up/up 10.0.0.110/24 Cluster 01-01
elc true
5 entries were displayed.

EH2 LIF7 I X| AASE BHEFLICH*. 0|= OI0|ZZ MH|AE services.yml L0 H2|sH0} 517
ontap interface INEYL|CH

4. LIF7} 0l FIHE}UEXR] =2l raw service request

18



ol 271

CHZ oIl LIF7E 700 FItE[IgS 2oFE LI

"ontap interface": |

{

"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster OL"

b

{
"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "ic02",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 01"

by

{
"address": "10.0.0.101",
"home node": "Cluster 02-01",
"home port": "eOc",
"hostname": "Cluster 02",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

by

{
"address": "10.0.0.126",
"home node": "Cluster 02-01",
"home port": "elOc",
"hostname": "Cluster 02",

19



"interface name": "ic02",

"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

5. ontap interface services.yml IIYO|A OIO|IZMH|AE “cluster initial F|LICE.

00| 2AZMH|AE Y52 H U0l Chz £ SAFLICH

- name: ontap interface
args: ontap interface
role: na/ontap interface

6. O[X| OtO|3 2 MH|ATI 28T} services.yml IFHN MO|E[ROBZ ontap interface ™S CHA|

gt

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

7. Zf ONTAP QAEIAQN 221810 LIF7t F£IHE|RA=X| RISt T},

3CHA|: Qo U2t o2 EHAHE A eLICE

LUQSHER S QEOE o] 22AHE FHY £ USLICL QES Holgt mff 2 22{AE{0f| Cisl 7HH
Xl 3sHoF ghct

=HA|

O|E2

1. mol| & Hi SHAEO| Chet §=E cluster initial.yml F7t6t0] SUst QMM & SHAEHE
t

CtS O™ M= ontap aggr & HM S=0| FItE

ot

LS EAIELICHL

20



ontap aggr:

- hostname:
disk count:
name:
nodes:
raid type:

- hostname:
disk count:
name:
nodes:
raid type:

"{{ cluster name }}"

24

n0l aggrl

"{{ cluster name }}-01"
raid4

"{{ peer cluster name }}"

24

n0l aggrl

"{{ peer cluster name }}-01"
raid4

w
.D
mw
=
ne
=2
Jr
>
Ot
2
0]
oxt
8
>
m
=
2
E

o
45
N
u:ol-

ontap cluster peer:
- hostname:
dest cluster name:
dest intercluster lifs:

source cluster name:

source intercluster lifs:

peer options:
hostname:

4. Ansible 2 AldH:

"{{ cluster name }}"
"{{ cluster peer }}"
"{{ peer lifs }}"

"{{ cluster name }}"
"{{ cluster 1lifs }}"

"{{ cluster peer }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01>

site.yml -e peer cluster name=<Cluster 02> -e
cluster lifs=<cluster 1if 1 IP address,cluster 1if 2 IP address>
-e peer lifs=<peer 1if 1 IP address,peer 1lif 2 IP address>

4ATHA[: 27| SVM 4
EKktol o THA|of M=

CHA|
1. svm_initial “OpoflA S

Ct2S Fddlof gfLct.

° SVM2

S AEN SVME FASLICH

‘tutorial-requests.yml YC|O|ESIH SVM 5! SVM I[0f A 7

21



2.

22

o

o

2%

o

o

SVM I|Of 2HA|
2t SVM2| SVM QlE{m|0| A
X

Mool M = MO|E svm_initial HOIO|EGLICE CHS

cluster name

vserver name

° peer cluster name

° peer vserver

MH|A 2H0j| Cit

Ho|E AH|0|Est2{™ Molof| Chot svm initial FO *'{}'* & req details M7t 2

FIBHHAI2.

2HSLCE

Ch2 &

o

opAof| SAFRLICE.

name: Validate required inputs
ansible.builtin.assert:

that:

- service is defined

name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver—-common-stds
loop control:
loop var: data file name

name: Initial SVM configuration
set fact:

raw_service request:

‘raw_service_request 45 HO|BtL|Ct.

LS &M & SILEE AM6I] 1ogic-tasks SEHOA H
raw _service request USLICL.

o

B =i B B

r

Z00f| MY S PHSLICH logic-tasks. OIE = svm_initial.yml

E svm ini

+E 822 raw_service request ™O[ELILCL.



‘tutorial-requests.yml HEI|E AESIH OfAS B 17989 UEES 2228=
SAtgLICH. CHS ofdIeE Z0] M mhUel M “svm initial.yml® Of2HO| LHEES =

A ~ . N
FELICE “raw service request'.

initial

23



24

ol 271

‘svm in

- name: Validate required inputs

ansib
tha

- S

— name:

ansible.builtin.include vars:

fil
loop:

itial.yml OGN Y.

le.builtin.assert:
t:

ervice is defined

Include data files

ek "{{ data file name }}.yml"

- common-site-stds

— use

r-inputs

- cluster-platform-stds

- Vvse

loop
loop var:

— name:

rver—-common-stds

control:

Initial SVM configuration

set fact:

raw_service request:

sSe

operation:

st

re

O

O

rvice:
create
d name: none

g_details:

ntap vserver:
hostname:

name:

root volume aggregate:

hostname:
name:
root volume aggregate:

ntap vserver peer:
hostname:
vserver:

peer vserver:
applications:
peer options:

hostname:

data file name

svm_initial

"{{ cluster name }}"
"{{ vserver name }}"

n0l aggrl

"{{ peer cluster name
"{{ peer vserver }}"

n0l aggrl

"{{ cluster name }}"
"{{ vserver name }}"
"{{ peer vserver }}"

snapmirror

"{{ peer cluster name

}}"

}}"



on

tap interface:
hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name
"{{ vserver name
data0O1l

data

10.0.0.200
255.255.255.0

}}"
}}"

"{{ cluster name }}-01"

elc
Default

never

"{{ peer cluster name }}"

"{{ peer vserver
data0l

data

10.0.0.201
255.255.255.0

}}"

"{{ peer cluster name }}-01"

elc
Default

never

e *EH 2% Jinja B2

>

S MESIH 23S FolgLCt

CHe Jinja ”HIES AAE ME38HY 22 7IME2 & raw_service request UFLICL

raw_service request:

o LI Q¥S ALt

6. 2t

=

"{{ svm initial }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e

peer cluster name=<Cluster 02> -e peer vserver=<SVM 02>

vserver name=<SVM 01> site.yml

ONTAP QIAE A0 2925t 0 1M S HSBILICH

7. SVM QIE{H|0| A FT}SfLCE,

‘ontap interface’
CRAl etLICt.

‘services.yml IO|A AMHIAE

=@

‘svm_initial’

25



ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml

S5EH7: 0| mfef Mu|A RES SHZ FolghLrt

O|™ AN raw service request #Ha= o= FYELICE O] 7|52 o9&, 7Y 8! HIAEO |fETLICH
MH|A QNS EXOZ MMS AL QAL

CtE MM M= Required £ &9 AIAR 1 SBOHX| ioe = 22 SHOZ MYY + A= SHS

raw service request MSgL|CH,

HHO|M HpI HOE|X| %2 1ogic.yml B2 logic operation U2 ZHOA THUS
JI™{ X logic tasks ¥ELICE O|= raw service request Ansible 2/F0i|A ™o|=| 1
Al maj| e 0 HZE|ofoF &g ofn|FLct

(D * ZH9| X md 0|§° logic-tasks .yml Z&Xt7} gl= M Zhat L KX|8HoF
logic operation L|LCt.

* E09 &Y mfAO| 1ogic-tasks SHLE 2 raw_service request HOLICE.
_Ic_>|_ ¢t & ‘raw_service_ request 2 IHAUQ[ ORX|2F PO = FO8H{OF LT,
MHIA @HE SHOZ Holst= WY

MHIA REE S

i)
|O
Hu
0z
1o
Of
J

* Z02| Ansible 2 MY A 1ogic-tasks
« varaible 2 Hi=t5}7]0l| Xt5t C|o[E|S Hits

t
* Ansible 2t 2|F0|M LHE £ =2 =5t 2R HO|HE X
CHot RESTAPI 2

= MEX XY dY @& raw _service request

2
o
-
_11

o|E £01, Active 1Q Unified ManagerOi|

ChE BE o= DS AFESH 2 22 AH| Cieh MH|A @M S SHMOE tutorial-requests.yml
I-I_g|'<‘5+|_| |:|.
o = .

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 01
-e logic operation=tutorial-requests site.yml

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 02
-e logic operation=tutorial-requests site.yml

6Tt7: ONTAP Day 0/1 £FMS HHEBLICE

Of EtAlof| M= ttES ol0| =3sHof LTt

26



* QF Atetof| o2t o 2E IS HAESH D SEMSLICH playbooks/inventory/group vars/all 2
oHoll= HE &ol| =20| &[= XtAIgt 4Ho| JASL|CE

il
IZIIO
l'lJ
mm
=
00
Of
2
O
4
>
T
3
_<
154
k>
el
>
mm
=
H
Of
k-
=
H
0>
m

HE efelgfLlct.

@ ol B0 A= 0j0] TS ot siS3tn +HMOD vault. yml M LS2 etstsior BhLICH,

* ONTAP Day 0 A{H|A Al3H:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e

logic operation=cluster day 0 -e service=cluster day 0 -vvvv --ask-vault

-pass <your vault password>

* ONTAP Day 1 A{H| A Al3H:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e

logic operation=cluster day 1 -e service=cluster day 0 -vvvv --ask-vault

-pass <your vault password>

* STAH HH 2F HE:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster wide settings -e service=cluster wide settings
-vvvv --ask-vault-pass <your vault password>

 HEf Y A

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=health checks -e service=health checks -e

enable health reports=true -vvvv --ask-vault-pass <your vault password>

ONTAP Day 0/1 £ M2 ALEX} X[FgLICE

A0 SEAH ONTAP Day 0/1 £F M2 AFEXL H2|5t2{H Ansible &S FIt6HALL
st

%8 ot

o
—
=
=

sto
0f ONTAP Day 02 0{2{ O}0| A= MH|A S EEfdH= Hﬂlﬁ%l'—ll:f.

Ansible Z2{|2 {3 LiO| OFO|2ZMH|A S LIEFHL|CE 2} OR0| 22 MH|AE LS| RYS SAEfLIC oS
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FL|C

7t

Kk

ol
Joll

|.

Ansible &

LICt Ea JE2 Ansible Z2i| 193 {2

Ansible

M| Folof o3l FolEL|Ct.

sfioF gLict.

x>
==

Q7 A2

(=]
=

00|32 MH|A R At238t2{H ol Ct

L|Ct.

L|C}.

ujd

ol

off w2t AL 7ts

I.

.
[e)
o

* O] MiMof| 2FE 27 At

L4 OfO|ZZMH| A =

gLt

2lsfof

=N

(2) 71221 AESHE test.yml AHE sig Heto] A/

k=3
=
L|C}.

=XE ENE

f

HHE 82 test

E|X| g4ELICt.

SH
o

= AHE|X| $O™M success &

(=13
=

EH. 2tol o

* status: Playbook

1=0]

e
o
o

H& miofCt ShLtol

10

Eo|5 Hd T 2O HAXIE

MM EIL|C}

®* global log messages:
ocood

ILIC} global log messages.

=0
==

ol AE8E[= O]

St

* log name: &= LHO||A

* task descr:

®* service start time:

20| =2f AEH.

=
=

* playbook status:Ansible

LHe| 2t HIA[X|Of| ZEtE|= HaRILICH global log messages

®* role result:

A

L|C}. Of of| &|of]

F

M3

£ 00| 2= AMH|
L|C}.

Of| [ o1l A
st

o
HFHOF

Ct
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ol 271

712 9 A=

- name: Set some role attributes
set fact:
log name: "<LOG_NAME>"
task descr: "<TASK DESCRIPTION>"

- name: "{{ log name }}"
block:
- set fact:
service start time: "{{ lookup('pipe', 'date
+3YSmSdSHSMSS ') } 1"

- name: "Provision the new user"
<MODULE_NAME>:

# _____________________________________________________________
# COMMON ATTRIBUTES
# _____________________________________________________________
hostname: "{{
clusters[loop arg['hostname']]['mgmt ip'] }}"
username: "
clusters[loop arg['hostname']]['username'] }}"
password: "{{
clusters[loop arg['hostname']]['password'] }}"
cert filepath: "{{ loop arg['cert filepath']
| default (omit) }}"
feature flags: "{{ loop arg['feature flags']
| default (omit) }}"
http port: "{{ loop arg['http port']
| default (omit) }}"
https: "{{ loop arg['https']
| default('true') }}"
ontapi: "{{ loop arg['ontapi']
| default (omit) }}"
key filepath: "{{ loop arg['key filepath']
| default (omit) }}"
use rest: "{{ loop arg['use rest']
| default (omit) }}"
validate certs: "{{ loop arg['validate certs']

| default ('false') }}"



30

<MODULE SPECIFIC PARAMETERS>

defaulted parameter: "{{ loop arg['defaulted parameter']

default ('default value') }}"

optional parameter:
default (omit) }}"
loop: "{{ args }}"
loop control:

"{{ loop arg['optional parameter']

loop var: loop arg

register: role result

rescue:
- name: Set role status to FAIL
set fact:
playbook status: "failed"
always:
- name: add log msg
vars:
role log:
role: "{{ log name }}"
timestamp:
start time: "{{service start time}}"
end time: "{{ lookup('pipe', 'date +5Y¥Y-%m-

d@%H:%M:%S") }}"

service status:

"{{ playbook status }}"

result: "{{role result}}"

set fact:
global log msgs:

"{{ global log msgs + [ role log ] }}"



Ol M| S0l A E[= M
* <NAME>: 2} Of0|3 2 *‘IHIAOH CHoH ®MSE[0f0F SH= THA| 7t gt LTt

=

* <LOG_NAME>: 22 SXOZ ALZE|= ol 2 &4 0|SLICH "ONTAP_VOLUME'G|E S0,

-

2rerst 4,

-

* <TASK_DESCRIPTION>: OIO|3Z MH|AT} 3tsH= ZHAof it
* <MODULE_NAME>: 20| Ci$t Ansible 2 & O|E.

@ | A2| execute. yml PlaybookO|A| netapp.ontap ZEHMS X|HELICH 50| Z&H M|
YLl B netapp.ontap Z= 0|52 AT X[HY BRIt gl&LICt

* <MODULE_SPECIFIC_PARAMETERS>: OIO|3Z MH|AE F3St= O AEEl= 2ZE0| 17t Ansible 2=
47 Ha=ILICH LS S Z0M= 7] M4 R 0] HEE DFESSHs WHE 2L

© T ojpleia: BE T4 oS Jl=gt glo] XIFELICH

° Ofo|ZZAH| 200 Rt 7[24E e Ui Hay(R2E BEMof XIFE 7|22 CHE)

—_

o LIHX| B E 07 4= default (omit) 7|2ZUCE AFREL|CE.

CHE =& AHE 2= 07 HE2 AE

| .

U= NetAppdl A H[S5H= Ansible 22 Z& 017 #H~0]| CHolf CHE & A E AFSELICHO: 18 2 XM 8Y
QoS MM 12,

Of2{gt AIHO| = Ole AL MZ BHEFMQI HR0= S default (omit) HHHZ MEY £ ISLICE

CHS =& MTHSE 25 07 M2 AE00F 3t Z2 ZF AP0 2t2d ARHOf| THal Z| 4 1742 2T AP 2tS
HSS=E 2] 00| AZMH[A(HE) 2 7|52 =&dlof gLt

AT

CH2 ool M= 08 3 M8Y QoS M 50| & OIO|ZZMH|AZ R2etE|= S Hof FLIC

A A 00|22 MH|A0= 1 HE QoS FHM OF 20| 2|0 ASLICE
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fixed gos options:

capacity shared: "
loop arg['fixed gos options']['capacity shared'] | default (omit)
PE

max throughput iops: "{{
loop arg['fixed gos options']['max throughput iops'] | default (omit)
P

min throughput iops: "{{
loop arg['fixed gos options']['min throughput iops'] | default (omit)
PE

max throughput mbps: "{{
loop arg['fixed gos options']['max throughput mbps'] | default (omit)
P

min throughput mbps: "{{
loop arg['fixed gos options']['min throughput mbps'] | default (omit)

}}"

& i 00| A2 MH|A0f= MSY QoS M 1F 20| ZetELCt

adaptive gos options:

absolute min iops: "

loop arg['adaptive gos options']['absolute min iops'] | default (omit) }}"
expected iops: "

loop arg['adaptive gos options'] ['expected iops'] | default (omit) }}"
peak iops: "

loop arg['adaptive gos options']['peak iops'] | default (omit) }}"
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