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sudo apt-get update
sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent software-properties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key

add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb_release -cs) stable"
sudo apt-get update

2. DockerE MX|st1 MX|E atolstL|Ct.

sudo apt-get install docker-ce docker-ce-cli containerd.io

docker --version
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sudo groupadd docker
sudo usermod -aG docker $ (whoami)
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1. Docker ComposeS A X|gtL|C}.

sudo curl -L

"https://github.com/docker/compose/releases/latest/download/docker—
compose-9$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker—-compose

2. Bt SHZ AR A=A ZelgtL|ct.
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docker-compose --version
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scp -1 ~/<private-key.pem> -r AWS FSxN BTC.zip user@<IP ADDRESS OF VM>
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docker load -i aws fsxn flexcache image latest.tar.gz
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docker images

Docker aws_fsxn_flexcache image O|0|X|2} E{T} “latest HA|E/LICE.

REPOSITORY TAG IMAGE ID CREATED

SIZE
latest ay98y7853769

aws fsxn flexcahce image 2 weeks ago 1.19GB
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path/to/env-file/awsauth.env
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access key=<>
secret key=<>
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AWS CREDS=path/to/env-file/awsauth.env
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docker volume create aws_ fsxn volume
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PERSISTENT VOL=path/to/external/volume:/volume name

7|2 ot 81 22 MAE RXI6OF BLICE ol E & L3t Z&LICt
PERSISTENT VOL=aws fsxn volume: /aws_fsxn_flexcache

CHl Ch3at 22 BB S AHESIH NFS SRE R 2822 F7te + AUSLIC
PERSISTENT VOL=nfs/mnt/document:/aws fsx flexcache

3. Terraform HaE 0| ERLLICE,
a. Z0Z “aws_fsxn_variables 0| S&fL|C}.
b. Ct2 & MAUO0| YE=X| terraform. tfvars HRIBL|CH 9 variables. tf.

C. AMEX} 2tH0| 2ot 2 of 2t2 terraform. tfvars ¥HIO|ESLILCYE,

AHMIEt LHE 2 2 "Terraform 2| AA: AWS _FSX_ONTAP_FILE_SYSTEM" & ZXSHMAIL.
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docker-compose —-f docker-compose-provision.yml up
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docker-compose —-f docker-compose-provision.yml logs -f
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docker-compose -f docker-compose-destroy.yml up
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docker-compose —-f docker-compose-destroy.yml logs -f

Amazon FSx for NetApp ONTAP 22| - Xjjsl 2+

Amazon FSx for NetApp ONTAP Zt2|E A5t AA A|ABIO| Mo 5 BH S ;=
Ol O] XtS% £FME MEE = JUSLICH

@ Amazon FSx for NetApp ONTAP 22| 7|52 *FSx for ONTAP*2t11 = gfL|C}.
At
=

=L C

o

1
240 oH MSElE X8t AE= JHEE LR ChE1

m
rlo
Jal
e
mjo
1
OF
_0'_|-
-
_IT|_

* CHAM FSx for ONTAP It A|ARIS T2 H|XJgL|Ct
* It A|AHEIO| CHE SVM(Storage Virtual Machine)2 Z2H| X stL|Ct
© A AARIDER AIAER] ZH]| S2{AE D01 2A S Mgt

ocood

© A AABRIS SpapMirrorE EFZ A|AE! 7H0f| SVM I|0{& A S MM et Ct

=
=
£ % EPZ 2E 7H0ll SnapMirror 2tAIE YA SLICE
=
=

1t EtZl 28 7H0f| SnapMirror &2 A|XFSHCt
Xts2t= ofeff AHEut ZH0| Linux 7HA HAlof| A X[s{Of S}i= Docker %! Docker ComposeS 7|HtQ = gL|LCt,

AlZtst7| o
OT2H|M 3 S 2t=5t2{H ChZ0| L0{0F gLCt.

* CIRZC 7 ZRBHLICH "Amazon FSx for NetApp ONTAP 22| - &3l =" NetApp Console &l UIE E¢t


https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub
https://console.netapp.com/automationHub

At £2M4. £2M2 O3 3 20| IH7|X|ELICH FsxN_DR. zip. Ol zipOlle CHS0| ZEE|0 USLICH
AWS FSxN_Bck Prov.zip O M0 MHE 22 M8 HZsH= o| ALY mtQlL|Ct.

° FSx for ONTAP EZH|XM 0| AF2E|= St VPC AEAlof]| =ElL|Ct

* AWS AH.

1CHA|: Docker A X| 8! 1A

HlH[QF 7|8t Linux 7tAF A0 DockerS A X|st tABtL|Ct.

2.

3.

M

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-
agent softwareproperties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key
add -

sudo add-apt-repository "deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"
sudo apt-get update

Dockerg AX|st0 MX|E =QIgtL|Ct,

=

sudo apt-get install docker-ce docker-ce-cli containerd.io
docker --version
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sudo groupadd docker
sudo usermod -aG docker $ (whoami)
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sudo curl -L
"https://github.com/docker/compose/releases/latest/download/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker-compose
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docker-compose --version
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OIYES AWS FSxN Bck Prov.zip SAFL|CH

scp -i ~/<private-key.pem> -r AWS FSxN Bck Prov.zip
user@<IP_ADDRESS OF VM>

input Oi7H H+= private-key.pem AWS 7t Al QIF(EC2 QUAEH A AHEE[= 712l 7| THU LIt
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unzip AWS FSxN Bck Prov.zip
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aws_fsxn_bck_lmage_latest.tar.gzthutﬁ

1ls -1la
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docker load -i aws fsxn bck image latest.tar.gz
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docker images
Docker aws_fsxn bck image O|0|X|2t Ef 27} “latest HA|E LICE.

REPOSITORY TAG IMAGE ID CREATED SIZE

aws fsxn bck image latest da87d4974306 2 weeks ago 1.19GB
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1. C}S X0 Y S 2HELICH awsauth. env.
path/to/env-file/awsauth.env
2. mUol| CHS L8 S FItefLct.

access key=<>
secret key=<>
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AWS CREDS=path/to/env-file/awsauth.env
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docker volume create aws fsxn volume



2. CH2 HES A85I0] 2|8 289 225 & mtoj| FIHELICH .env.

PERSISTENT VOL=path/to/external/volume:/volume name

7|1& o g1t
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2 MAlIS |X8l0F gL|CE | E S Ch3 1t Z2EL T

PERSISTENT VOL=aws fsxn volume: /aws_fsxn_bck

CHAI CHE 2t 22 S AMESI0 NFS SRE R =82E 7t += ALt
PERSISTENT VOL=nfs/mnt/document:/aws fsx bck

3. Terraform H4-E YH|0|ETILICE,
a. EC{2 “aws_fsxn_variables 0| S&tLICE.

b. Ct2 & MAUO0| Y=X| terraform. tfvars SQIEIL|ICH 9l variables. tf.

C. AFEXt 2E0f
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docker-compose up -d
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docker-compose logs -f
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CHREETH HLL|CH "Azure NetApp FilesE AHE3tH= Oracle" NetApp Console & UIE &
£EM2 MU= 7| HELICE na oraclel9c deploy-master.zip.
C2ot 22 £42 71 Linux VM:

o RHEL 8(Standard_D8s_v3-RHEL-8)

2| X[of]

° Azure NetApp Files ZTEH|X|'J0]| AtEE|= A1t S LS Azure 7t HIEQIS0f| BfEZEL|CH

* Azure AH
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12tA|: Docker AX| & A

RHEL 8 Linux 7}4 A0l DockerE MX|stm tAsL|Ct.

. OIS HES AHB5I0] Docker AL EQ|O{E AX[fL|Ct.

At=s3 £ M2 0|0|X|2 M3 =M Docker % Docker ComposeS A8t
7t& Hlof| o] = 7HX|E 25 AX|sHoF gLt

AHELICE o2 B2

HHZ AMESIH RedHat0]| VME SE3H0f sudo subscription-manager register &
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dnf config-manager --add
-repo=https://download.docker.com/linux/centos/docker-ce.repo
dnf install docker-ce --nobest -y

2. DockerS A|ZSt TS HAISI] 2X|7t 33X o= tEEU=X] 2QlISfL(Ct

systemctl start docker
systemctl enable docker

docker --version
3. RSt Linux &2 2 ALEXtel FItELICH
HX Linux A|AEO0] * docker * IE0| J=X| &QISHMAR. O™HX| o™ O 52 THED AEXIE FIHELICH
7|20z Jx A AMEXF IF0| F7HELICE
sudo groupadd docker
sudo usermod -aG docker SUSER
4. M 3E 9 AR Ho|E gMatetLct

AEXIeL e M O ES HE F2 HolE Z-getsliof LICH O A 3t Linux0flAf 230k YEL7E CHA|
ZOQUSHALL OHE FEE 4¥Y & AFLICH

newgrp docker

2CH7|: Docker Compose 2! NFS SEIZ|E| %]
Docker ComposeE NFS fE2Z|E| If7| X[ 2} &7H HX| 5! 71 etL|Ct,

ChA|
1. DockerS HX[5t11 TS HAISIH HA|7t §SHOZ R &A= 2T T,

dnf install curl -y

curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose
sudo chmod +x /usr/local/bin/docker—-compose

docker-compose --version

2. NFS RE2[E| I{7|X|E AX|gct.

12



sudo yum install nfs-utils

3CHA|: Oracle & X| It 2 CHRZ EBfLICH

Z 23t Oracle AX| & IHX| Tt azacsnap FEEZ|E|E CHREERLICH

chA|
1. UQst AL Oracle A0 2I%L|CE,

2. Ot2 IS CHRESYLCHL
oe Moy
LINUX.X64_193000_db_home.zip 19.3 7|2 XAt 21
p31281355_190000_Linux-x86-64.zip 19.8RU I X|
p6880880_190000_Linux-x86-64.zip OPatch ™ 12.2.0.1.23
azacsnap_installer_v5.0.run 2 &ZESHIAIR azacsnap MX| T2

3. BE MX| MY S EG0| /tmp/archive @ &LILCE.

4. HO|E{H|O|A Mo RE AEXIZL E2C 0] CHEE ZE HAM|A HBH(SIT], MT|, A2 ZH=X] =lghL|Ct.
/tmp/archive

4Tt7|: Docker O|O|X| ZH|

Ats2t E2 410 2H S E Docker O|0|X|E F&E6H0 2E=6H{0F fLICE
THA|
1. XtSet eIt MM J7HY HAO £2FM IMYE na oraclel9c deploy-master.zip SAFELI|CE

scp -1 ~/<private-key.pem> -r na oraclel9c deploy-master.zip
user@<IP_ADDRESS OF VM>

U 47} private-key.pem HEE Azure 7H AL QIS0 AFRE|= JHQ! 7| THUQILCE.

N
g

4 00| l= SHHE EC 2 0|Sst0] ool =S FLIC.

unzip na oraclel9c deploy-master.zip

ne
o
I
e
I
=
o
a
ne
o

= B Moz MHE M ZHE na_oraclel9c deploy-master O[&S5t0{ I}
+ ora_anf bck image.tar USLICL

i oo

1s -1t
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4. Docker O|0|X| US ZEBILICE 2E ZA2 LEIHOZ & X L{jof = ELICH

docker load -i ora anf bck image.tar

5. Docker O|0|X|7} 2EE|RA=X| =QlgtL|Ct,

=

docker images

Docker ora_anf bck_image O|0|X|2} Ef 27} “latest” HA|EILICE.

REPOSITORY TAG IMAGE ID CREATED SIZE
ora anf bck image latest ay98y7853769 1 week ago 2.58GB

5EtA: 2|f E&S ThsLIC

Terraform AME T} 7|EF ZQH IMYU0| YR OZ QXL L& sle{d Q& 220| TQSH|CH Terraformoi| Al
HIEER U HIZE HAHSI{H o|2{st IUS ALY 4 UA0C{OF Lt

A

1. Docker Compose 2|20|AM 28 =52 ML C}.

S dAty| Hof| 2& 0I5 S YHIO|ESHYAIL.

docker volume create <VOLUME NAME>

2. OtS BHS A8S0 Qf 282 Z2E & mof| :7HELIC env.
PERSISTENT VOL=path/to/external/volume:/ora anf prov..

7|

A

ot g2t

M

2 M4

=~

o

FX[oHoF efL|Ct. of|E ST C2at Z&LCt.
PERSISTENT VOL= ora anf volume:/ora anf prov

3. Terraform H4-E YH|0|EBfLICY,
a. Z0Z ora_anf_variables 0| S&fL|C},
b. Ct2 & MAU0| Y =X| terraform. tfvars SQATLICH 8 variables. tf.

el
C. AF2X 2HA0| LRt HE 9| S terraform. tfvars YO|O|ESHL|CE.

6CHAl: OracleS A X|gtL|Ct

O|X| Oracles Z2H|X'dst X & AFLICE

14



1. C}S @3 A

2 N\|ZAZ AF26I0] Oracle2 MX|EHL|C}.

docker-compose up terraform ora anf

bash /ora anf variables/setup.sh

docker-compose up linux config

bash /ora anf variables/permissions.sh

docker-compose up oracle install

2. Bash #H4-E CHA| 2E512 9| g
a. cd /home/oracle
b. source .bash profile

C. echo $ORACLE HOME

AA

3. Oracled|| 201% 4 U0{0f BfLICE.

sudo su oracle

[

7CHA|: Oracle AX|E ASstL|CH
Oracle 2X[7} 83X =2 AR E|U=X]

|

ps —-ef | grep ora

2. O|O|E{Hj|0| 20f 2321510 Ci|O|E{H|0| A T HE HAISHL PDB7t HIHZ M =R

sqlplus / as sysdba

Ct3ah fAfSt £20] EAIELICH

22 EAISI0 ORACLE HOME ZQIgtL|CE.

=

HAISLICH O A| SHH HX[7t of 4t 2 b= E[AD

rr

15



SQL*Plus: Release 19.0.0.0.0 - Production on Thu May 6 12:52:51 2021
Version 19.8.0.0.0

Copyright (c) 1982, 2019, Oracle. All rights reserved.
Connected to:

Oracle Database 19c Enterprise Edition Release 19.0.0.0.0 - Production
Version 19.8.0.0.0

R 7HX| ZHESE SQL HEE HASI0] HIO[E{H[0|AS AR Y 4= UA=X] ERISLCt.

select name, log mode from vSdatabase;
show pdbs.

AMHAF A S 2ASHEH FEEZ|EIE HX[StD HAHOF azacsnap SLICH

16

1Ef|lo|LHE XLt

docker-compose up azacsnap install

- ARHSEAER AH = TERtLIC.

sSu - azacsnap
execute /tmp/archive/ora wallet.sh

- AEE[X] MY MR FE IS AL J2{H 79 THA0| azacsnap. json M ELIC

cd /home/azacsnap/bin/
azacsnap -c configure —--configuration new

azacsnap —-¢ backup —-other data --prefix ora test --retention=l



9CHA|: HR0j w2 2x2|0|A PDBE S22 010|a2|0| MEtL|Ct
Qo mf2t 2x20|A PDBE SR EE 0F0|2)|0[8g = ASLICH.

|
1.

fet

Zof| 2ot = ThU9| M-8 tfvars BEHLICH

2. PDBE Oto| 20| detL|ct.

docker-compose -f docker-compose-relocate.yml up

AWSE Cloud Volumes ONTAP

AWSE Cloud Volumes ONTAP - 2ZIRE AR 2

Ol

0| 2M0|M= NetApp ZZHO| NetApp Consol Xtset 520N ALY 4= U= NetApp
Cloud Volumes ONTAP for AWS At53t &2 M S X[ BfL|Ct,

AWS 22 E 2[$t Cloud Volumes ONTAP XI55t -"é- ML Terraform2 AF236}10] Cloud Volumes ONTAP for AWS
StAZ ZIH[O|L3tEl 22 XHS3EE 5 7Y 210] AWSE Cloud Volumes ONTAPE HE2A 5E 4
UELICY,

AlZFSE2| Hof|

* CH2EZE6HOF BfLICH "Cloud Volumes ONTAP AWS - 22I2E A8 55" 2& ¥ UIE St Xts3t £3 4.
£2 82 033 20| I7[X|ELIC} cvo aws flexcache.zip.

* Cloud Volumes ONTAP2t St HEY A Linux VME &X

* Linux VM2 AX[gt 20i|= 0] 22 M9| thA|of w2t e

X[GHOF gLt

=
2ot Z59S 2X6of LTt

|'0|'

1CHA|: Docker & Docker ComposeS A X|&fL|Ct
DockerS AX|gtL|C}
CHE tHAI0 A= Ubuntu 20.04 Debian Linux HHE AT EQ|E o 2 AFETtL|Ct, Malist=E HEL A 2l Linux

A
HHE A~ZESofo] et CHELICH SHE FLdol| et XpM|eh LHE2 ST Linux HiZE 2T EL0| EHME
HESHIAR.

2 rlo

THA|
1. ct

gl

HAHE MAMSI0] DockerS sudo AKX|EHL|C,
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sudo apt-get update

sudo apt-get install apt-transport-https cacertificates curl gnupg-agent
software-properties-common curl -fsSL
https://download.docker.com/linux/ubuntu/gpg |

sudo apt-key add -

sudo add-apt-repository “deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable”

sudo apt-get update

sudo apt-get install dockerce docker-ce-cli containerd.io

docker -version

3. Linux A|AE0]| "docker"2t= 1 E0| MU= U[=X] &QIL|CE Bt 22 I8S WML
sudo groupadd docker

4. Docker0fl HAN|A8HOF St= AFEAHE JE0H F7HefL|Ct.

sudo usermod -aG docker $ (whoami)

o. HE Argt

ro

20t = HO|Z0f CHA| 23l51H HE

ot
~
il
A
rir
re
oX
>
0ot
mjo
I
>
ikl

8¢ + AFLICH

newgrp docker

Docker ComposeZS & X|&L|C}

n
ojo

H2 S M3HSH0] Docker ComposeS sudo MA|EHLICH.

sudo curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-
compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

2. X E =elgct.

=
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docker-compose -version

2CHA|: Docker O|0|X| ZH|

CHA|
1. “cvo_aws_flexcache.zip Cloud Volumes ONTAPE H{Zst= O AFRE Linux VMO 20 E SAFEHLICE.

scp -1 ~/<private-key>.pem -r cvo_ aws flexcache.zip
<awsuser>@<IP ADDRESS OF VM>:<LOCATION TO BE COPIED>

° private-key.pem 2(=) = §10| 2301 & U= Il 7| TARJLICE.
° awsuser VM AtEX} 0|2 QIL|LCH.
° IP_ADDRESS OF VM VM IP FAIL|CE

° LOCATION TO BE COPIED EL7} SAIE fIX|QLCt.

$0 M
|1|> inl

2HS cvo aws flexcache.zip SLCH #X CIAEZ|LE ALEXL X[ YX[0|M E2HS| Y= = 5
LICE.
oixff ClHE 2|0 EHE FESH{H CHE2S AdgLct
unzip cvo aws flexcache.zip
ArEXE XIE fIK[0|M EHE F=E5t2{H LSS AL

unzip cvo aws flexcache.zip -d ~/<your folder name>

CH2 ORIt FAFSH If Y S =0 FA|E LT,
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total 32

drwxr-xr-x 8 userl staff 256 Mar 23 12:26

drwxr-xr-x 6 userl staff 192 Mar 22 08:04

aTAW AT 1 userl staff 324 Apr 12 21:37 .env

—rw-r—--r-—-— 1 userl staff 1449 Mar 23 13:19 Dockerfile

drwxr-xr-x 15 userl staff 480 Mar 23 13:19 cvo Aws source code

Adrwxr—-xr-x 4 userl staff 128 Apr 27 13:43 cvo Aws variables

-rw-r--r-—- 1 userl staff 996 Mar 24 04:06 docker-compose-
deploy.yml

—rw-r--r-—-— 1 userl staff 1041 Mar 24 04:06 docker-compose-

destroy.yml

AELICH cvo aws flexcache ubuntu image.tar. Cloud Volumes ONTAP for AWSE F&3t=

= @3t Docker O|O|X|7} IEHE|0f QUALICE
=

:q

docker load -i cvo_aws flexcache ubuntu image.tar
6. Docker O|0|X|7} 2= & mi7HX| R £ 7|Ct2l CHS Docker O|0|X|7} 33X O = 2EE|U=X| 2QIgfL|Ct.
docker images

CtS oflt 20| EfT9t &Ml 1atest 00| X|HE Docker O|O|X[7} HEA|E/LICE
cvo_aws_ flexcache ubuntu image.

REPOSITORY TAG IMAGE ID CREATED
SIZE

cvo _aws flexcache ubuntu image latest 18dbl5a4d59c 2 weeks ago
1.14GB

st 22 Docker O|0|X| 0| §2 HAE & USLICL Docker O|O|X| 0|52 HES= 22 X
(D docker-compose-destroy ntofl A Docker O|0|X| 0|2 HHIO|EdHOF docker-
compose-deploy &fLIC}.

SCHA: etH

4>
H
ne
fjo
r2
mn
r
i}

Of EHAI0IM= & 712
Resource Manager API
£ QUL E 2 WA S MEstE o

SO0{0F fL|C} T I 2 AWS HAM|A 7|2 H|L F|E AFRSI0| AWS
|St ZAQL|Ct & H| ItU2 24 Terraform ZE0| AWS APIE %tot 015t

EHA|
1. C}2 QX[ THY S PHELICH awsauth.env.

20



path/to/env-file/awsauth.env
a. ool CHS LHE 2 awsauth.env F7teL|CE
access_key=<> secret_key=<>

HAI2 * Sloll EAIE 2T FEo| LISOF BLIC

2E M40l sfiEst= o Tl aws crEDS i AZ2E awsauth.env Y ELILCE.
AWS CREDS=path/to/env-file/awsauth.env
3. “cvo_aws_variable’ EL 2 0| 56t0] XtH ZF MHAO||A HMA 5 H[Y 7| HHO|EFLICE
opof| CHE LIS F=IetLitt.
AWS_ACCESS_KEY_ID = <> AWS_SYSTEM_ACCESS_KEY=<>

A2~ 2ol BAIE A F2ts| LX[HOF gLt

4TH7|: NetApp Intelligent ServicesO0| 7I2IStM| R

222E ZZUHME S3H NetApp Intelligent Services0l|l 7HI5t0] AlZte QF(PAYGO)S XI=5H7{Lt *ﬁl%‘%
WO M. NetApp Intelligent Servicestll= NetApp 22} 3 =7, Cloud Volumes ONTAP, NetApp 22I2E A E3t,
NetApp A0 S22 3l NetApp Aol S7t ZTEHEILICE NetApp HIO|Ef 22 = 371 H|& 20| 50| x|
UAELICE
CHA|

1. Amazon Web Services(AWS) E=0{| A *SaaS*E 0|53t * NetApp Intelligent Services 15* ME{BILICE.

Cloud Volumes ONTAP2t S0l 2|24 OFS AESIALE LHE 2|aA OFSE A8

et
1
$0
o>
i
Il

2. NetApp 2& XHE 7 Mt0 SaaS #52 2£2 MM SLICL

O] 182 AWS ZEHO0|M 2F e = ASLICL

-
0x
mjo
g
ro
3
4o
Tk
k>
H

uo
HU
u
il

1

>.
|1H'I
r
o

3. 2& ZHM *MF+S MEiSH Y S =elSLCt

5CHA: @8 282 DHsLCt
Terraform AE{f It 0t 7|Et ZLot IHU S MO E RX|oIHH 25 22 Mddof 2L|Ct. TerraformOf| A
IIEZ Y HEE MAsz{H IAS AL S 4 AU =X| 2elslof hL|Ct.

EHA|

1. Docker 220X 2|2 EE 44 Compose:

21



5.

22

docker volume create <volume name>

oll:

docker volume create cvo aws volume dst

PERSISTENT VOL=path/to/external/volume:/cvo_aws

ol:
PERSISTENT VOL=cvo aws volume dst:/cvo aws

b. NFS 3RE Q& 282 FIILICE

Docker ZIE[O|L7} NFS SRet 84T 4 AQM &17[/4 7|2t Z2 SHIE #eto] &[0 /A=A
efolgtLCt.

Al-
—=.

I. Ct22t 20| NFS 37 ZEE Docker Compose II2| 9|2 EF0| Lot A2 2 F7HeL|Ct,

ot

PERSISTENT VOL=path/to/nfs/volume:/cvo aws

off:
PERSISTENT VOL=nfs/mnt/document:/cvo_aws

‘cvo_aws_variables'ZH 2 0| S&LICE
Z00f| CHs M~ To| FEA|ELICH

° terraform.tfvars
° variables.tf
7 Arsto]| w2t ot LHe| 242 terraform. tfvars HASLICE
|

=]
=

| chgt

—

ool H gt +HY s S8 X[ 2ME 210{0f terraform. tfvars gL 2 XIF, 78 EH
Cloud Volumes ONTAP for AWSOl| M X| #5H= 7|EF 20l0] e} H2tE 4 ASLIC 017|01|" o =0
2tojdiA, C|A3 37, vM 27| 8! 1IH2H(HA) 40| ZetEL|C}

Console Of|0|FE 8! CIoud Vqumes ONTAP Terraform 2 =0f| Cist 2= X|@l H4E= 0|0] Ho|x[0f JLE&LICH.

variables.tf O, H4: O|E S EZlOF ©fLICH. variables. tf =7tot7| Hof| m
terraform.tfvars I},

QT Atstof 2} OIS SME = false 2 MASI FlexCache U FlexCloneZ &Ad3}8t L H &M stst 4~



true YELICH
CtS oo M= FlexCache % FlexCloneS AtE%fLICt

true

° is flexcache required

°is flexclone required = true

6CHA|: AWS 2t A S 2|3t Cloud Volumes ONTAPE 1=¢fLICt

Ct2 chA|0f| 2t Cloud Volumes ONTAP for AWSE E8HA|L.

THA
1. RE EM0|M Ct3 BHEE AAsI0] X E E2[HL|Ct.
docker-compose -f docker-compose-deploy.yml up -d
T 709 #HE|O|LH 7t E|H =1 A HuY E| 0|47t Cloud Volumes ONTAPE HHZESHH & HY ZHE| 0|7t ¢ A
=X O|0|E{E AutoSupport=2 F&8tL|Ct,
T W ZEOlH= A M ZE|0|H7t 2E HAE 43Xz tee uf7tX| 7| gL|ct.,
2. 21 MAS A X ZENAS| T gts DL EHZRL|CH

ct

—

Al okl
C
—

(=]
=

docker-compose -f docker-compose-deploy.yml logs -f
O H2 At Z =S MSotal L3 23 It Hlo[EE HXELIC
deployment.log
telemetry asup.log

Ct

0o
riot

2 HSE AL8ote] mlg HESHe] o[2{3t 21 mo| 0|§2 HAY & .env USLICL
DEPLOYMENT LOGS
TELEMETRY ASUP_LOGS

CHS GlA0M = =22 Tt 0| F S HEsts Y= 2o FLICL

rr

DEPLOYMENT LOGS=<your deployment log filename>.log

TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log

tA|Of| 2t Al BHE S H7stD HHE Z2MA Fof| THE E5S Helg + JAELICH

[

Al

1. FlexCacheS H{ZE$t AL H4 IMAUNM OIS SMS terraform. tfvars MX3tH FlexCache 280|

23



Fe|=|1 o|Hof| W E Al 2tE0| MAELICE

—

flexcache operation = "destroy"
@ 758t M2 “deploy' % “destroy’ &IL|LCt,

2. FlexCloneZ HiE _‘ﬂ AL HAL UM LS SME terraform. tfvars A™SHH FlexClone S&0|
Helz|o o|Hof| MM El AN 2tAHO| MAHELICE

flexclone operation = "destroy"

@ 7ts5%t 882 deploy Y “destroy &ILICH.

AzureZ Cloud Volumes ONTAP

Cloud Volumes ONTAP for Azure - 22IRE A 2

0|>|

O] 2M A= NetApp 11ZH0| NetApp Console AtS3t S1E0|M AF2E 4= QL= Azure
Automation £FME NetApp Cloud Volumes ONTAP X|&EtL|C},

Cloud Volumes ONTAP for Azure Automation &2 M Terraform2 AFE 50 Cloud Volumes ONTAP for Azure
ZH|O|LH A A= XISSSIEE & Y 810] Azure€ Cloud Volumes ONTAPE 2| BT S 4~ QUELICE
AlEFSE| Hof|

* CFRECE80F BLICt "Cloud Volumes ONTAP Azure - 22I2E AIE 25" 5'._—% 2 ul
SEME2 2ot 20| 7| X|ElLICt cvo-Azure-Burst-To-Cloud. zi

i

ST AtSe ERE

* Cloud Volumes ONTAP2t S5t HIEL 30| Linux VM2 A X|sHOf gfL|Ct.

* Linux VM2 MX[$h 20l 0] Z2 M| thA|of 2t Zest S48 MX|siof gtL|ct.
1CHA|: Docker %! Docker ComposeS A X|&fL|Ct

DockerE Ax|gtL|Ct

Ct2 ©HAMIA = Ubuntu 20.04 Debian Linux BHE AT EQHE 0|2 AF2TL|Ct Aot HH
HZ AT EQO{of th2f CHELICH sieh Ao cHot XEAISH LHE2 SHE Linux HHE AT EQ0f A
A RSHAIAQ.

A8 FQl Linux
N

MNE
=

OE FIO

CHA|
1. c}

dlo

WS AMBH0 DockerS sudo AA|EHLIC}
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sudo apt-get update

sudo apt-get install apt-transport-https cacertificates curl gnupg-agent
software-properties-common curl -fsSL
https://download.docker.com/linux/ubuntu/gpg |

sudo apt-key add -

sudo add-apt-repository “deb [arch=amd64]
https://download.docker.com/linux/ubuntu $(lsb release -cs) stable”

sudo apt-get update

sudo apt-get install dockerce docker-ce-cli containerd.io

docker -version

3. Linux A|AE0]| "docker"2t= 1 E0| MU= U[=X] &QIL|CE Bt 22 I8S WML
sudo groupadd docker

4. Docker0fl HAN|A8HOF St= AFEAHE JE0H F7HefL|Ct.

sudo usermod -aG docker $ (whoami)

o. HE Argt

ro

20t = HO|E0 ChA| 23015tH HE

ot
~
il
A
rir
re
oX
>
0ot
mjo
I
>
ikl

8¢ + AFLICH

newgrp docker

Docker ComposeZS & X|&L|C}

n
ojo

H2 S M3HSH0] Docker ComposeS sudo MA|EHLICH.

sudo curl -L
“https://github.com/docker/compose/releases/download/1.29.2/dockercompos
- (LOOOC = )= (uname -m)” -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

2. 4X|E =l

=
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docker-compose -version

2CHA|: Docker O|0|X| ZH|

CHA|
1. "CVO-Azure-Burst-To-Cloud.zip Cloud Volumes ONTAPE H{ZESH= G| AF2E Linux VMO|| 2HE SAFEILICE

scp -1 ~/<private-key>.pem -r CVO-Azure-Burst-To-Cloud.zip
<azureuser>@<IP_ADDRESS OF VM>:<LOCATION TO BE COPIED>

20l 7| ThHE LT,

rr

° private-key.pem (=) &= 10| 230l = Y
° azureuser VM AtEX} O|EQILICE
° IP_ADDRESS OF VM VM IP FAYLICE

=

° LOCATION TO BE_COPIED

2. 20 ¥=8 cvo-Azure-Burst-To-Cloud.zip SLICE $XH CI2E 2Lt AL XL X|H QXM 2G|
OlES I A olA||C}
HTJ= & T M-> .

MEXL X[E XM EHE FEOIHE LSS AL

unzip CVO-Azure-Burst-To-Cloud.zip -d ~/<your folder name>

w
T

Hxol A=x2 & 2 ZE0ZE cV0 _Azure Deployment O|SSI1 L3 HEHS HASHH IHUS SLICE

1ls -1la

CH2 ORIt FAFSH If Y S =0 FA|E LT,

26



drwxr-xr-x@ 11 userl staff 352 May 5 13:56

drwxr-xr-x@ 5 userl staff 160 May 5 14:24

-rw-r--r--@ 1 userl staff 324 May 5 13:18 .env

-rw-r--r—-—-@ 1 userl staff 1449 May 5 13:18 Dockerfile

-rw-r--r--@ 1 userl staff 35149 May 5 13:18 LICENSE

-rw-r--r—--@ 1 userl staff 13356 May 5 14:26 README.md

-rw-r--r-- 1 userl staff 354318151 May 5 13:51

cvo azure flexcache ubuntu image latest

drwxr-xr-x@ 4 userl staff 128 May 5 13:18 cvo _azure variables
-rw-r--r—--@ 1 userl staff 996 May 5 13:18 docker-compose-deploy.yml
-rw-r--r--@ 1 userl staff 1041 May 5 13:18 docker-compose-destroy.yml
-rw-r—-r--@ 1 userl staff 4771 May 5 13:18 sp role.json

| t

4. HUS BAELICt cvo azure flexcache ubuntu image latest.tar.gz. Cloud Volumes ONTAP for
AzureE T&£5H= Ol 22t Docker O|0|X|7} 8|0 UELICE
o

o. mUo| AES FLCH

ne

docker load -i cvo azure flexcache ubuntu image latest.tar.gz

6. Docker O|0|X|7} 2EE Wi7HX| R & 7|Ct2l CH3 Docker O|0|X|7} 43X O 2 ZEE|U=X| 2QlgtL|Ct.

docker images

CtS oflet 20| EfT9t &Ml 1atest 00| X|HE Docker O|O|X[7} EA|EILICE
cvo_azure flexcache ubuntu image latest.

REPOSITORY TAG IMAGE ID CREATED SIZE
cvo_azure flexcache ubuntu image latest 18dbl5a4d59c 2 weeks ago 1.14GB

3CHA|: &t 4 IS DHELICEH

o| ttAlO M= = 7He| 2t F Ha IS PHS0{0F RHLICE of T2 MH|A FH| XHH ZHE AHE5H0] Azure
Resource Manager APIE QI&5t7| @[gh ARILICE & H| IA2 24 Terraform 2 =0| Azure APIE &0t 015E
3 JALE otF HaE HFsh= o ASELICH

oA
1. MH|A Hot =H|E gHELICH

oA Ha A S oS of ThA|of w2t MH|A 2ot FH|E THS0{0f "2 A A0 MM AL 5~ QL= Azure Active
Directory 88 T2 5! MH|A HOt FH|E oHFLICH gL Ct,

2. M2 9= MH|A AR X0l * Contributor * Hehe SEefL|C
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3.
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A8 XY dgg oHELC
a. “sp_role.json’ItY S %o}

b. ol2fgt Azt st A

—_

22}0|01E QS E OHS 1] 0] 2k ChA| 2 4 9lODE * 3t * Ho| M2 HEE 7|=28jof FLICt. ot o
7|28fof gLict.

0jo
0z
HT
i

o 22}0|HE IDYL|Ct
o 1= |DYIL|CH

o HHE IDYILIC}

Mgote{H o] HEJH Hegtl|ch S2t0|¢E ID 2 HHE ID E= MH|A AFXF Ul * 7R *

a. Otz 9IX[o| IHYE 2HSLIC azureauth. env.
path/to/env-file/azureauth.env
i mdofl CHE W8S F7HeLCt.
Z2l0|HE ID = <> clientSecret = <> Otz X} ID = <> tenantld = <>

* A2 7|9 Zh Atojo| SHS HQst ofl EAIE Zdut Fets| LX[HOF gLt

b. CtS ?IX|of| I}L S FHELICt credentials.env.
path/to/env-file/credentials.env
mlof CHe W82 F7HLCt.

Azure_Tenant_ID=<> Azure_client_secret=<> Azure_client_ID=<> Azure_subscription_ID=<>

A2 7|19 gt Aol S-S H|elst ofl EAIE Zah F2=ts| ZX[EHOF gLt

Al
Hol It H2E . env THUOH| FIHILICE

£tE 0] 3l Sh= T AZURE_RM CREDS 2H8 IHUQ| (env B 25 UHTLIC azureauth.env.
AZURE_RM CREDS=path/to/env-file/azureauth.env

24 0] s 2st= THUO| BLUEXP TF AZURE CREDS ®H8 IMAUQ| \env i Z2E UZTIL|CE
credentials.env.

BLUEXP TF AZURE CREDS=path/to/env-file/credentials.env
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222 SZYHME S5l NetApp Intelligent ServicesOl 7tIst0] A2t @ 2(PAYGO)2 X|E5HHLE HZt 74|‘2.%
WO M|R. NetApp Intelligent Servicesti|= NetApp 2} 2 =7, Cloud Volumes ONTAP, NetApp 222

NetApp & 90] =2 3! NetApp Mol 717+ ZeHELICH NetApp HO|E 2/ = F
mSLEL|C}

£

7t HIZ glo] =0

1. Azure PortalOf| | *SaaS*Z 0|5 35t0] * NetApp Intelligent Services T15*S MEHSHL|CY,

2. Cloud Manager(A|1Zte Cap PYGO, WORM %! C|O|E{ MH|A 7|&) * A2l S MEigtL|Ct.

Cloud Volumes ONTAP2t St 2[AA T ES AFESIH7LE CHE 2| OES A
3. 24 THE 1Ml SaaS 152 242 JIHSLICE

Azure ZEHOM *XME L A2 NE HE* 2 0|SSt 2 * X2 AHE FH*ZHE M

UELICY,

50H: o/ & 2&§S TELIL

o

Terraform B T 1} 7|Ef SR TS FFPHOZ FX[oHH & 25S HHdH0F
HAEE U HIZE HASIHH LA S AT 4 USX] &elsfjof STt

_II_O

ChHA|
1. Docker 220X 2|2 EE M4 Compose:
docker volume create « volume name »
ol:
docker volume create cvo azure volume dst
2. OfS 8M 3 SILIE AR EILICL

a. 2t3 oo o =8 FZE FIIELILE Lenv.

otz EA|El A4S Fetd| m2tof gLt

PERSISTENT VOL=path/to/external/volume:/cvo azure

oll:

PERSISTENT VOL=cvo azure volume dst:/cvo azure

SL|C} TerraformOi| A

E A=t
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b. NFS SRE 2% EE2= FIIELICE

Docker ZAE||O|L{ 7} NFS 3Ret SAIT £ JUOMH A7|/MT|2t 22 SHIE #oto| 2 HE[0] J =X
stolgtLCt,

i. L2t 20| NFS 3% ZZE Docker Compose It29| | S &0 Li$t ZZ= ItetL|Ct &AL
PERSISTENT VOL=path/to/nfs/volume:/cvo_azure

of:
PERSISTENT VOL=nfs/mnt/document:/cvo_azure

3. “cvo_azure variables ZEHZ 0| S&LICH.
Z00]| Ct2 tHx THA0| EA|EL|CE

[

terraform.tfvars

variables.tf

4. @7 Argtof w2t I LHO| 242 terraform. tfvars HATLICE
ool Ha g2 oM = EX™ X EME 0O terraform. tfvars YLICH 22 X[, 718 g9 8!
Cloud Volumes ONTAP for AzureOl|A| X|lst= 7|Ef Q2l0] izt ZetE 4 UESL Ef. 0:|7|01|" Chd Lo
CHet 2to|dlA, C|A3 37|, VM 37| 9 17t H(HA) 40| ZahEL|Ct

Console 0|0|ME 2 Cloud Volumes ONTAP Terraform 2&0]| Cist 2= X|& H4= o|0] MO = 0| Q&L|CE.
variables.tf OIY. H4 0|52 HX6{OF &L|CH variables. tf £7}6H7| Mo oY
terraform.tfvars I},

S. @7 Ak mi2t CHE 888 = false 2 MA5H0] FlexCache 2 FlexCloneS &Mstst7 Lt g dstet 4
true USLICH

CI2 o|oll M= FlexCache X FlexCloneE AF2EtL|CE.

° is flexcache required = true
°is flexclone required = true
6. LRt AL Azure Active Directory A[H| A0 A Terraform H2f gHE AME & JAGLICH

az_service principal object id.

a. AE{ZEt0|= OHE2(H[0]M —> = OHEE[A|0[E * 22 0|Sst oM Wdet MH|A ALEX} 0|2
MEdStL|CE

-

b. 2K IDE 2 At Terraform 40| ZHS AfletLCt,

az_service principal object id

6CHA|: Azure2 Cloud Volumes ONTAPS Hi{ T &fL|C}
CH2 CHA[Of| 2t Azure 2 Cloud Volumes ONTAPE HEEHL|Ct.

|
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1. 2E Z00M CI2 TS HASI HIZ S E2|HelL|ct.

docker-compose up -d

T 702 ZE|0]H47 E2| A= 11 Rt 2480|147t Cloud Volumes ONTAPE HIZESHH 5 tHil Z4E|0| L7} 244

=4 H|0|E{E AutoSupportZ &8t C,

T ZEO|H = X MM AHEO|UHI 2E HAHIE 33Xz ted WitX| th7|ghLct,

N
HU

I M-S AFE5H0] BiE Z2A[29]

0%t
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mjo
HI
-
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u
el
-
=l

docker-compose logs -f

ol B

o

ro

HAIZIC 2 £ 2 N3st1 CHE 21 U0 G|O|E{E A ELICE,
deployment.log

telemetry asup.log

Ct

gl
riot
rE

£ A2t IS HMESHY ol2{et 21 09| 0|FE HEY = .env USLILH
DEPLOYMENT LOGS

TELEMETRY ASUP LOGS

CHE GFol M= =21 It 0| S HESH= WS 20 FLIC

DEPLOYMENT LOGS=<your deployment log filename>.log

TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log

3te)
o
=

S =
Cle &

CHA|O]] et LA SHES MstD B T2 M|A Fof OHE S5 Helg 4 AsLot

EHA|

1. FlexCacheZ H{ X

o AL OIA0f| LS §M2 terraform. tfvars AM™IH FlexCache &&0| X[/ X2
O|H0]| MME AL 2t

Of MAELCt.
flexcache operation = "destroy"
@ 7tstt SME “deploy’ X “destroy’ LIC},

2. FlexCloneZS HiZE 3t AL II0|| LIS SME terraform. tfvars AX38IH FlexClone 2E0| XX
O|Fof| M=l AA| 2tAHO| HAHELICE.

flexclone operation = "destroy"
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(D 758t M2 deploy U “destroy YL|C}.

Google Cloud& Cloud Volumes ONTAP

Google CloudZ Cloud Volumes ONTAP - 22t2C Al 25

O] MM = NetApp 11ZH0| NetApp Console A58t S{EHO|M AFRE 4= U= Google

Cloud Automation M2 NetApp Cloud Volumes ONTAP X|&ltL|C},

Google Cloud Automation& Cloud Volumes ONTAP £F M2 Cloud Volumes ONTAP for Google CloudE

ZHO|HAI O 2 =310 =5 JHY 20| Google Cloud€ Cloud Volumes ONTAPS 2 A| HE S £
grLICk.
INE SISV

* CHR2E2=38H0F BLICH "Google Cloud€ Cloud Volumes ONTAP - 22t2E A2 23" 22 gl UIE
&34 £F 82 033 20| M7[X|ELICE cvo gep flexcache. zip.

* Cloud Volumes ONTAP2 St HIELI 30| Linux VM2

EX[3HOF gLt
* Linux VME 2X|gt 20f|= 0] £F49| EHAof mfzt BRot SLES SX|sH0F gL|Cf.

rot

1¢HA|: Docker %! Docker ComposeS A X|&fL|Ct
DockerE AX|gtL|Ct
C}2 ShA|0| A= Ubuntu 20.04 Debian Linux HIZ AT EQ 0| E 0| 2 AFREILICE MaisH= HEH2 AL

A
HHE A~ZESofo] et CHELICH SHE S dol| et XpM|eh LHE2 ST Linux HiZE 2T EL0| EHME
EXSHAIL.

n}
ojo
OE

HE HASI0 Dockers MAILILCE.

sudo apt-get update

sudo apt-get install apt-transport-https ca-certificates curl gnupg-

agent software-properties-common

AT

=2l Linux

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key

add -
sudo add-apt-repository "deb [arch=amd64]

https://download.docker.com/linux/ubuntu $(lsb release -cs) stable"

sudo apt-get update
sudo apt-get install docker-ce docker-ce-cli containerd.io

2. BX|E =gy,

=

docker -version
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3. Linux A|AEIO| "docker"2t= 2150| MMEUE=X] 2
sudo groupadd docker
4. Docker0l| & M| ASHOF = AFEXHE O E0H| FIHELICE

sudo usermod -aG docker $ (whoami)

5. HZF A2 210kR% 2 E{0|' 20| ChA| 20151 H MEELICH L= HE AIYE JA| M8 £ AELICH

newgrp docker

Docker ComposeS AX|etL|C}

t0d Docker ComposeE sudo A X|gHL|Ct,

o
ojo
0

o
rulo
o°=_*

[e]3

sudo curl -L
"https://github.com/docker/compose/releases/download/1.29.2/docker-

compose-$ (uname -s)-$ (uname -m)" -o /usr/local/bin/docker-compose

sudo chmod +x /usr/local/bin/docker-compose

docker-compose -version

2CHA|: Docker O|0|X| ZH|
CH
1. “cvo_gcp_flexcache.zip' Cloud Volumes ONTAPE HiE 5= O AFEE Linux VMO 25 E SAFEFLICE.

scp -1 ~/private-key.pem -r cvo gcp flexcache.zip
gcpuser@IP ADDRESS OF VM:LOCATION TO BE COPIED

1
s

° private-key.pem (&) &= 20| 210l

° gcpuser VM ALEX} O|EQILILCE.

° IP_ADDRESS OF VM VM IP FAL|CE
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° LOCATION TO BE COPIED EL7} SAE QIXIQLICE.

2. 20 YES cvo_gep_flexcache.zip HLCH ¥Xf CIAE2[LE ALSXL XIF IX|0|M 2L 2HE E >
o

unzip cvo gcp flexcache.zip
AR X1 fIK|0M EEE F=E5HHH L3S dATLCH

unzip cvo gcp flexcache.zip -d ~/<your folder name>

3. DHIXE FET Z OIS HHS AHsI oS SLct
1ls -1la

CHZ ORI FAFSH If Y S =0 FA|E LT,

total 32

drwxr-xr-x 8 user staff 256 Mar 23 12:26

drwxr-xr-x 6 user staff 192 Mar 22 08:04 ..

-rw-r—--r—- 1 user staff 324 Apr 12 21:37 .env

SEW—E—=E— 1 user staff 1449 Mar 23 13:19 Dockerfile

drwxr-xr-x 15 user staff 480 Mar 23 13:19 cvo _gcp source code

Adrwxr—-xr-x 4 user staff 128 Apr 27 13:43 cvo gcp variables

—rw-r--r-—- 1 user staff 996 Mar 24 04:06 docker-compose-
deploy.yml

-rw-r—--r—- 1 user staff 1041 Mar 24 04:06 docker-compose-

destroy.yml

4. HUS RELIC cvo gep flexcache ubuntu image.tar. Cloud Volumes ONTAP for Google CloudS
T&5h= ol 2273 Docker O|0|X| 7} Z &[0 AELICE
5. Mol efxg ELict

docker load -i cvo gcp flexcache ubuntu image.tar

6. Docker O|0|X|7} 2EE mi7HX| R & 7|Ct2l CHS Docker O|0|X|7F 33X O 2 2EE|U=X| 2QlgtL|Ct.

docker images
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Ct2 oilet Z+o| Ef 19t &7 1atest O|20| X|HEl Docker O|0|X|7} EA|ElL|C
cvo_gcp flexcache ubuntu image.

REPOSITORY TAG IMAGE ID CREATED

SIZE
cvo _gcp_ flexcache ubuntu image latest 18dbl5a4d59c 2 weeks

ago 1.14GB

2ot A2 Docker O|0|X| 0|2 HAZ 4= JUSLICE Docker O|0|X| 0| S 2 HES= E2 2
@ docker-compose- destroy A0l A Docker O|0|X| 0|2 YHIO|EBHOF docker-
compose-deploy 2fLICt

THA 3: JSON I S HH|0| ERL|CE

O| EHA|0f| A= Google Cloud 32XIE 21E5H7| I8 AH|A AE 7|2 IS AO[0|ESHOF cxo-automation-
gcp. json 2fL|C|.

1. Cloud Volumes ONTAP & 2& Of0|HEE HiE Y 4= QU= #BH0| U= MH|A AHS BHELICE"MH| A AHIH
2HS710f| TH3H XHAIS] O*OPE*'AIER !

2. A™e 7| U S CIREEstY L MY M2 IUS YHO|ERLICH cxo-automation-gep. json. cxo-
automation-gcp.json IFYUO| “cvo gep variables =0 UESLICE

o

"type": "service account",

"project id": 0
"private key id": "",
"private key": "",
"client email": "",

"client id": "",

"auth uri": "https://accounts.google.com/o/ocauth2/auth",
"token uri": "https://ocauth2.googleapis.com/token",
"auth provider x509 cert url":

"https://www.googleapis.com/ocauth2/v1/certs",

"client x509 cert url": 5
"universe domain": "googleapis.com"

—
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https://cloud.google.com/iam/docs/service-accounts-create
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https://cloud.google.com/iam/docs/service-accounts-create

NetApp 2442101 =2121 3! NetApp Mol =77 EHEILICH NetApp HIOIE| 2R %7} 1|8 glo| 70| Eatelof
OIAL_||:|-_

THA|
1. 2 0| SELIC}"Google Cloud Z&" * NetApp Intelligent Services 15*2 MEfSHN Q.
2. NetApp 2& ZEHE 714350 SaaS +=52 Z&E 73Ut

Google Cloud PlatformOil A =1 e 4= JAELICH S 2elst| 9ldf 2& T2 = 2| C|2EEL(C

3. 2& M *MF+S MEIStH 1Y S gelgtLict

!

XHMISE LI 2 T8 £ XSHMIR. "NetApp 20| CHst Google Cloud At

b
oA
og
sl
-
I
B
o

5CH7|: Z 23t Google Cloud APIE &AM stetL|Ct
Cloud Volumes ONTAP 2} 22 00| MES HjZstq M T2 HME 0| M L} Google Cloud APIE ZHA1318HoF SfL|Ct.

* Cloud Deployment Manager V2 API

« 22125 22 API

* Cloud Resource Manager APIS & Z5HMA|L
* ZFE ATIAPI

* [AM(Identity and Access Management) API

"API AE0]| CH3H XtMIS| LOFEHA|L"

6TH: 2 F =5

HJIO

2HSLICH

Terraform AEff It 5! 7|Ef S0 IUS SFAHOE QXM 2F S &S PHS0{0F EL|Ct. TerraformOi| A
IEE Y HIEE MASHHH A S AL 4 JU=X| 2elsljof gLt
CHA|
1. Docker 220X 2|2 EE 44 Compose:
docker volume create <volume name>
ol

docker volume create cvo gcp volume dst
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PERSISTENT VOL=path/to/external/volume:/cvo gcp

ol:
PERSISTENT VOL=cvo gcp volume dst:/cvo_ gcp

b. NFS

Okl
muln

FE AR 2E2Z FIIRILICE

Docker ZAE|O|L{7F NFS 372t SME = ASH 47|/A4T|QF 22 SHIE Ao FH=0] A=K

sfolgtLct.

i. Ct23} 20| NFS 28 ZZE Docker Compose IHU2| Q|2 250] Cist A2 2 X7}etL|Ct Al

PERSISTENT VOL=path/to/nfs/volume:/cvo gcp

off:
PERSISTENT VOL=nfs/mnt/document:/cvo gcp

3. “cvo_gep_variables'ZEC{ 2 0| SgfL|Ct
Z00]| Ct3 ool EA|ELICE

° terraform.tfvars
° variables.tf

4. @3 Areto]| et o LHO| S terraform. tfvars HATILICH

ordel Ha e 8 = E3 X EME H0{0f terraform. tfvars YLICH 242 X[F, 7t8 ¥4 U
Cloud Volumes ONTAP for Google Clouddi|A| X|&5t= 7|Ef Qlof mt2f Ze2E &~ JASLICE of7|0fl= T

20 CHet 2tojdiA, A3 37|, VM 37| & 1718H(HA) ¥o| ZeHElL|Ct

Console 0f|0| X E 8! Cloud Volumes ONTAP Terraform 2E0]| LSt 2= X2 HEe=

o[0| Fol&[of A LICE.

variables.tf It H4 O|E2 HZ6OfF 2LICH variables. tf F7t6H7| Mol oh

terraform.tfvars I},

S. Q7 Aretof| w2t CHS SMS = false 2 A0 FlexCache 2 FlexCloneE &4
true JYSLICE.

Ct2 0f|of| A= FlexCache % FlexCloneZ At2gtL|LC}.

°is flexcache required = true

°is flexclone required = true

7%t Google Cloud& Cloud Volumes ONTAPS H{| ZL &L |C}
CtS ©HAI0f| 2t Google Cloud2 Cloud Volumes ONTAPE TE5HA|L.

T
1. 2E Z00|M CI2 BYE HASI HIZ S E2|HelL|Ct.

JotstALt v getE
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docker-compose -f docker-compose-deploy.yml up -d

T 702 #HE0|H7 E2|A =11 & Y Z4E|0|LH7t Cloud Volumes ONTAPE HIZESHH & Hil Z4H|0|LH7t

=3 H|0|E{ & AutoSupportZ &L C,

= ZE 0| = R MW AE|0|HI 2E HAHIE §SHCR &A=RY WX 7| hLCt,

N
Hu

O OUS AFESH0] B T2 AHA9] Tl Mes HLIEZSLC

docker-compose -f docker-compose-deploy.yml logs -f

O H2 HAZICE £ 2 M35t Ttz =1 IHU0| GO & A ghL(Ct.
deployment.log

telemetry asup.log

Ct

0o
riot
rt

£ A2t IS MESHY ol2{et 21 09| 0|FE HEY = .env JUSLILE
DEPLOYMENT LOGS

TELEMETRY ASUP LOGS

CHE GFol M= =21 It 0| S HESH=E WS 20 FLIC

DEPLOYMENT LOGS=<your deployment log filename>.log

TELEMETRY ASUP LOGS=<your telemetry asup log filename>.log

2]
o
=

2ol =
CI2 &

Ao 2t AA| BHAS Mot B T2 M|A F0f IHE st=2 Ha|g 4 USLICE
CHA|
1. FlexCacheE HHZESt A2 MHA0|| LS SME terraform. tfvars H&5IH FlexCache 2&0| X|¥X| 11
OfFof| ‘MM El JA| 2tZ0| HAHELICE
flexcache operation = "destroy"

(D 7ts%t 282 “deploy’ X "destroy’ 2 L|C},

2. FlexCloneZS HiZESt AR IO LIS SME terraform. tfvars AH™SIH FlexClone 280| X[ X1
O|MOf| M=l AA| 2HHO0| HHELICE.

flexclone operation = "destroy"

@ st M2 deploy X “destroy’ &IL|CE.
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ONTAP
1 K}
ONTAP Day 0/1 284 7R

ONTAP 0/1 Xt=3 £2ME AFRSIH AnsibleS AF25610 ONTAP 22{AEE HiZESID
TMe = JSLICL Y £F M2 CHE0M MSELICH "NetApp Console Xts2t 51",

A%t ONTAP 1= M

QAL w2t 2T 0] A *f AHE ArESHHLE ONTAPE AlZ22[0]4510{ Ansible= AE3HH ONTAP
SAEHE 7% 3l 18 = ASFLICH

20| A = o]

FAS fE= AFF A|AHITHZH0] ONTAPS £

AMaHSE 20| A SIEYHE AH2SI0] 0] EE M2 HEE 4~ JUSLICE
Ansible2 AI23810{ ONTAP 22{AEE 1x6l1

20
FA8IH Linux VME AFE3dHof ghuct,

=
| —

ONTAP A|=2{|0|M

ONTAP A|Z22|0|E{E A5t O] E2M S 71E52{™ NetApp Support AtO|EN|A Simulate ONTAP2| |4l
K-S CHR2Z =680k ELICE Simulate ONTAPE= ONTAP 2T E 9012 7tAF A|E2|0|E{L|Ct. ONTAPE
Windows, Linux EE= Mac A|A B2 VMware SHO|IH{HFO| X Of[ A A EILICEH Windows X Linux AEQ| A
VMware Workstation StO|I{HIO| X E AtE35t0] 0| £ M S MEHs{Of SLICt. Mac OSE AHE35H= E 2 VMware
Fusion StO|IHHIO| X E AtESHUA|L.

200 = TR}l

Ansible Z2|Q eI = XSt HH o =2| 22| LD IHALE S ZhASHILICE YT = AL BH Z (=2
AE)nt XrS=te| ’é‘%‘i HA(EA AB)E FEYLICE 0|2t 24[0]0{2] 2F UAIS O[3{5IH FHS AHEX HY +
olAL|C}

M- .

Ansible "Z2{|0|5"2 X SEE ENX| YHo| 2AS MAMBILICE site.yml " ZE0|S0= Ez0|§ Y
‘execution.yml Z2[0|F0| ZYE[M 1ogic.yml UJSLICE.

AA

2HO| MAEH site.yml Playbook2 HX PlaybookE &3t 1ogic.yml LS execution. yml PlaybookS
SESIH MH|A NS AdigfL|Ct

23 2o|of
w=a| H|Z [t 20| FHELCH

Z20|5 logic.yml

* CIAMEZ| LHo| =2| &Y MY 1ogic-tasks

=2 AE2 St Ed Se(0ll: ServiceNowof| A Z) 10| = SE T oA 2HE 9ISt 7|15S MSELIC =2
AE2 74 7+55tH Oio| 2= M| A0 Y S HMSELICt

AEE 2ot 7Isk MSELIL. =2 AEE FAISH{H Ha-Z HOISHA| DFYAIR logic_operation.
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Z 0|82 XY £ logic.yml A Q0| Y2 +FO| CIHUS +AHY = UASLICE "debug" 22 AHESH0]
o| 2t0| SHIEX| &2l = raw service request C"—|-—| C}.
2 0 At

* logic.yml E2|0[S0|M “logic operation H4E HMELICH HaTF 280 Hol=|0 JASH
ClAE 2|0 &Y OfYE 1ogic-tasks EEYLICEH 2 THU2 .ym| IH0|0{0F ShL|CH YX|SH= =HY Mo
0 HTL HO|E B2 logic operation =2 AZ0| MoigfL|Ct

* M9 1ogic operation 7|22 YUCt no-op. H7t BAHOZ FOL|X| g2 HR VIEU2 2
HHE|H, 0| B2 no-op OFF AU MAE|X]| ESLIC

* Ha71 0[O0 HOx[0] JCH raw service request HHO| A ASO=E TMEILICEH HETL HO (X
%O =2| #50| HufetL|Ct,

0%

A
A

= =
o
ol Ot
rlo

Ctaah 20| gL Ch

* 220|5 execution.yml

Al HZE2 ONTAP EHAEE F617| 2I8H APIE S ERLICE execution.yml PlaybookS AtESIHH
HAH A HEE Hofsl{of raw_serv1ce_request§. L|Ct.

AFBXL X H X|&
Q7 Aretof et Crefet WHOZ o] £RVS ABA XIFY 4 ASFLICH

MEX XE Z42 Ch2a 24Tt

Ansible It AFE X} X|H
CtS oAM= O] M0 ehEl AFE Xt X[H 74Hs T Ansible THY 2 MEBHL|CH

21X A4

playbooks/inventory ZAE 8l OF SE0| ZgtE tHY M S ToterL|Ct

/hosts

playbooks/group var AnsibleZ AI26tH 02 SAE0| HEE oF HOj| ZHHSHH 28 4~ JELICE O]

s/all/* =40 A=, clusters yml, defaults.yml,, services.yml,
standards.yml % vault.yml & Z&ot DE OIYS ™S & cfg.yml
USLICE

playbooks/logic— Ansible L{Ol|A S[AF X A S K| ot =2[2f Al 222 |XIgL|Ct &&

tasks MH| A0 siTst= TS O] EH0| FIHe = JUSLICE.

playbooks/vars/* Ansible E2{|0|5 3! &0l AFEE|= X! 7HX| E | S50 HAEDMO|E, fH4 2
T MAHE S XY ELICH 2Rt 22 0] E0Q BZE IiAUS ™Y & AUSLICH

A S ALK "ot



Ol0|2AZMH| AR & SH= Ansible &S =7
2 BTSN AL X H O,

=
rr
e
N
ot
2
113
-Iru
b

MEX X EHE == ASLICE XtAISH LI

=5
i
Ot
o=
>
10)

ONTAP Day 0/1 22MES AI2E &

Atset ERHE FESH| 0| ONTAP 23S ZH|St 2 Ansibles £%] 3! F45H{0F L|Ct.

O £ S ALESI0 ONTAP S AHE F=0t7| Tl ChZ 27 ArY 8 12 AreS HESHOF BiL(Ct.

O]l E2ME AIEsIHH LIS 7|2 27 AIES £F6f{0f gLt
* 2I3|0|A EE= ONTAP A|ZH|0|E{E S8 ONTAP 2AZE 0] HM AT 4= Qlo{OF BhL|Ct.
* ONTAP 2AZEQ|0f Al HitH
* Ansible XSt ATZEYH &

A=l 12 Arg

O| At1=st &2 M S HiESHY| Fof CH2S ZX 6l of &hL|Ct.
* Ansible H[0] =EE AlsHEE Q[ X|QIL|Ct

* ONTAP A|AHIO| 2maj|0|A SHEY|0] EE= ONTAP AlE3|0|E{QIL|C.

* MEXHXY R o

ONTAP A|AHIS Z=H[SHL|CH

2I2|0]A ONTAP A| AR S AFE3HE ONTAPS Al22(|0|MotE &2Qlo] XSt E8ME FH51| Hof| 2E S
ZHl[sfjof LIt

Z 0] 2t Simulate ONTAPS MX| & MEHL|CH
ONTAP A|22{|0|E{Z £} 0| 22 M HiZ S ™ Simulate ONTAPE LI ZE610] AlsHsljof gfL|C}.

AlZtst7| FHof|
* Simulate ONTAPE Adlist= O AFR2E VMware SIO|THHIO| X &S C2Z =38t A X[s{{OF fL|C}.
° Windows EE£ Linux OSE At23t= H 2 VMware WorkstationS AF2SHUAIL.

° Mac OSE AI25t= 22 VMware FusionS AF2EfLILCE

() Mac 0SB A8t FS Intel ZRAA7H L0{0F BLICH,

Z2Z 230l = 7H2| ONTAP AIZ2{|0|E{E X5t H THZ EXIE M2 HA L.

1. Ol A Simulate ONTAP & "NetApp Support AtO|E"CHR22ESL|CE.

2O

—
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©

= 72| ONTAP A|22(|0|E{E HX|SIE2tE AT ESL |0 SAHE StLITHCHR2EE6HH EL|CEH

)
A

t
F22Eot A[Z220|E TS X0t 0tRA REXR HES 22510 VMware 0 Z 2|/ 0| H0f| A FLICt.

M W ONTAP QIAR A9 0|52 AFetLCt.

A3 F0| otl Z? VMware OHZ2|#|0| 84S A|ZFetL|C}

o > w0 DN
]

o

AlZ2|0|E{7} £EIE WintX| 7|chel otg X[Eof| wat Tt = F2{AEE ML CH
£ HIW ONTAP QIAEIAO CHaH Of THAIE BtSefL|Ct.
6. Lo w2t MA| C|AZ Eetg FIHEL|Ct,
Zt SHAEO|M CHZ S LI

security unlock -username <user 01>

security login password -username <user 01>

set -priv advanced

systemshell local
disk assign -all -node <Cluster-01>-01

ONTAP A|AHBIO| AFEHQIL|CE
AL} A|AEl EE= ONTAP A|Z2E[0|E{E E8| ONTAP A|AEIQ| Xx7| AEHE ZtHols|of ShL|C}.

x| 2toIgtL|Ct,

CI2 ONTAP A|AEI Q1 AIEI0| EFE|

rr

* OFE| ®Mo|El 22 AE{7} 9l MEHOA ONTAPZF MX|=| 11 AgH ZQlL|Ct,
* ONTAPZ| HEIZ| 11 Z2{AE{0]| AMASH| I3t IP FAT TA|EIL|CH

* HEIo| A2 + ASLIC

* HE|Xt xHH 30| ASLICL

* MOTD(Message of the Day) HiL{ 0l 22| A7t EA|E/L|CH

st X3t AT EQ0E HX[ELCt

Ansible A X|
Linux 5= Windows A|AEI0| Ansibles AX|& 4= Q&LICE.
AnsibleO| ONTAP 22{AEQt EASHY| fIsH AFRStHE 7|2 E4A 2H 2 SSHYILCY.

Ansible A X|0]| CHSH M= 2 "NetApp 2 Ansible A|ZSH7|: Ansible2 A X|SHUA| 2 R ESHUAIL.

@ A|AEIO| H|0] L Z0] AnsibleS A X|sHOF BHL|C},
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2 EtAOf w2t B E S 2ot XtSet EFHS U220t FH[E = ASLIC
1. CHRZE "ONTAP - 124 8L 12X HEf EH" 24 8 UIE S8 XIs3t £8 4. £8 42 0131 20|

I{7|X|ElLICt ONTAP DAYO DAY1.zip.
2. zip EHO| &&E 11 Ansible & LH2| H|0| =0 M §St= IX|2 THUS SAFSLICE
x7| Ansible Z2i| Q93 1A

Ansible TH|QQ|39| Xx7| LA 28H:

1. 2 0| SELICt playbooks/inventory/group vars/all.
2

NQ

A3 8 F vault. yml:
ansible-vault decrypt playbooks/inventory/group vars/all/vault.yml

ZE 2o 5 Y=5tets HIAX|7F LIEILHE TS YAl 22 (I=ELICH

=

NetAppl23!
@ "NetApp123!"= D1 sijTt SE LS E {5517 ot YA LS JULICH vault.yml MS
Aot 20ll= * Xjilel A= E AIESI] * Y S L= tsl{of SfLIT

3. Ct2 Ansible THU S +FefL|Ct.

mo
1
0z
i
=
n

° clusters.yml - 280{| A O| mp Q| Z}

2

HA
° vault.yml - IIYS =3t = ALEXt 210 A ONTAP SR AH, ALK} 0|8 ! 4= 2ts Lt

° cfg.yml-Of CHot Y B2E 10g2file BHSIL cfg S(E) EAISIEH S raw service request
(E True) B HEYLICI show request.

‘raw_service request 2 Id Al F0f| HKIF BA[ELICH

&l 2t mrdol= @+ Argol| ohet -5t Eol| cet X|Eo] ZehEl 4Fo| Zete[of
L|ct.

®

4. I ChA| 253t vault . yml:

$0 T
o> ne

ansible-vault encrypt playbooks/inventory/group vars/all/vault.yml

() o=sta =0

5. 5 Python QIE{Z2|E{E &0t playbooks/inventory/hosts AABIL|CE.

o

M P2 E MEStEtE HIAIXIZF A E LT,

r

6. MH|A = framework test:

HA#SIH na ontap info #40| 2l cluster identity info 2=O0| gather subset

o
ojo

H

mjo
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HAELIC O|ZA 5t 7|2 F40| SHIEX| 2Helstn S| AEt ST = U=X| =APfL(Ct

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<CLUSTER NAME>
-e logic operation=framework-test

2t 2 AEOf Ci3l S LA

Of

S0l LIS ol|et FAtet 20| BAIELICH

r

PLAY RECAP
dk ok ok Kk ok Kk k ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok k ok ok k k ok ok kK ok kK ok ok ok ok ok ok ok ok ok k ok ok ok k ok k ok ok ok ok ok k ok ok ok ok Kk ok ok

*khkkk Kk kK k%
localhost : 0k=12 changed=1 unreachable=0 failed=0 skipped=6
The key is ‘rescued=0’ and ‘failed=0'..

k>
Hu
rx
mjo
>
00
ot
2
o

NTAP 2HAEE #HELICH

ZH| 5! A=l 2 2t25HH ONTAP Day 0/1 22 M2 AL Ansible2 AFE3510{ ONTAP
SHAHE AMESHA e £ JASLICE

O| MIMO| EHA T ANEX| @HE A= HASH= Ciil HAEY = JUSLICHL @H 2 HAESHH BHEO|NM
Z0|EE2 2 loglc.yml HASILICE site. yml.

docs/tutorial-requests.txt {Xl0l= O HX} Huto] 24 AMEE ZE MHA X9
AE HHO| EEE|0 JSLICH. MHA QFg AHAst= O EX7F = 32 TN

@ ‘playbooks/inventory/group vars/all/tutorial-requests.yml X2 2H XS
SASHD Heo w2t st= ZEE (P T4, A 0| 5)2 8 + tutorial-
requests.txt UASLICE J2{H QHES MZ3HOoZ A 4 QUELICE.

AIZFSE7| Fof|
* Ansible2 & X|s{0f LT},
* ONTAP DAY 0/1 2288 CI2Z 811 Ansible M0 LLEQ| /8t= QX|0f| ZHE F=8l|0f gfL|C.

* ONTAP A|AH MEfl= QTAIS SF3H{0F 5t2 Lot XtH ZFO| A0{0F LT,

+ HHojl QOfEl BE W4 HUg ehasiop EHBLICH

(D ol £ M9 ool M= & E2{AEL| 0|E2E "Cluster_01"2t "Cluster_02"E AFE&LICE. 0|2{st
U2 AFEX 0N S2{AEQ| 0|22 CHA|3HOF SLICt.

1EHA|: 27| 23{AH 74
Of EtAIN M= R 74K 7| 22{AH 7 HAS +Aslof Lict.

EHA|
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- ®IX[2 playbooks/inventory/group vars/all/tutorial-requests.yml OS5I
cluster initial IIYUC| RFS HEYLICE ALEX 2HZ0f ot HE 22 AL

- MH[A X0 et Z2C0f| IHYE PHELICH logic-tasks. 0| £01, O|2t= IHYE cluster initial.yml
orSL|CH
[y =] .

CtE E= M U0l SAFELCt.

- name: Validate required inputs
ansible.builtin.assert:
that:

- service 1is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
— cluster-platform-stds
- vserver—-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

‘raw_service_request 45 HO|gtL|C}.

CIS M = SILIE At23H0 £|:1o1| OFE M9 1ogic-tasks H4E cluster initial.yml Holg
raw_service request UFLICL.

o ZFM 1 HSFE 22 raw service request ™O[ELILCL

‘tutorial-requests.yml HMEI|IE AESIH OiYZ 1 11E2 ZHXE 165EE
SAFSLICH. CHS oMot Zo] M mAel Ha ‘cluster initial.yml"® ofz2Ho|
20 E&L0 ‘raw service request’
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‘cluster initial.yml OH| I

- name: Validate required inputs
ansible.builtin.assert:
that:
- service is defined

- name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver-common-stds
loop control:
loop var: data file name

- name: Initial cluster configuration
set fact:

raw_service request:

service: cluster initial
operation: create
std name: none

req_details:

ontap aggr:

- hostname: "{{ cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ cluster name }}-01"
raid type: raid4

- hostname: "{{ peer cluster name }}"
disk count: 24
name: n0l aggrl
nodes: "{{ peer cluster name }}-01"
raid type: raid4

ontap license:
- hostname: "{{ cluster name }}"

license codes:



48

hostname:

XX XX XXX XXX XXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
AXXXXXXXXXXXXXAAAAAAAAAAAAAA
XX XX XX XX XXXXXXAAAAAAAAAAAARAA

license codes:

XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XAXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAARAAA
XXXXXXXXXXXXXXAAAAAAAAAAAARAA
XXX XXX XXX XXXXXAAAAAAAAAAARAAA

"{{ peer cluster name }}"



— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXKXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA
— XXXXXXXXXXXXXXAAAAAAAAAAAAAA

ontap motd:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
message: "New MOTD"

- hostname: "{{ peer cluster name }}"
vserver: "{{ peer cluster name }}"
message: "New MOTD"

ontap interface:

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic01
role: intercluster
address: 10.0.0.101
netmask: 255.255.255.0
home node: "{{ cluster name }}-01"
home port: elc
ipspace: Default
use rest: never

- hostname: "{{ cluster name }}"
vserver: "{{ cluster name }}"
interface name: ic02
role: intercluster
address: 10.0.0.101

netmask: 255.255.255.0



home node:
home port:
ipspace:

use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:

"{{ cluster name }}-01"

elc
Default

never

"{{ peer cluster name
"{{ peer cluster name
ic01

intercluster
10.0.0.101
25802592550

"{{ peer cluster name
elc

Default

never

"{{ peer cluster name
"{{ peer cluster name
ic02

intercluster
10.0.0.101
255,255,255, 0

"{{ peer cluster name

home port: elc
ipspace: Default
usel resit: never
ontap cluster peer:
- hostname: "{{ cluster name }}"
dest cluster name: "{{ peer cluster name }}"
dest intercluster lifs: "{{ peer lifs }}"
source cluster name: "{{ cluster name }}"
source intercluster lifs: "{{ cluster 1lifs }}"
peer options:
hostname: "{{ peer cluster name }}"

o *ZMd 2*: Jinja HIESAS AMESI 2™ E H™olgL|Ct.
CH2 Jinja HIES HAIS M85 2442 7IME =& raw_service request UAFLICL
raw_service request: "{{ cluster initial }}"

4. X W S2HAEf gt £7| 2{AFH FEE SASLCH

—
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ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01>

AZSI| Hofl 2F 7 GEX 2SI AL,

- & 22| AEf CHs HHS gt=gtL

-

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 02>

T S A LRV =X 2l

Ansible £3 A% B2 2 A3 ESIH L3 OfA[0f EAIE ZAXH =2

JUEE]
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TASK [Show the raw service request]

KA KA AR A AR A AR AR A AR A A KR A AR A AR A AR AR I AR A AR A AR A A A R A A A AR A A A A AR AR A ARk k K

R R I e I i 2 b b b i dh b e dh b S b SR I b db b dh b b db i 2 dh i 2B db I b b 4

ok: [localhost] => {
"raw service request": {
"operation": "create",
"req details": {
"ontap aggr": |
{
"disk count": 24,
"hostname": "Cluster 01",
"name": "n0l aggrl",
"nodes": "Cluster 01-01",
"raid type": "raid4"

1y
"ontap license": |
{
"hostname": "Cluster 01",
"license codes": |
XX XXX KXKXXKXKXXKXXXXAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX KXXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXKXXKXKXXXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXKXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
"XXXXXXXXXXXXXXAAAAAAAAAAAAA",
TXXXXXXXKXKXXXXXXAAAAAAAAAAAAA",
TXXXXKXKXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XXX XXX XXXXXXXXAAAAAAAAAAAAA",
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXXXKXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXXXKXKXXXXXAAAAAAAAAAAAA"T,
TXXXKXXKXKXKXKXKXKXKXXXAAAAAAAAAAAAA",
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,
XX XXX KXKXXKXKXXXXXAAAAAAAAAAAAAT,
TXXXKXXKXKXKXXKXKXKXXXAAAAAAAAAAAAA"T,
TXXXXKXXXKXKXXKXXXXAAAAAAAAAAAAA"T,



XXX XX XX XX XX XXXAAAAAAAAAAARAAT,
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
AR XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XXXAAAAAAAAAAAAA",
XX XXX XXX XXX XX XAAAAAAAAAAAAA",
XX XXX XXX XXX XXXARAAAAAAAAAAAAT

1y
"ontap motd": [

{

"hostname": "Cluster 01",
"message": "New MOTD",
"vserver": "Cluster 01"
}
]

by

"service": "cluster initial",

"std name": "none"

}
}
6. ZF ONTAP QIARAC 2015t @M0| HZME=X| ZelgfL|ct

2CHA|: QIE{ 22 AE LIFE A TLICH

O|M| LIF Mo|E 2M0|| £7I5t1 ontap interface OIO|TEMH|AE FOI5t0] QIE{ZHAE LIFE #+8Y +

USLICt cluster initial.

MH|2 Folot ROl YT ASote| XS 2EYLICE

* MH|A Folof| gl= Oto|Z = AMH| A0 CHet MH|A RFS HMSoHH 0| HHE[X| pd5LICE
* M|A Folof FolE Oo|ZZ MH| ATt 5Lt 0|2 AUX|Z RF0M U2l ME[A RE S HMSsts 32 2¥0I

HAHE[X] gFELIC

‘execution.yml Playbook2 LIZE &=AMCIHE OO|ZZMH|A EEZ AINGIH AMH[A
HOlE HoletL|Ct.

* 2FOf| Ofo| 2= MH[A Folof ZetEl o= LR|SH= A 7[7t s E=0| ASH args RFY0| HEL|C]
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1.

yml'O|Hof| Bh= Mt = 0]

“cluster _initial
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ontap interface:
- hostname:

vServer:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name }}"
"{{ cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ cluster name }}"
"{{ cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic01

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never

"{{ peer cluster name }}"
"{{ peer cluster name }}"
ic02

intercluster

<ip address>

<netmask address>

"{{ peer cluster name }}-01"
elc

Default

never
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2. T2 B2 ML,

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

3. 2t QIAEI A 2I101810] LIF7H S AE{0f A7} QK| BQIBHLICH

off | 271

Cluster 0l::> net int show

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster 01

Cluster 01-01 mgmt up/up 10.0.0.101/24 Cluster 01-01
elc true

Cluster 01-01 mgmt auto up/up 10.101.101.101/24
Cluster 01-01 eOc true

cluster mgmt up/up 10.0.0.110/24 Cluster 01-01
elc true
5 entries were displayed.

EH2 LIF7t I X| RAASE BHEFL|CH*. 0|= O10|ZZ MH|AE services.yml LI H2|sHO0} 517
ontap interface INEYL|CH

4. LIF7} 0l FIHEJUE=X] =2l raw service request
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ol 271

CHZ OIRl= LIF7E 7800 FIt[igS 2oFE LI

"ontap interface": |

{

"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster OL"

b

{
"address": "10.0.0.101",
"home node": "Cluster 01-01",
"home port": "eOc",
"hostname": "Cluster 01",
"interface name": "ic02",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 01"

by

{
"address": "10.0.0.101",
"home node": "Cluster 02-01",
"home port": "eOc",
"hostname": "Cluster 02",
"interface name": "icO1l",
"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

by

{
"address": "10.0.0.126",
"home node": "Cluster 02-01",
"home port": "elOc",
"hostname": "Cluster 02",
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"interface name": "ic02",

"ipspace": "Default",
"netmask": "255.255.255.0",
"role": "intercluster",
"use rest": "never",
"vserver": "Cluster 02"

5. ontap interface services.yml IIYO|A OIO|IZMH|AE “cluster initial F|LICE.
OFO|ZEMH|AE Holte{H mof| CIE EES SARSLICH
- name: ontap interface

args: ontap interface

role: na/ontap interface

6. O[X| OtO|3 2 MH|ATI 28} services.yml IFUN MO|E[ROBZ ontap interface ™S CHA|
AlSHSHL|C}
=2od -

ansible-playbook -i inventory/hosts site.yml -e
cluster name=<Cluster 01> -e peer cluster name=<Cluster 02>

-

7. Z} ONTAP QIAEIAQ| 2218t LIF7 £7HE|R}=X| 2HelgtL|C},

3t 20| 2t o2 2HAEE FHRLIC

Lo HP SUS QHOR oz ZAEE TN
R ZsHo BfLict.

UASLILH TS Folg mff 2F S2{AE0)| T3l 71tH 0|52

1
I

chHA
1. THUol| = tHI S2HAE{O CHSt H=E cluster initial.yml F7t6I0 SUot QEOAN & 22{AHE
gLt

CtZ MR M= ontap_aggr & HW &=50| :7tEl £ ZES EARLICH
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ontap aggr:

- hostname:
disk count:
name:
nodes:
raid type:

- hostname:
disk count:
name:
nodes:
raid type:

"{{ cluster name }}"

24

n0l aggrl

"{{ cluster name }}-01"
raid4

"{{ peer cluster name }}"
24

n0l aggrl

"{{ peer cluster name }}-01"
raid4

w
.D
mw
=
ne
=2
Jr
>
Ot
2
0]
oxt
8
>
m
=
2
E

o
45
N
u:ol-

ontap cluster peer:
- hostname:
dest cluster name:
dest intercluster lifs:

source cluster name:

source intercluster lifs:

peer options:
hostname:

4. Ansible 2 AldH:

" {{
" {{
"
" {{
"

cluster name }}"
cluster peer }}"
peer lifs }}"

cluster name }}"
cluster lifs }}"

"{{

cluster peer }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01>

site.yml -e peer cluster name=<Cluster 02> -e
cluster lifs=<cluster 1if 1 IP address,cluster 1if 2 IP address>
-e peer lifs=<peer 1if 1 IP address,peer 1lif 2 IP address>

4THA|: X7] SVM 74
HKte| o] HAIA =

EHA|

1. svm initial TN @HES
CHEE FAslof gfL|Ct.

° SVMZ

ZAEHOIM SVME # LI

‘tutorial-requests.yml YH0|ESIH SVM 3! SVM I|of 2tA| -1
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2.

60

o

o

2%

o

o

SVM I|Of 2HA|
2t SVM2| SVM QlE{m|0| A
X

Mool M = MO|E svm_initial YHOO|EELICL CHS

cluster name

vserver name

° peer cluster name

° peer vserver

MH|A 2H0j| Cit

Ho|E AH|0|Est2{™ Molof| Chot svm initial FO *'{}'* & req details M7t 2

FIBHHAI2.

2HSLCE

Ch2 &

o

opAof| SAFRLICE.

name: Validate required inputs
ansible.builtin.assert:

that:

- service is defined

name: Include data files
ansible.builtin.include vars:
file: "{{ data file name }}.yml"
loop:
- common-site-stds
- user-inputs
- cluster-platform-stds
- vserver—-common-stds
loop control:
loop var: data file name

name: Initial SVM configuration
set fact:

raw_service request:

‘raw_service_request 45 HO|BtL|Ct.

LS &M & SILEHE AM86I] 1ogic-tasks SEHOA H
raw _service request USLICL.

o

B =i B B

r

Z00f| IS PHSLICH logic-tasks. OIE = svm_initial.yml

E svm ini

+E $+822 raw_service request ™O[LILCL.



‘tutorial-requests.yml HEI|E AESIH OfAES B 17989 UEES 2228=
SAtgLICH. CHS ofdIeE Z0] AMf mhel M “svm initial.yml® Of2HO| LHEES =

A ~ . N
FELIC “raw service request'.

initial
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ol 271

‘svm in

- name: Validate required inputs

ansib
tha

- S

— name:

ansible.builtin.include vars:

fil
loop:

itial.yml OGN Y.

le.builtin.assert:
t:

ervice is defined

Include data files

ek "{{ data file name }}.yml"

- common-site-stds

— use

r-inputs

- cluster-platform-stds

- Vvse

loop
loop var:

— name:

rver—-common-stds

control:

Initial SVM configuration

set fact:

raw_service request:

sSe

operation:

st

re

O

O

rvice:
create
d name: none

g_details:

ntap vserver:
hostname:

name:

root volume aggregate:

hostname:
name:
root volume aggregate:

ntap vserver peer:
hostname:
vserver:

peer vserver:
applications:
peer options:

hostname:

data file name

svm_initial

"{{ cluster name }}"
"{{ vserver name }}"

n0l aggrl

"{{ peer cluster name
"{{ peer vserver }}"

n0l aggrl

"{{ cluster name }}"
"{{ vserver name }}"
"{{ peer vserver }}"

snapmirror

"{{ peer cluster name

}}"

}}"



on

tap interface:
hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:
use rest:

hostname:

vserver:

interface name:

role:
address:
netmask:
home node:
home port:
ipspace:

use rest:

"{{ cluster name
"{{ vserver name
data0O1l

data

10.0.0.200
255.255.255.0

}}"
}}"

"{{ cluster name }}-01"

elc
Default

never

"{{ peer cluster name }}"

"{{ peer vserver
data0l

data

10.0.0.201
255.255.255.0

}}"

"{{ peer cluster name }}-01"

elc
Default

never

e *EH 2% Jinja B2

>

S MESIH 23S FolgLCt

CHe Jinja "HIES AAE ME3HY 22 7IME2 & raw_service request UFLICL

raw_service request:

o LI Q¥S ALt

6. 2t

=

"{{ svm initial }}"

ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e

peer cluster name=<Cluster 02> -e peer vserver=<SVM 02>

vserver name=<SVM 01> site.yml

ONTAP QIAE A0 2925t 0 1M S HSBILICH

7. SVM QIE{H|0|AS FT}SfLCE,

‘ontap interface’
CRAl etLICt.

‘services.yml IO|A AMHIAE

=@

‘svm_initial’
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ansible-playbook -i inventory/hosts -e cluster name=<Cluster 01> -e
peer cluster name=<Cluster 02> -e peer vserver=<svM 02> -e
vserver name=<SVM 01> site.yml

-

8. Zf ONTAP QIAEIAQ| 21018t1 SVM QUE{H|0| AT} LM E|Y=X| ZHolstL|Ct.
5CHA|: ZQof w2t MH|A @FS SX o= Ho|p|ct

O|™ THAIOIM raw service request e StE ZYEL|CE 0] 7|52 o5, 7HY 2 HAEN REELICEH
MHIA RAHE EI-IOE AHA-Iol- 2 Q&L|C

LIS MMM = Required E A9 A|ARIN SESHX| FoH= 2R SHOE MM
raw_service request MSgLICE

HHEON HIF DO E|X] Y2 1ogic.yml B2 logic operation IS EM0N IS

It K| loglc tasks %#&LIC Ol raw_service request Ansible 2[R0 He|x|1
Mgt majelel S0 K| 2=|ojof &2 o|o|gtL|LCt.

(D * Z09 Y Ot 0|2 1ogic-tasks .yml SEXII el Ha Zfat LX|sHof
logic operation ELIC|

J

Z02| &Y IHYO0| 1ogic-tasks 8HMOE 2 raw _service request HOIELIC}.
RES E ‘raw service request 2HEH M9 ‘Opx|at Ztjo 2 Mo|sfjof |t

)\‘|H|* ﬂée SHO=Z Fo5t7| 2[sf =2| 22 MEot= W= o2 7HX[7F }SLICE ol2{gt FM
* E09| Ansible £ I A& 1ogic-tasks

* varaible 2 H2t5t7|0f| et H|O|EH E Btetst= AL X[E Ie @& raw_service_request

* Ansible £t3 20N CIE ES S £ BR?t HI0|HE MSELICE o|E S04, Active IQ Unified Managerd||
CHet REST API &

Ch2 B ols DY S AFESH0] ZF S2{AE0f st ME|A RFEE SH

2 tutorial-requests.yml
Holghct.

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 01
-e logic operation=tutorial-requests site.yml

ansible-playbook -i inventory/hosts -e cluster2provision=Cluster 02
-e logic operation=tutorial-requests site.yml

6CM7|: ONTAP Day 0/1 £F M S HYZfL|CH

Of EtAI0| M= ttZS o|0| =3l of LTt
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* QF Atetof| o2t o 2E IS HAESH D SEMSLICH playbooks/inventory/group vars/all 2
oholl= HE &oll =20| &= XtAIgt 4Ho| JASL|CE

)
IZIIO
l'lJ
mm
=
00
Of
2
O
2
>
T
3
_<
154
k>
el
>
mm
=
H
Of
k-
=
H
0>
m

hZ storstct
@ O] EHAI0IAM = O|0] IS A4S sf=5tD S™HMOM vault.yml M LS E LSt OF BFLICE
* ONTAP Day 0 A{H|A A1%:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e

logic operation=cluster day 0 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* ONTAP Day 1 A{H| A Al3H:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster day 1 -e service=cluster day 0 -vvvv --ask-vault
-pass <your vault password>

* STAH HH 2F HE:

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=cluster wide settings -e service=cluster wide settings
-vvvv --ask-vault-pass <your vault password>

 HEf Y A

ansible-playbook -i playbooks/inventory/hosts playbooks/site.yml -e
logic operation=health checks -e service=health checks -e

enable health reports=true -vvvv --ask-vault-pass <your vault password>

ONTAP Day 0/1 22M8 AIRXt K| HSHL|C}

QTFALEH0l| SHA| ONTAP Day 0/1 22 M ALt X |6tz ™ Ansible HEHE £It8174LE

HZE & QLo
HH2 Ansible Z2{| /3 L{Q| O0|ZZ MH|A S LIEFRHLICEH 2t OIO| A2 MH| A= BHLEQ| RS A BL|CE oS
S0{ ONTAP Day 02 042{ O}0|AZMH[A S E%*ﬁff ME|AJLCE
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®

* status: Playbook &

* playbook status:Ansible

®* global log messages:
®* task descr:

®* service start time:
®* role result:
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712 9 A=

- name: Set some role attributes
set fact:
log name: "<LOG_NAME>"
task descr: "<TASK DESCRIPTION>"

- name: "{{ log name }}"
block:
- set fact:
service start time: "{{ lookup('pipe', 'date
+3YSmSdSHSMSS ') } 1"

- name: "Provision the new user"
<MODULE_NAME>:

# _____________________________________________________________
# COMMON ATTRIBUTES
# _____________________________________________________________
hostname: "{{
clusters[loop arg['hostname']]['mgmt ip'] }}"
username: "
clusters[loop arg['hostname']]['username'] }}"
password: "{{
clusters[loop arg['hostname']]['password'] }}"
cert filepath: "{{ loop arg['cert filepath']
| default (omit) }}"
feature flags: "{{ loop arg['feature flags']
| default (omit) }}"
http port: "{{ loop arg['http port']
| default (omit) }}"
https: "{{ loop arg['https']
| default('true') }}"
ontapi: "{{ loop arg['ontapi']
| default (omit) }}"
key filepath: "{{ loop arg['key filepath']
| default (omit) }}"
use rest: "{{ loop arg['use rest']
| default (omit) }}"
validate certs: "{{ loop arg['validate certs']

| default ('false') }}"



68

<MODULE SPECIFIC PARAMETERS>

defaulted parameter: "{{ loop arg['defaulted parameter']

default ('default value') }}"

optional parameter:
default (omit) }}"
loop: "{{ args }}"
loop control:

"{{ loop arg['optional parameter']

loop var: loop arg

register: role result

rescue:
- name: Set role status to FAIL
set fact:
playbook status: "failed"
always:
- name: add log msg
vars:
role log:
role: "{{ log name }}"
timestamp:
start time: "{{service start time}}"
end time: "{{ lookup('pipe', 'date +5Y¥Y-%m-

d@%H:%M:%S") }}"

service status:

"{{ playbook status }}"

result: "{{role result}}"

set fact:
global log msgs:

"{{ global log msgs + [ role log ] }}"



Ol M| S0l A E[= Ha
* <NAME>: 2} Of0|3 2 *‘IHIAOH CHH ®MSE[0f0F Sh= THAM| 7t gt LTt

* <LOG_NAME>: 22 SXOZ ALEE= ol 2 &4l 0|SLICH "ONTAP_VOLUME'G|E S0,

-

2rerst 4,

=

* <TASK_DESCRIPTION>: OIO|3Z AMH|AT} 38t ZHAof Tt

* <MODULE_NAME>: 20| Ci$t Ansible 2& 0| E.

@ | A2| execute. yml PlaybookO|A| netapp.ontap ZHMS X|HELICH 50| Z&H M|
ol=o| A

o
AL0l A2 netapp.ontap ZE 0|52 &tHS| X| & HeIt g&LICH

* <MODULE_SPECIFIC_PARAMETERS>: OIO|3Z MH|A S F3SI= O AE|l= 2ZE0| 17t Ansible 2=
O47H Ha=ILICL TS S Z0M= 7] M4 St o) HEE DESSHs WHE 2L
o Ha O 2E e 07 = 7123 10| K™ ELIC
° OO|ZZMH| A0 NR$ 7|22E 2= ol Ha (28 B Mo XIFE 71221 CHE)

o LHHX| B E 07 4= default (omit) 7|2ZUCE AFREL|CE.

LS =& ATE 25 07 HE2E M8
UL NetAppOil A H|Z5t= Ansible Z2E2 2= {7 Ha0] CHSH CFHES =& AFHE AFEgL|Chol: 18 X MEY
QoS MM OE).

O[2{st AITO| & 0|t A MZ BHEFHQI HR0|= S default (omit) HHE MEE + IELICE

LS +=ZF AP S 2= 07 HE2 AFE0H0F 5k B2 2 AFRO| 2t AFHO|| CHol %| & 17HS] 2EHA| AP 2
H3st=E of] 00| Z 2 MH|A(HE)E 7|sE —E—%* HOF 2fLICt.
M OF0| F O0| A2 MH|AZ 2EEE= AS 20 L CH

o

w

CH2 oo M= 28 S MEY Qo

M 00| 2= MH|A0= 1HE QoS HM OF 20| Zete|0f AELICE



fixed gos options:

capacity shared: "
loop arg['fixed gos options']['capacity shared'] | default (omit)
PE

max throughput iops: "{{
loop arg['fixed gos options']['max throughput iops'] | default (omit)
P

min throughput iops: "{{
loop arg['fixed gos options']['min throughput iops'] | default (omit)
PE

max throughput mbps: "{{
loop arg['fixed gos options']['max throughput mbps'] | default (omit)
P

min throughput mbps: "{{
loop arg['fixed gos options']['min throughput mbps'] | default (omit)

}}"

& i 00| A2 MH|A0f= MSHE QoS M 1F 20| ZetE Lt

adaptive gos options:

absolute min iops: "

loop arg['adaptive gos options']['absolute min iops'] | default (omit) }}"
expected iops: "

loop arg['adaptive gos options'] ['expected iops'] | default (omit) }}"
peak iops: "

loop arg['adaptive gos options']['peak iops'] | default (omit) }}"
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