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A Snapshot copy records only changes to the active file

system since the last Snapshot copy.
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Traditional Copy FlexClone Copy

Original Original

FlexClone copies share data blocks with their parents, consuming no
storage except what is required for metadata.
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Q45 AS5H= ol A2 E 2HF0l heh XiAMet LHE2 Chg B E HESHMIR.

Apache Airflow 4% &Z

ATDEQI0 74 24 HH

OfIiX| U ZEZ S 2.0.1, C}22 S8l X El"Apache Airflow Helm AtE"
8.0.8

2H{Y|E|A 1.18

NetApp Trident 21.01

JupyterHub ZZ 2H4

ATDEQI0 74 24 HH

FIO|ESE 4.1.5, HiZLE"JupyterHub Helm XE" 3.3.7

FHYE|A 1.29

NetApp Trident 24.02

MLflow ZZ &4

ATES 0] 7Y g4 BT

MLEZSR 2.14.1, 032 Sl B E"MLflow Helm XtE" 1.4.12

SHE[A 1.29

NetApp Trident 24.02

Kubeflow 435 &4

ATEL0 78 24 HH

FHEZLR 1.7, HHEE El"H{ZKF" 0.1.1

2H|E|A 1.26

NetApp Trident 23.07

K|St
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IS LICEH 2HHESHA| X[ E= MLOps EE0 20| °'OAIEt_,"NetApp of| 22[5HM|2" NetApp IHE L2} |
HZ5te 2tHSHA| X2 E|= MLOps 240 CHoll 2OoLE M| K.

NetApp Trident 7+d
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NetApp AlPod H{ZE /T Trident BHI= OfA|

Kubernetes 22{AE| LHOI|A Trident AF23810] AEZ|X| 2| AAE SHOZ T2 H|XJSt2{H
HX| StLt O] 42| Trident MHAEE THS0{0F BLICH CHS O= 0| £F M2 18 RAE
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1. NetApp AlPod 0l CHSH FlexGroup X|2! Trident HHAIEE THEE 242 HEBILICE.

CHS Ollx| EE2 AlPod AE2|X| 7t HA(SVM)0H CHEE FlexGroup K| Trident HAIEE PHEE= HHHS
HO{FL|CL. o] HAlE= OS2 AFEEILICH ontap-nas-flexgroup ME E2t0|H. ONTAP FlexVol 1t
FlexGroup O|2t= & 7}X| 2 H|0|F 28 Fd2 X[AYLICE FlexVol 282 3 7|7t H|ot=|0| }SLICHOI
=2 M= AF™0IM 2| 27|= 3 v E0f w2t SHEFELICH. #HH FlexGroup 2 &2 Z|CH 20PB2t 4,000
0| THAMK| MYMO = 2hatet 4~ Qo] H|O|E| &2[E IA| 7tA 6= T HIYALO|AE S LT [2kA
FlexGroup 2&2 CH&2| H|O|E0f| 2|E5H= Al ! ML RIF2E0f| 2[5t 0] JASLICE

A5t FlexGroup 25 CH4! FlexVol 252 AIE25t2{= B2 LIS 2 AFESH= Trident
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$ cat << EOF >
{
"version": 1,

"storageDriverName": "ontap-nas-flexgroup",

"backendName": "aipod-flexgroups-ifacel",
"managementLIF": "10.61.218.100",
"dataLIF": "192.168.11.11",

"svm": "ontapai nfs",

"username": "admin",

"password": "ontapai"

}

EQOF

$ tridentctl create backend -f
ifacel.json -n trident

./trident-backend-

o o
e et e it +
| NAME | STORAGE DRIVER |

| STATE | VOLUMES |
o o
e tom +

| aipod-flexgroups-ifacel | ontap-nas-flexgroup |

b263-b6dabdecObdd | online | 0 |
Rttt P csseseseme=
Fommmmmmrmessrrrrrrr e reme e e e e o Fommmmom= +
$ tridentctl get backend -n trident
Rttt P cemsmesememe=
Fommmmmmrmesrrrrrrrre e meme s e emm o Frommmmom= +
| NAME | STORAGE DRIVER |
| STATE | VOLUMES |

e e e e
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= +

| aipod-flexgroups-ifacel | ontap-nas-flexgroup |

b263-b6dabdecObdd | online | 0 |

o o

e ettt o +
NetApp FlexVol 0] x|$15| = Trident HAIES OtE = 24 MESHL|CEH &
A3, &3, CHO ¥ S8 XN&SH= O FlexVol 288 AM8E & USLICH
0 %QEPE._I Trident ”—.HO.HEE StLt Of & BHS0{0F BHLICE CHS B oflAl=

= | — o
HACE QE= WS

HoFLIC

./trident-backend-aipod-flexgroups-

Tl OE2AH0|¥E =

ifacel.json

aipod-flexgroups-

UUID

————————— +
b74cbddb-e0b8-40b7-

UUID

————————— +
b74cbddb-e0b8-40b7-

A5,
=52 AHE5IE{H FlexVol

FlexVol

FlexVol 0| g-M3}El T Trident



S cat << EOF >
{
iy

"storageDriverName":

"version":

"backendName" :
"managementLIF":
"datalLIF":

"svm "ontapai nfs",

"username": "admin",
"password": "ontapai"

}

"ontap-nas",
"aipod-flexvols",
"10.61.218.100",
"192.168.11.11",

./trident-backend-aipod-flexvols.json

d-aipod-flexvols.json -n

| UUID

————————— +
52bdb3b1-13a5-4513-a9%cl-

UUID

EQOF

$ tridentctl create backend -f ./trident-backen
trident

o o
o - e
| NAME | STORAGE DRIVER

| STATE | VOLUMES |

fmm fmm
Rt ettt F——————
| aipod-flexvols | ontap-nas
52a690657fabe | online | 0 |

e b o
e t——————
$ tridentctl get backend -n trident

e b e
et et it e PP P +——————
| NAME | STORAGE DRIVER

| STATE | VOLUMES |

e e
Rt ettt -

| aipod-flexvols |

ontap-nas

————————— +
| 52bdb3bl1-13a5-4513-a9cl-

| b74cbddb-e0b8-40b7-b263-

52a69657fabe | online | 0 |
| aipod-flexgroups-ifacel | ontap-nas-flexgroup
bo6daocdecObdd | online | 0 |
o fom
ittt S ittt

NetApp AlPod HiZE

Kubernetes 22{AE LM A Trident AFRSI0 AEZ|X| 2|4

HX]

AS H|ESH= HQ MM

- OT oo

. StorageClassOi| CHSt XtA|et L& 2} CHE

StLt 0] 49| Kubernetes StorageClassE ZHS0{0F BfL|C} CFS of|= 0] &
stz = CHYet R4 9| StorageClassE LIEFHLILCE, "NetApp AIPod"

= IIEHEE

— EAI:I

2o

23t Kubernetes StorageClass 0i|A|

AANE EXNH
o= S

1o|;}k1

gt StorageClassdi| CHet LHE

o= T2b|Kdef2
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"NetApp AlPod B E 2|8t Trident B = O A[" | 1EHA|. CHS Of|H| HE2 MMM MM El of|H| 2l =0
sliEtdst= of2q StorageCIassS MMSH= v S HO{FL|CE"NetApp AlPod HHEE 2|3t Trident B E G| A|"
1CH| - 2 Eot= HHA"RDMAE E38HNFS" O2|1 O™X| &2 AL St JAELICE

S PersistentVolumeClaim(PVC)O| AfX|E i 7 S&0| AH|Z|X| A=E CHS G0N = CHSS
AEELICH reclaimPolicy @ 7tX| Retain . AFM|EH LI 2 reclaimPolicy HE, SAIZ XM

"RHLIEIA 2N

&1 Ct2 Of|H| StorageClass= Z|CH 7.‘_-3- 37 I 2621445 MEYLICE O] 2|t M& A7|E f93fﬂ1':'4
ONTAP A|AHRIOIM Z|Ti M& 37|12 HES| 240K 0F HLICH £ HZSIMQ'ONTAP A" XtMIet LI

In
I

%t1: RDMAE E%tNFSE Ar%h“ﬂ'll ONTAP A|AEIO|AM RDMAZE £t NFSE 7 Al{0F BfLICt E
ZELMR"ONTAP 2 A" XEA|SH LI

£ 2 of|oil A= StorageClass & 2| It 9| storagePool HE0| £ A= 7t X|™HELICE
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ai-osmlops-trident-backend.html
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https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-admin/nfsv3-nfsv4-performance-tcp-transfer-size-concept.html
https://docs.netapp.com/us-en/ontap/nfs-rdma/
https://docs.netapp.com/us-en/ontap/nfs-rdma/
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$ cat << EOF > ./storage-class-aipod-flexgroups-retain.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexgroups-retain
provisioner: csi.trident.netapp.io
mountOptions: ["vers=4.1", "nconnect=16", "rsize=262144",
"wsize=262144"]
parameters:
backendType: "ontap-nas-flexgroup"
storagePools: "aipod-flexgroups-ifacel:.*
reclaimPolicy: Retain
EQOF
$ kubectl create -f ./storage-class-aipod-flexgroups-retain.yaml
storageclass.storage.k8s.io/aipod-flexgroups-retain created
$ cat << EOF > ./storage-class-aipod-flexgroups-retain-rdma.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexgroups-retain-rdma

provisioner: csi.trident.netapp.io

mountOptions: ["vers=4.1", "proto=rdma", "max connect=1l6",
"rsize=262144", "wsize=262144"]
parameters:

backendType: "ontap-nas-flexgroup"
storagePools: "aipod-flexgroups-ifacel:.*
reclaimPolicy: Retain
EQOF
$ kubectl create -f ./storage-class-aipod-flexgroups-retain-rdma.yaml
storageclass.storage.k8s.io/aipod-flexgroups-retain-rdma created
$ kubectl get storageclass

NAME PROVISIONER AGE
aipod-flexgroups-retain csi.trident.netapp.io Om
aipod-flexgroups-retain-rdma csi.trident.netapp.io Om

2. NetApp Est ”'HOHA‘I M A% FlexVol X[ Trident B =0]| i 2Hdt= StorageClassE M4 AS HESLIC
SAlPod HIEE 2[F Trident HHRAI= O[A]" | 2EHA|. LS 0| M| HE2 FlexVol 2&01| Ciot &Y StorageClassE
st WHE Ho{ELCL
£ 0: CHS o|0|A = StorageClass M Q| I Q| storagePool ZE0| EH BHAI= Tt X|HE|X| LAESLICE. O]
StorageClassE AtE3t0{ KubernetesE AHE%t0 282 &2t 82 Trident 3iie StorageClassE AHEdt=

At Jtset HAIES AL 10 A= LIC} ontap-nas @TAL
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$ cat << EOF > ./storage-class-aipod-flexvols-retain.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: aipod-flexvols-retain
provisioner: netapp.io/trident
parameters:
backendType: "ontap-nas"
reclaimPolicy: Retain
EQOF
$ kubectl create -f ./storage-class-aipod-flexvols-retain.yaml
storageclass.storage.k8s.io/aipod-flexvols-retain created
$ kubectl get storageclass

NAME PROVISIONER AGE
aipod-flexgroups-retain csi.trident.netapp.io Om
aipod-flexgroups-retain-rdma csi.trident.netapp.io Om
aipod-flexvols-retain csi.trident.netapp.io Om

OtIIX| A E=2R

Apache Airflow Hi &
0] MMO|| A= Kubernetes 22{AE{0]| AirflowS HZE S| {Iol =260} o= =S
At o}
@ Kubernetes 2|2| ZHE0]| T AirflowS HHE3fE 710| 7FsSHL|C} Kubernetes 0]2]2] ZaiZof
AirflowE H{ZESH= 2 8 S2MO| HR|E SO LTt
L4 x7

1. 0|0] Zt53H= Kubernetes 22 AE{ 7} Q&L|CE

2. Kubernetes 22 AE{0]| NetApp Trident O|0] A X|5t1 2AMSLICE Trident Of CHS XpM|EH LIRS LIS
K XSIMR."Trident 2A" .

o

Helm A X|
Airflow= Kubernetes®| Q17| A= TH7|X| 2t2|Xt2] HelmS AF23SH0] HHE EIL|CE. AirflowS H{ES}7| Fof| Ui M

SAE0] HelmE AA/10F BILICF HHE HE SAE0| HelmE AAS12{2! T+ 2 AR, 41| XI2]" 241 Helm
S MollA,

7|2 Kubernetes StorageClass A&

AirflowE HHESL7| 0| Kubernetes 22{AE] LHO|A 7|2 StorageClassE X|™3sH{0f SfL|Ct. Airflow HiZE
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https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/
https://helm.sh/docs/intro/install/

D2 M A= 7|2 StorageClassE A0 ME2R B 2ES T=H|XJ5t2{ 10 A|=&LICE StorageClass?t 7| &
StorageClassZ X| M| X| O™ HiZE It MUiptL|Ct 22{AH LHO|A 7|& StorageClassE X|Hst2{H Lt X|A2
2N R."Kubeflow HiZZ" 2& S2{AE LHO|A] 0]0] 7|2 StorageClassE X|H3ot AR O] A E ZAHE £

0|¢|__| |:|.

AN H .

Helm2 A2t 57| SE HIE
Helm2 A3 Kubernetes 22| AE{0]| AirflowS HZSI2{™H H|E M I SAEO||A LIS ZHAHES $HEIM 2.

1. Helm2 ALE3t0] AirflowS HHESH2{™H CIS2 MEM|L. "HHX| X|E" Artifact Hub2| 32! Airflow XtE IL|C}.
LIS O|ld| BE2 HelmS AHESI0] AirflowE HiESH= WHE HOELICE 22 3, 7 SV/EE= WAL C
custom- values.yaml A JsH= M0 w2t Lo o2t IHY S FI7I5HM .

$ cat << EOF > custom-values.yaml
FHA#HHEHHH AR H AR SHS R SSHEHS
# Airflow - Common Configs
FHAFH A H A AR
airflow:
## the airflow executor type to use
#4
executor: "CeleryExecutor"
## environment variables for the web/scheduler/worker Pods (for
airflow configs)
#4
#
FHAFH A H AR
# Airflow — WebUI Configs
FHAHH S H AR
web:
## configs for the Service of the web Pods
#4
service:
type: NodePort
FHAFHH A H AR
# Airflow - Logs Configs
FHAHH A A
logs:
persistence:
enabled: true
FHAFH A H AR
# Airflow - DAGs Configs
FHAFH A AR
dags:
## configs for the DAG git repository & sync container
#4
gitSync:
enabled: true

17


ai-osmlops-kubeflow-deploy.html
ai-osmlops-kubeflow-deploy.html
ai-osmlops-kubeflow-deploy.html
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow
https://artifacthub.io/packages/helm/airflow-helm/airflow

2. BE Airflow ZEJ} HCHZ ZS6t=X| SQISHMR. BE ZEJL A|ZtE|2{H &H 20| A
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## url of the git repository

#4

repo: "git@github.com:mboglesby/airflow-dev.git"

## the branch/tag/shal which we clone

#4

branch: master

revision: HEAD

## the name of a pre-created secret containing files for ~/.ssh/

#4

## NOTE:

## - this is ONLY RELEVANT for SSH git repos

## - the secret commonly includes files: id rsa, id rsa.pub,

known hosts
## - known hosts is NOT NEEDED if “git.sshKeyscan' is true

#4

sshSecret: "airflow-ssh-git-secret"

## the name of the private key file in your ‘git.secret’
##

## NOTE:

## - this is ONLY RELEVANT for PRIVATE SSH git repos

#4

sshSecretKey: 1id rsa
## the git sync interval in seconds
##
syncWait: 60
EQF
S helm install airflow airflow-stable/airflow -n airflow —--version 8.0.8

--values ./custom-values.yaml

Congratulations. You have just deployed Apache Airflow!
1. Get the Airflow Service URL by running these commands:
export NODE PORT=S (kubectl get --namespace airflow -o
jsonpath="{.spec.ports[0] .nodePort}" services airflow-web)
export NODE IP=S (kubectl get nodes —--namespace airflow -o
jsonpath="{.items[0].status.addresses[0] .address}")
echo http://$NODE_IP:$SNODE_PORT/
2. Open Airflow in your web browser

o
>
20
o>
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$ kubectl -n airflow get pod

NAME READY STATUS RESTARTS
airflow-flower-b5656d44f-h8gjk 1/1 Running 0
airflow-postgresgl-0 1/1 Running 0
airflow-redis-master-0 1/1 Running 0
airflow-scheduler-9d95fcdf9-clfdb 2/2 Running 2
airflow-web-59c94db9c5-z7rg4 1/1 Running 0
airflow-worker-0 2/2 Running 2

3. 1AM HelmS AFE3SH0] AirflowS HHEE o 2&0] Q1A= X[ & o T2t Airflow ¥ AMH|A URL

$ export NODE PORT=$ (kubectl get --namespace airflow -o
jsonpath="{.spec.ports[0] .nodePort}" services airflow-web)
$ export NODE IP=$ (kubectl get nodes --namespace airflow -o
jsonpath="{.items[0].status.addresses[0] .address}")

$ echo http://$NODE IP:$NODE PORT/

4. Airflow 2 MH|AO] AM|ATH 4= Q=X] 2QISHA Q.

AGE
2h
2h
2h
2h
2h
2h

2 A
= c-g

L{Ct.
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Airflow2} 271 NetApp DataOps Toolkit A2

18k "Kubernetes2 NetApp DataOps 7" Airflow2} SH A2 4= JAELICE Airflow2t
6.:.771| NetApp DataOps ToolkitS AHESIH AHAF S SX[2 481 Z2 NetApp H[O|E 22
AU S Airflowdl| A ZHSH= XHSSHE YIAEEN ST = JYSLICH

H

E XN R "S7| S & of" Airflow2t EH E212 AFESH= WOl CHEE XtAISH LHE2 NetApp DataOps Toolkit
GitHub MZ A L MM S HESHAM 2.

x —t

FIO|E{5{H

JupyterHub H{ I

0| MMOj| M= Kubernetes 22{AE 0| JupyterHubE US| 2|8 2tZ3HOF Sh= ZHA ol
CHsH ML,

@ Kubernetes 2|2| ESHZ0| = JupyterHubE HiZESH= 20| 7S ELICEH Kubernetes 0[2|2| S E0]
JupyterHubE HiZSt= A2 0] ERMO| He|E o HL|Ct
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Of MMl @FE HiE &S &ty ol T2 S 0l0] YLt 7 LTt

1. 0|0] 2HE35H= Kubernetes 22{AE 7t QU&LILCE.

2. Kubernetes 22{2E{0f NetApp Trident 0|0] EX|5t1 L HRELICE Trident Off CHeE XpAlSH LHE2 CHS
K XSIM|R."Trident 2A{" .

mjo

Helm &X|
JupyterHub= Kubernetes?| 217| Q= IH7|X| 22| X2l HelmS AHE3SH0] HHE EIL|CE JupyterHubZS HHiZESE?| Fof|

Kubernetes M0 .= =0 HelmS *"XIOHOF SILICH HelmE2 AX|5t2{™ CHZ2 WEMQ. "EX| X|E" 34 Helm
EMAIA.

7|2 Kubernetes StorageClass &%

JupyterHubE H{ZES}E7| 0| Kubernetes 22{AE LHO|A 7|2 StorageClassE X|&sH0F SLICtH S2{AE LHO||A
= StorageCIassE X ™ot ChS X[ &S MEM Q. "Kubeflow HHZ" £&2. 22 AH oA 7|2 StorageClassE
o|0] XYt AL O] tHAE AL E 4 USLICEL

JupyterHub H{Z

22| THAE 2t=5HH O|A| JupyterHubE e F=H| 7t E|}SLICEH JupyterHubE HZESH™ CHS THA| 7t
LQBtL|Ct,

JupyterHub i 714

HHESHZ| Fof| ZEAte| A SEA| Ju yte Hub i E %|X3}tst= 20| EELICE config.yaml IHY S THE 11 Helm
KEE ALESI0 HiZSH= SOt 28 = JSLICH

O™l config.yaml It 2 CHSO|AM &2 £ UELICE https:/github.com/jupyterhub/zero-to-jupyterhub-k8s/blob/
HEAD!/jupyterhub/values.yaml

0| config.yaml It 0| Af NetApp Trident StorageClassOi| CH$t
@ (singleuser.storage.dynamic.storageClass) Oi7HtH 45 MX st —1“— USLICE Ol= 7HE AL Xt
X Z7tof chet 288 ZEH|XJst= o A8E= AER|X| SAQILICH

SR = Ft

S E JupyterHub ALEXHE 2ot 37 2ES AHESIHH *config.yaml*E MES| ZHSHH ELICL ®E
jupyterhub-shared-volumeO|2t= 37 Per3|stentVqumeCIa|m0| Aes 42 CHSat 20| ZE ALEXL Pod01|)\1
/home/shared2 OF2EE 4= JUELICE
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singleuser:
storage:
extraVolumes:
- name: jupyterhub-shared
persistentVolumeClaim:
claimName: jupyterhub-shared-volume
extraVolumeMounts:
- name: jupyterhub-shared
mountPath: /home/shared

() ol vy Apstolny, Fste] Taol LA ol2{2t OifHAS TR 4 YALIC

Helm ChartZ JupyterHub HiZ

HelmOll JupyterHub Helm XtE XZA S AEIL|CE,

helm repo add jupyterhub https://hub.jupyter.org/helm-chart/
helm repo update

Ct2at 22 =20 EAIELIC.

Hang tight while we grab the latest from your chart repositories...
.Skip local chart repository
.Successfully got an update from the "stable" chart repository
.Successfully got an update from the "Jjupyterhub" chart repository
Update Complete. [l Happy Helming![]

O|X| config.yamlO| ZgtEl CIAE2|0f|M CHS HHES AAWSH0] config.yamlof| 2|3 LA E XIEE HX[SHMIR.

helm upgrade --cleanup-on-fail \
--install my-jupyterhub jupyterhub/jupyterhub \
--namespace my-namespace \
--create-namespace \
--values config.yaml

GO olaoins:

<helm-release-name>2 my-jupyterhub® HH& =, O|= JupyterHub E2|A2| 0| 50| ELICt. <k8s-
namespace>£ JupyterHubE A X|st2{ = U AHO|AQl my-namespace=E ™ EILIC}. --create-namespace
0= HQJAH 0| AT OFEl EXHSHK| 2 E 2 UQJAHO[AE WHSH= O ALEELICE --values E2{ 1= Jldt=
T ZM0| ZEHE config.yaml TFYS X & BtL|CE.
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B ZE 2ol

2EAI7E HlE|= SO LS EE

d2 Ao ZETH WHE = AE = + ASLIL

glo
mo

kubectl get pod --namespace <k8s-namespace>

S|He TEA| ZEJ| Al AMef 2 MEHE! nf7tX| 7|CHE| M.

[

NAME READY STATUS RESTARTS AGE
hub-5d4ffd57cf-k68z8 1/1 Running 0 37s
proxy-7cb9bcdcc-9bdlp 1/1 Running 0 37s

JupyterHubOfl H&35HM| 2

JupyterHubOll M&5H= O] ALE S =~ = IPE RO M|K. Of|H| £=4 2 20| proxy-public AH|A S| EXTERNAL-IPE
HIES A3 Ct.

= AN
M8 = US WiNHX| THE FES HAPL

@ config.yaml ItA0|A] NodePort A{H|AE AFE3ME=H|, A (0ll: LoadBalancer)0i| 2t 2HZ 01| SHA|
THY 2 ASLICL

kubectl --namespace <k8s-namespace> get service proxy-public

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT (S)
AGE

proxy-public NodePort 10.51.248.230 104.196.41.97 80:30000/TCP
1m

JupyterHubE ALE5IE{H ZEA|l-S7 MH[AQ| Q8 [PE EEtX{0f UGN K.

JupyterHub2} &t7H| NetApp DataOps Toolkit AFS

18H2 "Kubernetes2 NetApp DataOps 7" JupyterHub2t SHH A2 S 4= JUELICE
r No

JupyterHub2t 271 NetApp DataOps Toolkit2 AHESHH %|F AL Xt= Jupyter Notebook
LHOll A 21 =hd Z7H 8 SI/EE= HIO|E ME-ZE =XE flot 28 ARMS IS +
OIAL|C}H

EV BRSPS

JupyterHubOl|A] DataOps Toolkit2 AFEstH™ HA JupyterHubZ} JHE AHEXL Jupyter Notebook Server EE0|
Stot Kubernetes AH|A A[™ 0| Ao MoH2 2048OF BL|CE JupyterHube= CHSO| 2fsH X|™HEl MH|A A™ES
AMELILICH singleuser.serviceAccountName JupyterHub Helm XtE 714 IOl BH-Q1L|CH
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or

HX, 25 AYARS 0t = o] 2 23t Kubernetes APl #$H0| Q= 'netapp-dataops’2tes 22{AFH &S oHEL|C

Il

$ vi clusterrole-netapp-dataops-snapshots.yaml
kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: netapp-dataops-snapshots

rules:
- apiGroups: [""]
resources: ["persistentvolumeclaims", "persistentvolumeclaims/status",
"services"]
verbs: ["get", "list"]
- apiGroups: ["snapshot.storage.k8s.io"]
resources: ["volumesnapshots", "volumesnapshots/status",

"volumesnapshotcontents", "volumesnapshotcontents/status"]
verbs: ["get", "list", "create"]

$ kubectl create -f clusterrole-netapp-dataops-snapshots.yaml
clusterrole.rbac.authorization.k8s.io/netapp-dataops—-snapshots created

Notebook Server A{H|A Ao S2{AH A ot

rulo

Aot HUAAHO| A MASH MH|A H 0| 'netapp-dataops-snapshots' 22{AE &g gtttot= dEt
OtSLICE o2 £, Yjupyterhub' QLA O| A0 JupyterHubS MX|St1 CHS S Edff '7|2' MH|A AH™HS
A2 singleuser.serviceAccountName CFS O0|A EX0| HEE AFESHH Yjupyterhub' |-‘||°.:I¢]I1|0|
7|2 MH|A A H0|| 'netapp-dataops-snapshots' 22{AE Hgtg atetst £ UEL|CH

HtQl
7Ql’éﬁ._*
O

24



$ vi rolebinding-jupyterhub-netapp-dataops—-snapshots.yaml
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: jupyterhub-netapp-dataops-snapshots

namespace: jupyterhub # Replace with you JupyterHub namespace
subjects:
- kind: ServiceAccount

name: default # Replace with your JupyterHub
singleuser.serviceAccountName

namespace: jupyterhub # Replace with you JupyterHub namespace
roleRef:

kind: ClusterRole

name: netapp-dataops-snapshots

apiGroup: rbac.authorization.k8s.io

$ kubectl create -f ./rolebinding-jupyterhub-netapp-dataops-snapshots.yaml

rolebinding.rbac.authorization.k8s.io/jupyterhub-netapp-dataops-snapshots
created

7

uin

Jupyter Notebook LH0llA| 2 & ARAF OF

O|X| JupyterHub AF2Xt= CHS O[Ol M 2 £ U=0| NetApp DataOps ToolkitS AFE3t0] Jupyter Notebook LHOHIA{

= o = A A
AE =5 2”ME IS = AGLI
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Execute NetApp DataOps Toolkit operations within JupyterHub

This notebook demonstrates the execution of NetApp DataQOps Toolkit eperations froam within a Jupyter Notebook running on JupyterHub

Install NetApp DataOps Toolkit for Kubernetes (only run once)

Mote: This cell only needs to be run once. This is a one-time task

%pip install --user netapp-dataops-k8s

Import NetApp DataOps Toolkit for Kubernetes functions

from netapp_dataops.kfs import list_veolumes, list_volume_snapshots, create_volume_snapshot

Create Volume Snapshot for User Workspace Volume
The foliowing example shows the execution of a "create volume snapshot” operation for my user workspace valume,

jupyterhub_namespace = “jupyterhub"
my_user_workspace_vol = "claim=moglesby™

create_volume_snapshot{namespace=jupyterhub_namespace, pvc_name=my_user_workspace_vel, print_output=True)

Creating VolumeSnapshot 'ntap-dsutil.28240726062955' for PersistentVolumeClaim (PVC) ‘claim-moglesby' in namespace 'jupy
terhub',

VolumeSnapshot “ntap-dsutil.2@248726002955° created, Waiting for Trident to create snapshot on backing storage.

Snapshot successfully created.

NetApp SnapMirror AFE5t0{ JupyterHubOi| H|O[E{ =%

NetApp SnapMirror = NetApp 2EZ|X| A|AH! ZH0f| HIO|EE 2T 4 = =X
7|=L|Ct. SnapMirror AHESHH 1A 2HE 0| M JupyterHubZ H|O|EE &g & JUSLILCY.

oiF A2E= L M2

EEZSICH'0| Tech ONTAP 221 HA[Z" NetApp SnapMirror AF23H0] JupyterHubOl| C|0|E{E £ZlSt= EHHo|
CHE XEAM|SH Ol K| QI3 ZE 29} H|2E SHOISHN Q.

MLEZ?

MLflow H{ I
0| MIMOj| M= Kubernetes 22| AE{0]| MLflowZ HHIZESI7| {8l 2t =28l 0F 5t= = of| CHsH
AEeL|C}
@ Kubernetes 2|2 ES1Z0 = MLflowS H{ZESH= 20| 7S 8LICH Kubernetes 0[2|2] EE1Z 0|
MLflowE H{ZESH= A2 0| £F M| HR|E HOo{HLICL
Haz=A
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2. Kubernetes 22{AE{0f| NetApp Trident 0|0] AX|5t0 FMZHELICE Trident Ol CHS XEAISH LIS 2 CIESS
KHXSIMR."Trident & A" .

Helm A X|
MLflow= Kubernetes®| 917| Q= 1H7|X| 22| Xt HelmES A26H0] BT EIL|CE MLflowS HiZESHZ| Fof|

Kubernetes M|0] =0 Helm2 “XIOHOF LIC HelmE2 AX|st2{H CIS 2 MEM K. "8 X| X[E" S4 Helm
20| A.

7|2 Kubernetes StorageClass A&
MLflowS HiZESt7| 0| Kubernetes 22{AE LHO|A| 7|2 StorageClassE X|™sHOF BLICtH S2{AH LHO|A 7|2

StorageClassS X|&382{H CI2 X| &S W2 M|R."Kubeflow B Z" HE&, Z2{AE LHO|A 7|= StorageClassE 0|0
X|™st AL O] THAIE ZHE £ USLICH

—

MLflow H{f IE

4 TS SEOHH Helm XEE AHE0I0] MLflow BE S AlEfe o= AELICE

MLflow Helm XtE H{EE 74 TtL|C},
Helm XIEE A2t MLflowE HIZSL7| M 0| config.yaml IS AFE5I0] NetApp Trident Storage ClassE

A8 E Ui X E 75t CHE 75 27 APl S| E’é"e* % JA&LICE config.yaml IH9| o =
CHSOlIA &2 4= AELICE. https://github.com/bitnami/charts/blob/main/bitnami/miflow/values.yaml

@ config.yaml I} 2| global.defaultStorageClass Oi7H'H 0| A| Trident storageClassE &&& &
UELICHO|: storageClass: "ontap-flexvol").

Helm XIE AX|

CIS HAS ALESI0] MLflowE A2 X H 2| config.yaml IIL 2 Helm XIES MX|E £ UELICL

helm install oci://registry-1.docker.io/bitnamicharts/mlflow -f
config.yaml --generate-name --namespace jupyterhub

0| 3H2 M3 % config.yaml It S Sl ALK ™| £HOE Kubernetes 22{AE0f| MLflowE
HHEZSILICH MLflowe X|™El QAT O| A0 BHXEE| T, 22| A CHEE 22k Z2|A 0|E2
Kubernetes& Edl |5 EL|CH.

e

Helm XIE BHZE7} 22 E|H CHSS AFESI0] M| A0 HMAS = A=K

Jhot

folgh = AELICH.

kubectl get service -n Jjupyterhub

(D) jupyterhub S HZ B0 AS3H LIYAHOIAZ HHRAIR,
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CHS MH|AZF HA|E[00F Lt

NAME TYPE CLUSTER-IP EXTERNAL-IP
PORT (S) AGE

mlflow-1719843029-minio ClusterIP 10.233.22.4 <none>
80/TCP, 9001 /TCP 25d

mlflow-1719843029-postgresql ClusterIP 10.233.5.141 <none>
5432/TCP 25d

mlflow-1719843029-postgresqgl-hl ClusterIP None <none>
5432/TCP 25d

mlflow-1719843029-tracking NodePort 10.233.2.158 <none>

30002:30002/TCP 25d

@ MLflow0l| ZE 300022 & 2617| 2/5if NodePort MH|AE AFE3EES config.yaml TS
HEASLICE

MLflowOi| H&5HM 2
MLflow2l 2HHEl 2E MH|ATF HSiE|H X|H El NodePort = LoadBalancer IP 32~ (0:
http://10.61.181.109:30002)

NetApp 5! MLflowS AtE¢! Cl|O[E] M E-ZE =X d

82 "Kubernetes& NetApp DataOps E7" MLflow2| & =X J|s2t 2hH| AFE5HH
o] |-

HIOJE] HIE-2H i &Y 72 A THE 4 JABLICH

O|HME-RE = 2 S70-2E =HMZ 73952 H CH2 o8| 2= =2t 20| us Ale| A2 E DataOps
ToolkitS AF238I0] H|O|E{ M E = Xt Z7t 289 AWAFS OHEJ|0t 81H EL|Ct, 0] 2= MLflow MY =X
MHO| 2%t= E us A AztE e 22 H|0|E S& 0|E1t AHA 0|52 METL|CH
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from netapp dataops.k8s import create volume snapshot

with mlflow.start run()

namespace = "my namespace" # Kubernetes namespace in which dataset
volume PVC resides

dataset volume name = "projectl" # Name of PVC corresponding to
dataset volume

snapshot name = "runl" # Name to assign to your new snapshot

# Create snapshot

create volume snapshot (
namespace=namespace,
pvc name=dataset volume name,
snapshot name=snapshot name,

printOutput=True

# Log data volume name and snapshot name as "tags"

# associated with this training run in mlflow.
mlflow.set tag("data volume name", dataset volume name)
mlflow.set tag("snapshot name", snapshot name)

FHEESR
Kubeflow Hi &

o| *'*._"(HIH Kubernetes 221 AE{0| KubeflowE H{ESt7| 9|6 2t=6H{0F St= &S

Of MMl @FE HiE &S +&ot7| ol T2 S 010] YLt 7 LTt

1. 0|0] Z&3H= Kubernetes 22 AE{7} QIO H, XSt = Kubeflow HH A X[ 23t= Kubernetes HH S
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7|2 Kubernetes StorageClass &%

KubeflowS HHE'é'UI M0l Kubernetes 22{AE] LH0f|A| 7|2 StorageClassE X|™dt= 20| £&LICEH Kubeflow
HiZ Z=MNAE= 7|2 StorageClassE AHE%I0] MER S EES ZE2H| X510 A|=g &+ AUSL|CH
StorageCIass7f 7|2 StorageClassZ X[ Y& X| ¥ ™ I} Mufgt &~ JYSLICEH S2HAH LHOIA 7|2
StorageClassE X|HoI{H HIE HIX S AENN LIS &Y S +AHSHH 2. 22{AH Lo 7|2 StorageClassE
o|0| X|Mot 22 o] A E AHE = JAFLICH

1. 7|Z StorageClass & SILIE 7|2 StorageClassZ X|AgLICt CHS o[ X §H 2 StorageClass2t= 0|£9]
X|HE HHFELICE ontap-ai-flexvols-retain 7|2 StorageClassZE.

92 ontap-nas-flexgroup Trident BiAIE QWS XA PVC 3 7|7} MEts| FL|CH 7|2MO 2

@ Kubeflow= 37|17} & GBO|| 2118t PVCE T 2H|XMYsl2{ 1 A|ZEL|Ct [2tM StorageClassS
At83l= StorageClassE X|&sl{ M= 2F ELICE ontap-nas-flexgroup Kubeflow HiZE {3
7|2 StorageClassZ A= QWS X|HEL|Ct,

$ kubectl get sc

NAME PROVISIONER AGE
ontap-ai-flexgroups-retain csi.trident.netapp.io 25h
ontap-ai-flexgroups-retain-ifacel csi.trident.netapp.io 25h
ontap-ai-flexgroups-retain-iface? csi.trident.netapp.io 25h
ontap-ai-flexvols-retain csi.trident.netapp.io 3s

$ kubectl patch storageclass ontap-ai-flexvols-retain -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}'
storageclass.storage.k8s.io/ontap-ai-flexvols-retain patched

$ kubectl get sc

NAME PROVISIONER AGE
ontap-ai-flexgroups-retain csi.trident.netapp.io 25h
ontap-ai-flexgroups-retain-ifacel csi.trident.netapp.io 25h
ontap-ai-flexgroups-retain-iface? csi.trident.netapp.io 25h
ontap-ai-flexvols-retain (default) csi.trident.netapp.io 54s
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FROM pytorch/pytorch:latest

RUN pip install torchvision numpy scikit-learn matplotlib tensorboard
WORKDIR /app

COPY . /app

COPY train mnist.py /app/train mnist.py

CMD ["python", "train mnist.py"]

KT Al w2 Z2aS ddok=s o 2Rt ZE 2t0|22{2|et Ii7|XE RISt R. MY &Y 2RSS o557
Hofl o|0| &E5t= Kubeflow HIE 7} QUCHT 7P BHL|CE
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Typer maximize
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Algorithm

Name orid

Metrics collector

Collector type Fike

uBe orSe{E oIN Hets
A2 sho| ozt
2212 3elo] et

AEE
ojgt &= ASLILE E=

e

W DELETE

33


https://www.kubeflow.org/docs/components/katib/hyperparameter/
https://www.kubeflow.org/docs/components/katib/hyperparameter/
https://www.kubeflow.org/docs/components/katib/hyperparameter/

D ieamT e = ]
« Experiment details —
@  Coukdny find any successful Trisl

OWERWIEW TRIALS CETAILS VAR

Hame
@ FKatlb
Status

Besttrial
Besttrials params Mo optimal tral yet

Best trial performance

User defined goal Vasdatior-acouracy » 0.9
Running trials

Fadled triala

Succeeded irials a

Experiment Conditions

UAELICE O|E <[l otzHet 20|
A28 = JUELICE "Kubernetes&

AAGpEhol nASE] & * o iEmeE acoe ] [work Lind, Aasespacel] "1,

£ HZE3HNIR "KubeflowZS 2/t NetApp DataOps Toolkit Cf| X" XkAM|EH LHE L.

Trident 2/} 0| A|

Of MM0j|= Trident AFE5H0] T 4= A= CHFSE ZHol of| 7} ZoE[of R

>

L[t

71& S 7HH{ 7|
Kubernetes 22{AE LH2| Z1E|0|LH0]| OL2E St = NetApp 2 E2|X| A|AR/ZHEY 7|= 2EO0| °'I|”J st

EEOI S AE{S| PVCO| HEE[X| 42 E R ST 2ES 7tMA0F HLICH Trident 28 71MR7| 7|5 AHESHH
olzfet 2ES 7tME = ASLIC.

34


https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow
https://github.com/NetApp/netapp-dataops-toolkit/tree/main/netapp_dataops_k8s/Examples/Kubeflow

CHS olld] Y2 o|S0| X|FE 2ES 7IHMQE WHE EHELICL pb_fg all . PVCO| CHEE XtM|EH LHE2 CHE 2
HZSHMIR. "S54 Kubernetes A" . 28 714 27| 7|s0f| CHet XtM|eh LIE2 TS S EXSHM|R. "Trident &A1" .

2t accessModes 2| 7HX] ReadonlyMany Ol PVC At IO X| =0 QESLICH XbM|2H LIE2 accessMode
ZCO| M 2RISR "5 4! Kubernetes &A1" .

$ cat << EOF > ./pvc-import-pb fg all-ifacel.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pb-fg-all-ifacel

namespace: default
spec:

accessModes:

- ReadOnlyMany

storageClassName: ontap-ai-flexgroups-retain-ifacel
EQOF
$ tridentctl import volume ontap-ai-flexgroups-ifacel pb fg all -f ./pvc-—
import-pb fg all-ifacel.yaml -n trident

e e T o
e o

et e oo pomm - +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE |
MANAGED |

o oo
e e o

e et oo pomm - +

| default-pb-fg-all-ifacel-7d9fl1 | 10 TiB | ontap-ai-flexgroups-retain-

ifacel | file | b74cbddb-e0b8-40b7-b263-b6dacdecObdd | online | true
|

e o

e o

o - fomm - fomm - +

fessssssssssssssessososssss=ss=ssos fememe===s

o - e

fessmssee s se s o s s s e e fremem==== e I

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
R R fremememm=s
fos=sss=sssssccscssssssssasosssss=as fem========

o e fomm - +

| default-pb-fg-all-ifacel-7d9fl | 10 TiB | ontap-ai-flexgroups-retain-
ifacel | file | b74cbddb-e0b8-40b7-b263-b6dabdecObdd | online | true
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M

e e e L ettt

fo——— +———— f—m +
$ kubectl get pvc

NAME STATUS VOLUME

ACCESS MODES STORAGECLASS AGE
pb-fg-all-ifacel Bound default-pb-fg-all-ifacel-7d9fl

10995116277760 ROX

=5 M3

ontap-ai-flexgroups-retain-ifacel

Trident ArE5HH NetApp 2E2|X| A|ARO[LE SSHEN M 252 Z2HNIE 5= ASLICE

kubectl2 A2t M| 28 ZT2H|XY

CtS of|d| EE 2 kubectlE AFESHH MZ2 FlexVol volume Z2H|XHsH=

YHS H0FLICL

CAPACITY

25h

2t accessModes 2| 7t ReadWriteMany CHS O|A| PVC E2| TiAof| X|"H &[0 UESLICE XpAM|Tt LHE2
accessMode EEON|A 2QISHM|R "S 4] Kubernetes EA1" .
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$ cat << EOF > ./pvc-tensorflow-results.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: tensorflow-results
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-ai-flexvols-retain
EQOF
$ kubectl create -f ./pvc-tensorflow-results.yaml
persistentvolumeclaim/tensorflow-results created
$ kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE
pb-fg-all-ifacel Bound default-pb-fg-all-ifacel-7d9fl
10995116277760 ROX ontap-ai-flexgroups-retain-ifacel 26h
tensorflow-results Bound default-tensorflow-results-
2£d60 1073741824 RWX ontap-ai-flexvols-retain

25h
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Kubernetes& NetApp DataOps ToolkitS AF235t0] NetApp AEE2|X| A|AHIO[L} ESHEN M S ES T2H|NHIE
£ UELICH Kubernetes2 NetApp DataOps Toolkit2 Trident AF23510] 288 T 2H|X'JoIX| 2t ALZXLE 2|l
T2NAE ZEASIBILICH B BZSMIQ MA M5 HIX|" XEM|St LHE 2.
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S SN R. Trident AHESHH HIEHHIO|E 22| H|O|HE E&St= O[O &2
Kubernetes YT 20| A £l10 WEH| AL o~ JSL|CEH Kubernetes ZEE LHOJ|A{ O]2{%t
CIOIE S0 HMAT &~ A St2{H ZE Holo|A PVCE X[HSH7|2H 5HH ElL|CE.

@ 0| MM0f| M= Kubernetes 22{AE 0| H&stE{= EX Al ML YI=ZEE 0|0
Zi5|0|L{2k(Docker Z4H[O| L] HANRICHT ZHEBIL|CE

1. C+S oM BE 2 ImageNet C|O|E| M EE AtE3t= TensorFlow #HIX|0t3 I 2 E0] Cist Kubernetes Xt 2
MMSH= HHE H0ELICE ImageNet HIO|E M|EO]| CHSE XtAM|ot LIE2 CHE 2 HESHMIR. "ImageNet
HAO|E" .

of Oi| | 52!
o] ojj x| 5]
SEEREE

87| GPUS RSS2 87 0|49 GPUS 2+ £ GPU 74 E0i A A%E 4 UL,
87l 0149| GPUS 2 EHiXt - E o} I7{L} #17| CHE2 fef 2o} Qlef AL S0l 22| AE{o
LICh DI ST S ohT SR e E7k ALS JHSHE TtK| B2 MEfE RRIELICH

o
—
o =
— [—
A 1=
= =

ot M& CHEZ2 x| ciztstr| 2fsh O] 20| MMsH= EE LH| st st O|0|E{ 7t ZetEl 2&0|
OL2EEILICE ECHE 85 IO OIREELICHL F H S&82 2t £ =52 NEst= o
Ol2{st E&2 PVCe| O|E2 A8t 2 Mo|of| X ELICH Kubernetes 2 0]l CHat XpA|BH L
HZSIM|R. "24A! Kubernetes A" .

Ot emptyDir 2&0| Y= medium & 7HK| Memory Ofl OFREEILICt /dev/shm O] Of| & 2t 0| MMSH=
ZCO|AM. 7|2 37| /dev/shm Docker 74H|O|L HEIUO|M XSO 2 MM E|= JtA S ES =
TensorFlow2| @7 AIEE SFSH| 2 = USLICEH &2 emptypir CHS 0|2 20| 282 20| 2 37IE
HISELICt /dev/shm 7H4 28. O ¥2 HEHE RStAH emptyDir 2852 XY A|IR "S A Kubernetes

=2

O ofld| =t Melofl X9 El Y Z4E|0| 40| = CHZ 0| MIBEILICH securityContext > privileged 29|
7Kl true . O| 242 ZIH|O|H7} SAEO| CHSE RE HMA HEHE 2HO 2 JHX| 1 JUS2 [0|FLICE O]
FM2 Mk = E 2R £510f| RE ANATLEHRSHY| IfZ0]| 0] Z0| AFZEL|CH FHEHSZ, I F2E7}
FAHSH= Al X|27| EYolls RE AMATH HRBL|CE O|A0|= OlL|E privileged: true FA0
LRz A I EF &Y 25t @7 Argof w2t EabEL(Ct

$ cat << EOF > ./netapp-tensorflow-single-imagenet.yaml
apiVersion: batch/vl
kind: Job
metadata:
name: netapp-tensorflow-single-imagenet
spec:
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backoffLimit: 5
template:
spec:
volumes:
— name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface?2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["python", "/netapp/scripts/run.py", "--
dataset dir=/mnt/mount 0/dataset/imagenet", "--dgx version=dgxl", "--
num devices=8"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?2
- mountPath: /tmp
name: results
securityContext:
privileged: true
restartPolicy: Never
EQOF
$ kubectl create -f ./netapp-tensorflow-single-imagenet.yaml
job.batch/netapp-tensorflow-single-imagenet created
$ kubectl get Jjobs
NAME COMPLETIONS DURATION AGE
netapp-tensorflow-single-imagenet 0/1 24s 24s

2. 10| M Mot 20| SHIEA| HAE|=X] 2RISR, CFS ol BHE2 2] Folofl XIFE =z ZHdof st
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3. 1EHAI0 M Hgt 20| MSHOE etz E[=X| =elotMR. LIS olX BE2 Zfelo] o

$ kubectl get pods -o wide

NAME READY STATUS
RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-single-imagenet-m7x92 1/1 Running 0
3m 10.233.68.61 10.61.218.154 <none>
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$ kubectl get jobs

NAME COMPLETIONS DURATION
AGE

netapp-tensorflow-single-imagenet 1/1 5m42s

10m

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-single-imagenet-m7x92 0/1 Completed
0 11lm

$ kubectl logs netapp-tensorflow-single-imagenet-m7x92
[netapp-tensorflow-single-imagenet-m7x92:00008] PMIX ERROR: NO-
PERMISSIONS in file gds dstore.c at line 702
[netapp-tensorflow-single-imagenet-m7x92:00008] PMIX ERROR: NO-
PERMISSIONS in file gds dstore.c at line 711

Total images/sec = 6530.59125

================ (Clean Cache !!!| ==================

mpirun -allow-run-as-root -np 1 -H localhost:1 bash -c 'sync; echo 1 >
/proc/sys/vm/drop caches'

mpirun -allow-run-as-root -np 8 -H localhost:8 -bind-to none -map-by
slot -x NCCL DEBUG=INFO -x LD LIBRARY PATH -x PATH python
/netapp/tensorflow/benchmarks 190205/scripts/tf cnn benchmarks/tf cnn be
nchmarks.py --model=resnet50 --batch size=256 --device=gpu
-—force gpu compatible=True --num intra threads=1 --num inter threads=48
--variable update=horovod --batch group size=20 --num batches=500
-—-nodistortions --num gpus=1 --data format=NCHW --use fplé6=True

-—use tf layers=False --data name=imagenet --use datasets=True
--data_dir=/mnt/mount 0/dataset/imagenet

-—datasets parallel interleave cycle length=10

-—datasets sloppy parallel interleave=False --num mounts=2

--mount prefix=/mnt/mount %$d --datasets prefetch buffer size=2000
-—datasets use prefetch=True --datasets num private threads=4

-—horovod device=gpu >

/tmp/20190814 105450 tensorflow horovod rdma resnet50 gpu 8 256 b500 ima
genet nodistort fpl6 rl1l0 m2 nockpt.txt 2>&1
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$ kubectl get jobs

NAME COMPLETIONS DURATION
AGE

netapp-tensorflow-single-imagenet 1/1 5m42s

10m

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE

netapp-tensorflow-single-imagenet-m7x92 0/1 Completed
0 1lm

$ kubectl delete Jjob netapp-tensorflow-single-imagenet
job.batch "netapp-tensorflow-single-imagenet" deleted
$ kubectl get Jjobs

No resources found.

$ kubectl get pods

No resources found.
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$ cat << EOF > ./netapp-tensorflow-multi-imagenet-worker.yaml
apiVersion: apps/vl
kind: Deployment
metadata:
name: netapp-tensorflow-multi-imagenet-worker
spec:
replicas: 1
selector:
matchLabels:
app: netapp-tensorflow-multi-imagenet-worker
template:
metadata:
labels:
app: netapp-tensorflow-multi-imagenet-worker
spec:
hostNetwork: true
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface?2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["bash", "/netapp/scripts/start-slave-multi.sh",


https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://kubernetes.io/docs/concepts/workloads/controllers/deployment/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/
https://kubernetes.io/docs/concepts/policy/pod-security-policy/

"22122"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?
- mountPath: /tmp
name: results
securityContext:
privileged: true
EOF
$ kubectl create -f ./netapp-tensorflow-multi-imagenet-worker.yaml
deployment.apps/netapp-tensorflow-multi-imagenet-worker created
$ kubectl get deployments

NAME DESTIRED CURRENT UP-TO-DATE
AVATILABLE AGE

netapp-tensorflow-multi-imagenet-worker 1 1 1

1 4s

2. 10| M Mot ZAXL HHZE I HSH O 2 AR U =X| &l HHIR. CHS OfiF| BE2 B Folof| EAlE =2
HHZZOfl CHol Tt 7 ZE7F HYE|A2H, Of =Tt Xl GPU 97 =& & Lo M 2"l SelX| =elghL|Cf.

$ kubectl get pods -o wide

NAME READY

STATUS RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1

Running 0 60s 10.61.218.154 10.61.218.154 <none>

$ kubectl logs netapp-tensorflow-multi-imagenet-worker-654fc7f486-v6725
22122
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$ cat << EOF > ./netapp-tensorflow-multi-imagenet-master.yaml
apiVersion: batch/vl
kind: Job
metadata:
name: netapp-tensorflow-multi-imagenet-master
spec:
backofflLimit: 5
template:
spec:
hostNetwork: true
volumes:
- name: dshm
emptyDir:
medium: Memory
- name: testdata-ifacel
persistentVolumeClaim:
claimName: pb-fg-all-ifacel
- name: testdata-iface?2
persistentVolumeClaim:
claimName: pb-fg-all-iface?2
- name: results
persistentVolumeClaim:
claimName: tensorflow-results
containers:
- name: netapp-tensorflow-py?2
image: netapp/tensorflow-py2:19.03.0
command: ["python", "/netapp/scripts/run.py", "--
dataset dir=/mnt/mount 0/dataset/imagenet", "--port=22122", "--
num devices=16", "--dgx version=dgxl", "--
nodes=10.61.218.152,10.61.218.154"]
resources:
limits:
nvidia.com/gpu: 8
volumeMounts:
- mountPath: /dev/shm
name: dshm
- mountPath: /mnt/mount O
name: testdata-ifacel
- mountPath: /mnt/mount 1
name: testdata-iface?2
- mountPath: /tmp
name: results
securityContext:
privileged: true



restartPolicy: Never
EQOF
$ kubectl create -f ./netapp-tensorflow-multi-imagenet-master.yaml
job.batch/netapp-tensorflow-multi-imagenet-master created
$ kubectl get Jjobs
NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 0/1 25s 25s
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xho1o] Cifst Th OIAE 7 MAE|0D, o ZE7} SR GPU 47 =& 5 SHLIOIA A% FoIX]
olgct, TEAOIA %S 2 9171 T} oixie] M FQIX), 0FAE| Tt 7] T} ChE ooy Al

FoIx|E stolsfof ELict.

$ kubectl get pods -o wide

NAME READY
STATUS RESTARTS AGE

IP NODE NOMINATED NODE
netapp-tensorflow-multi-imagenet-master-ppww]j 1/1
Running 0 45s 10.61.218.152 10.61.218.152 <none>
netapp-tensorflow-multi-imagenet-worker-654fc7f486-v6725 1/1
Running 0 26m 10.61.218.154 10.61.218.154 <none>
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$ kubectl get Jjobs

NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 1/1 5m50s 9ml18s
$ kubectl get pods

NAME READY

STATUS RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppww]j 0/1

Completed 0 9m38s

netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1
Running 0 35m

$ kubectl logs netapp-tensorflow-multi-imagenet-master-ppww]
[10.61.218.152:00008] WARNING: local probe returned unhandled

shell:unknown assuming bash

rm: cannot remove '/lib': Is a directory

[10.61.218.154:00033] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 702

[10.61.218.154:00033] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 711

[10.61.218.152:00008] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 702



[10.61.218.152:00008] PMIX ERROR: NO-PERMISSIONS in file gds dstore.c at
line 711

Total images/sec = 12881.33875

================ (Clean Cache !!! ====s==s============

mpirun -allow-run-as-root -np 2 -H 10.61.218.152:1,10.61.218.154:1 -mca
pml obl -mca btl "“openib -mca btl tcp if include enpls0f0 -mca

plm rsh agent ssh -mca plm rsh args "-p 22122" bash -c 'sync; echo 1 >
/proc/sys/vm/drop caches'

mpirun -allow-run-as-root -np 16 -H 10.61.218.152:8,10.61.218.154:8
-bind-to none -map-by slot -x NCCL DEBUG=INFO -x LD LIBRARY PATH -x PATH
-mca pml obl -mca btl "“openib -mca btl tcp if include enplsO0f0 -x
NCCL_IB HCA=mlx5 -x NCCL NET GDR READ=1 -x NCCL_IB SL=3 -x

NCCL IB GID INDEX=3 -x

NCCL_SOCKET IFNAME=enp5s0.3091,enpl2s0.3092,enpl32s0.3093,enpl39s0.3094
-x NCCL IB CUDA SUPPORT=1 -mca orte base help aggregate 0 -mca

plm rsh agent ssh -mca plm rsh args "-p 22122" python
/netapp/tensorflow/benchmarks 190205/scripts/tf cnn benchmarks/tf cnn be
nchmarks.py —--model=resnet50 --batch size=256 --device=gpu
-—-force gpu compatible=True --num intra threads=1 --num inter threads=48
--variable update=horovod --batch group size=20 --num batches=500
-—nodistortions —--num gpus=1 --data format=NCHW --use fpl6=True

--use tf layers=False --data name=imagenet --use datasets=True

--data dir=/mnt/mount 0/dataset/imagenet

-—datasets parallel interleave cycle length=10

-—-datasets sloppy parallel interleave=False --num mounts=2

--mount prefix=/mnt/mount %d --datasets prefetch buffer size=2000 --
datasets use prefetch=True --datasets num private threads=4

-—-horovod device=gpu >

/tmp/20190814 161609 tensorflow horovod rdma resnet50 gpu 16 256 b500 im
agenet nodistort fplé rl0 m2 nockpt.txt 2>&l
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$ kubectl get deployments

NAME DESIRED CURRENT UP-TO-DATE
AVATLABLE AGE

netapp-tensorflow-multi-imagenet-worker 1 1 1

1 43m

$ kubectl get pods

NAME READY

STATUS RESTARTS AGE

netapp-tensorflow-multi-imagenet-master-ppwwj 0/1

Completed 0 17m

netapp-tensorflow-multi-imagenet-worker-654fc7£486-v6725 1/1

Running 0 43m

S kubectl delete deployment netapp-tensorflow-multi-imagenet-worker
deployment.extensions "netapp-tensorflow-multi-imagenet-worker" deleted
$ kubectl get deployments

No resources found.

$ kubectl get pods

NAME READY STATUS
RESTARTS AGE
netapp-tensorflow-multi-imagenet-master-ppwwj 0/1 Completed 0
18m
= Are: ORAE] ZtQ OFE|HE S F2[SL|CE CHS o] BE2 3EAH0AM Ml OrAE X JHKIE AXSh=
HHE 2o SL|CH
OfAE] 2] HH|E AMK[SHH Kubernetese= HEHEl 2 OAE XEE XSO R AM|EL|CE.
$ kubectl get jobs
NAME COMPLETIONS DURATION AGE
netapp-tensorflow-multi-imagenet-master 1/1 5m50s 19m
$ kubectl get pods
NAME READY STATUS
RESTARTS AGE
netapp-tensorflow-multi-imagenet-master-ppwwj 0/1 Completed 0
19m

$ kubectl delete Jjob netapp-tensorflow-multi-imagenet-master
job.batch "netapp-tensorflow-multi-imagenet-master" deleted
$ kubectl get Jjobs
No resources found.
$ kubectl get pods
No resources found.
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