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ROSA 22{AE{9 SY3t VPCOI| NetApp ONTAP & C}E AZ FSx
= 2ol chet M2 M2t HSE Lt

Q&LICE CloudFormation StackS A2 FSxNE THE

a.GitHub X% 4 E5|

$ git clone https://github.com/aws-samples/rosa-fsx-netapp-ontap.git
b. CloudFormation AEH &3 D7 S AFZXL FO| Q2 HIY M of2ff BHES Al |Ct.

=

$ cd rosa-fsx-netapp-ontap/fsx



$ aws cloudformation create-stack \

-—stack-name ROSA-FSXONTAP \

-—template-body file://./FSxXONTAP.yaml \

--region <region-name> \

--parameters \

ParameterKey=SubnetlID, ParameterValue=[subnetl ID]

ParameterKey=Subnet2ID, ParameterValue=[subnet2 ID]

ParameterKey=myVpc, ParameterValue=[VPC ID] \
ParameterKey=FSxONTAPRouteTable, ParameterValue=[routetablel ID,routetable2
_ID] \

ParameterKey=FileSystemName, ParameterValue=ROSA-myFSxONTAP \

\
\

ParameterKey=ThroughputCapacity, ParameterValue=1024 \
ParameterKey=FSxAllowedCIDR, ParameterValue=[your allowed CIDR] \
ParameterKey=FsxAdminPassword, ParameterValue=[Define Admin password] \
ParameterKey=SvmAdminPassword, ParameterValue=[Define SVM password] \
-—-capabilities CAPABILITY NAMED IAM

17| A: region-name: ROSA 22{AE{ 7} B{EEl X|H 3t S subnet1_ID: FSxNOj| L3t 7|2 MELIol D
subnet2_ID: FSxNOI| Ei$t CH7| EUIQ] ID VPC_ID: ROSA 22{AE 7} BHEEI VPC2| ID routetable1_ID,
routetable2_ID: I0{|A MEHSE AEUlint H2tEl A2 0|22 ID your_allowed CIDR: FSx for ONTAP £t J&0]|
518E|= CIDR 'He| HMAZ H0f5t7] 9t =41 %], 0.0.0.0/0 = HET CIDRE AHE3I 2= E2HT0| FSx
for ONTAP O] EX ZE0| HNASITE 5|2E £ QEL|Ct Z2|Xt H|UHS HO|: FSxNO|| 23018t7| 9|t
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SLICL iISCSIE 2[%t /|7 L E FH|E At&S%6tH= Trident 25.02(E& 0|2 HHM)E AX|5H= 42 WH2 27tX|7t
UESLICE 1. tridentctl TS AF2610] HEF0|| M node-prep-flags AFRELICE 2. 2HXt S{EH0| A Red Hat 215
Trident 2 XS AHESH1 ALK} FO|RfLICE 3. Helm AHE3H7].

@ 22| WHZ node-prep= A S5HX| 911 AHESHH FSXNOAM AEE|X| Z2H|X'J0f| NAS
DT2EZTHARE £ UL

HHH 1: tridentctl =7 AR
node-prep E2{1E ALE5I0 EA|El THZ Trident BX[ELICH MX| HHS AASHY| Mol HX| T2 147 |X|E
CHR2 2E5H{0F L Ef. "O{7| 2M".

#./tridentctl install trident -n trident --node-prep=iscsi

2 2: Red Hat 2!Z Trident OperatorE ALE9510{ ALEX} X|H OperatorHubOl|Af Red Hat ¢1F Trident
OperatorE &0} AX|gL|C}

Project: All Projects
%% Administrator

Home OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red
Operators optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Develope 3t providing a s

torHub
Operator | ATl lher All items
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& Administrator

Home

Operators

OperatorHub

Installed Operators

@ NetApp Trident 0

Workloads

Networking
Installed operator: ready for use
Storage View Operator ew installed Operators in Namespace openshift-operators

Builds

CL2 22, Trident Orchestrator QIAEIA S MMSILICH YAML 5E AF26I0] AL XL ™ol 22 MH™SHZLE AX]| S|
iISCSI & =H|E &M 3tetL|Ct.
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il @ NetApp Trident
Operators

OperatorHub etails p t - t . i rad jent fig
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m Project: openshift-operators «
o Administrator

Home Create TridentOrchestrator
Create by completing the form. Default values may be provided by the Operator authors
Operators
Configure via: Formview @ YAML view
OperatorHub
Installed Operators t|*

Workloads

Networking

1
2
3
4
5
6
7
8

Storage

Builds

Observe

Compute

User Management

Project openshift-operators
o Admnstrator
£ ¥ Operator details
Home @ NetApp Trident
Operators
OperatorHub . g = N ey e - f
Installed Operators .
TridentOrchestrators
Worlloads
Nam -
Networking
Name Kind Status Labels
Storage -
uw

Builds

Observe

[root@localhost RedHat]# oc get pods -n trident

NAME READY  STATUS RESTARTS  AGE
trident-controller-86f89c¢855d-8w2jx 6/6 Running © 38s
trident-node-linux-rnrnn 2/2 Running %] 38s
trident-node-1linux-t9bxj 2/2 Running © 38s
trident-node-1linux-vqvl9 2/2 Running © 38s
[root@localhost RedHat]#
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SILIS AF26I0 Trident A %|8HH iscsid & multipathd MH|A S A|ZHSE1 /etc/multipath.conf IO
o ROSA 22{AE Y7 = =7}iSCSIZ 98l Z=H| =L},

sh-5.1# systemctl status iscsid
e iscsid.service - Open-1SCSI

Loaded:
Active:
TriggeredBy:
Docs:

Main PID:
Status:
Tasks:
Memory:
CPu:
CGroup:

sh-5.14 ||

lcaded (/usr/l1ib/systemd/system/iscsid.service; enahled; preset: disahled)
active (running) since Fri 2825-€3-21 18:28:13 UTC; 3 days agc
» iscsid.socket

man:iscsid(8)

man:iscsiuio(8)

man:iscsiadm(8)

23229 (iscsid)

“"Ready toc process reguests®

1 (limit: 164542€)

3.2

1e9ms

/system.slice/iscsid.service

sh-5.1# systemctl status multipathd
e pultipathd.service - Device-Mapper Multipsth Device Contrcller

Loaded:
Active:
TrigperedBy:
Main PID:
Status:
Tasks:
Memory:

CPu:

CGroup:

lcaded (/usr/lib/systemd/system/multipsthd.service; enabled; preset: enabled)
active (running) since Fri 2825-€3-21 18:28:5€ UTC; 2 days agc

» pultipathd.socket

1565 (multipathd)

myp"

7

62.9¥

33min 51.363s
/system.slice/multipathd.service
Lstcr didiieitaittsiadtd &8 =



sh-5.1#
sh-5.14 cat /etc/multipath.conf
defaults {
find multipaths no
user_friendly names yes

h
blacklist {

]
blacklist_exceptions {
device {
vendor NETAPF
product LUN

3

h
sh-5.14 |}

c. 2 E Trident Z=7} A3 ME{QIX]| 2HOIBHM|R.

[root@localhost hcp-testing]#

[root@localhost hcp-testing]l#

[root@localhost hcp-testingl# oc get pods -n trident

NAME READY STATUS RESTARTS
trident-controller-f5f6796f-vd2sk 6/6 Running
trident-node-linux-4svgz 2/2 Running
trident-node-linux-dj9j4 2/2 Running
trident-node-1linux-jlshh 2/2 Running
trident-node-1linux-sqthw 2/2 Running
trident-node-linux-ttj9c 2/2 Running
trident-node-linux-vmjr5 2/2 Running
trident-node-linux-wvqsf 2/2 Running
trident-operator-545869857c-kgc7p 1/1 Running
[root@localhost hcp-testingl# _

DI DI

3. ONTAP (ONTAP NAS)0f| Cli$t FSxE AFE3tTZ Trident CSI HAI=EE 7

Trident HAE M2 Trident AE2[X| A|AEI(0] 22 FSx for ONTAP)I} S415
dgste{H S A 22| 3 NFS 0B QIE{H|o| ALt SH HAY AEZ|X
2= A8g AY

oflo]. HX CtS yaml2 AHE3I0 SVM AtH ZHo|| Ci$t H|H S 2HSLIC



https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html

apiVersion: vl
kind: Secret
metadata:
name: backend-fsx-ontap-nas-secret
namespace: trident
type: Opaque
stringData:
username: vsadmin
password: <value provided for Define SVM password as a parameter to the
Cloud Formation Stack>

@ OtzHofl EA|El 24X & AWS Secrets Manager0OllA] FSxNO]| CHal MM El SYM H|ZHS E AMSH 2

UAgLCt.

WS Seret JgET 3 -Secreta
Secrets ¢ | [ St e newsee |
g g 1 @
Secrat nams Descrption Last retriewed {UTE)
G RAAATUNS F LU October 8 2024
P SHONTAR- Faoudmintassword FraAdmirPassword
AONS Secrets Manager 3 Seets 3 HOP-ROSA-FSEOMTAP-SVMAdming ssswond

HCP-ROSA-FSXONTAP-SVMAdminPassword

Secret details [ Actioms ¥ |

Engryption key Gecret distripbion

0 awifecrmtimaniges 0 SvidadminPassword

(0 MOP-ROEA-FSXDNTAR SV AGminP awword

0 errcawssetretumanagerut-eat-2-3 1 60881 82667 tecret MR- ROSA- FEEOMNTAP-SVMAAmIn P asiword

Agitat
Overview Rotation Werdon Rurplication Tagn
Secret value e Retrieve secret value

b. LS 22, Chs B S AFE3I0| ROSA S2{AE{0| SVM XtH SF0f et HIZ S F=7HEfL(Ct

$ oc apply -f svm secret.yaml

CHE BE 2 AL85H0 H|2O| E2IO|HE HIAATO| A FIH=|U=X| el = ASL|CH

=
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$ oc get secrets -n trident |grep backend-fsx-ontap-nas-secret

n trident p backend-fsx-ontap-nas-secret

7|2. 2O 2 Holl= ZHA|E otELICL 0|2 2o EXI= Git & A 9| fsx C|2E2|Z 0|5 8tL|C}. backend-ontap-

nas.yaml It S HL|C}. CHS 2 HHEM|Q. managementLIFE 22| DNS O|E2 £, dataLIFE Amazon FSx

SVMS| NFS DNS O|ELZ, sym**E SVM O|E2 = HITM K. THE BBS AFE5H0] Hll= K|S Y- detL|Cf.

@ Of2 A3 ZI4k0| HA|El ZXE Amazon FSx 20 A 2t2| DNS 0|5, NFS DNS 0| & SVM
S of

o|&

Amazon F5x b 4
Summary
p=-07a733da 258481 2045 (w ] 2024-10-08T11:31:46-04:00
ey
M1 ®
w DNTAP
B4 5eThI-B653-11ef-8127-0f 430 1500927 DEFAULT

¥ OpenifS

a9
tas [2 F e
I
Endpoints Adminitration Wolumes Tags
Endpaints
win-07a753da 258412045 15-03a16050beaeT ca 2 fod us-2ast-2 amazonas.com (9 198.19.255.182 (9
w0707 3 3da 258412045 103016050006 T ea 24 . us-east- Lamadonip com 9 198.19.255.182 (§
----- =07 aT33da2 58412045 Fo-05a16050be s Tea2 4. M ud-2 st -2 Armaz onaws. com 1010932, 10102628 (9
s}

**[C|, O|X| CtS HHS AAMSHH WA= JH A7t MH U0 Phase?t BoundE HEA|SHL Status?t Success?!X|
SOISHM|R.
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ND NAME END UUID PHASE
. \ ntap ac 5405 -56be-4719 d-27b4d 5829 Bound
)localhost h~p }ﬂﬁ+lpf]u

4. AE2|X| 2efA MM O|H| Trident AT} FHE[QIODZ HHAIE E ALEE Kubernetes AEE|X| 22{AE
MM 2 QIGLICH AEZ|X| EefA = SHAHU M AT £ U= 2|2 A HHJUL|CE 0]= ofE 2|70 M0f| CHaH
QS A= XA fYS 4ot 2FeL|Ct

o|0]. fsx ZC{0l| A storage-class-csi-nas.yaml It S HESILICE.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True
reclaimPolicy: Retain

H|. ROSA 2HAE0| AEZ|X| 2HAE M3t trident-csi AEZ|X| ZeHATL WHE[JU=X] ZletL|Ct,

i-nas.yaml

0|Z{© 2 Trident CSI E2}0|H M X|2} FSx for ONTAP It A|AEl0]| CHSE HZAO| A2 =} SL|CH O|H| FSx for
ONTAP 9 I EES AF25I0] ROSA0 ME Postgresql AEi M7 OHE2|AH|0|MS HHEE 4= QJUELICE.

7|8. trident-csi 2E2|X| 22HAE ALE5I0] M E PVC 3 PVt §l=X] SHQlgfLCt.

=
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pvc-trident.yaml
kind: PersistentVolumeClaim
apiVersion: vl

metadata:
name: basic
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 10Gi
storageClassName: trident-csi

You can issue the following commands to create a pvc and verify that it
has been created.

image:redhat-openshift-container-rosa-011.png["Trident AMESIH HAE pvc
US7|")

@ iISCSIE AFEote™ O|Hof| 20 FE AME ZUX =E0iM iISCSIE E-4<tol0f 5HH iSCS| 4l = oF
AEZ|X| 22HAE MGsHOoF BfL|Ct. 22 R 7HX| YAML Th S 1L|C}

[ ]
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cat tbc.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: fsxadmin
password: <password for the fsxN filesystem>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-san
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management 1if of fsxN filesystem>
backendName: backend-tbc-ontap-san
svm: svm FSxNForROSAiSCSI
credentials:
name: backend-tbc-ontap-san-secret

cat sc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: trident-csi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

5. M= Postgresql &Ell X{Z Ol Z2|7|0|M HHZZ

**0f[0]. helm2 A3t postgresqle HX|SHA| K.

$ helm install postgresgl bitnami/postgresgl -n postgresqgl —--create

—namespace

14



H|. OfZ2|A|0|d EETJt ¥l FIX|, 32|10 o Z2(A|0]M0]| LS PVC2t PV7ZL MM E|R=X| 2HQISHM 2.
[root@localhost hcp-testing]# oc get pods -n postgresql

NAME READY STATUS RESTARTS AGE

nosteresql-0 1/1 Running @ 29m

pvc -n po

7|2. Postgresql 22I0|HE HHI

2

CHE B2 ALESHA K.

MX|=l postgresql 2| HUHSE oz

$ export POSTGRES PASSWORD=S$ (kubectl get secret --namespace postgresql
postgresgl -o jsoata.postgres-password}" | base64 -d)

CHE A2 ALE6I0] postgresql 22I0|HEE Aaist0 H|LUHS E ALESH0] AH{of| HZEHL|CE.

15



$ kubectl run postgresgl-client --rm --tty -i --restart='Never'
--namespace postgresgl --image docker.io/bitnami/postgresqgl:16.2.0-debian-
11-rl --env="PGPASSWORD=$POSTGRE S _PASSWORD" \

> —-command -- psgl --host postgresgl -U postgres -d postgres -p 5432

LICt. Ello|S0il CHet A7|0HS BHS 10 H|O| S0 28 2| H|0|EE &l efLIC.

n
i
[s)
m
=
o
|>
o
m
S
[
o
ra
mjn

=# CREATE DATABASE erp:
DATABASE

TEXT NULL, LASTNAME TEXT NOT NULL);

rp=# SELECT * FROM PERSONS;
id | firstname | lastname

1 | John
(1 row)

16



erp=# INSERT INTO PERSONS VALUES(2,'Jane',’'Scott');
INSERT © 1

erp=# SELECT * from PERSONS;

id | firstname | lastname

1 | John
2 | Jane

NetApp ONTAP AL235t AWS2| Red Hat OpenShift A{H|A

O] =M0ilA= AWSS| Red Hat OpenShift AH|A(ROSA)2t 27 NetApp ONTAP At&5t=
s dFLICH

= L
25 AL MY
1. Y =29 A4 THS7] 0] MMOM = Yut A2zl =252 ECIO|HE ARMS MEE= WS HHELCL ol

|. | — d
CIO[E{e] £ AE SAF2QILICE OHZ2(A|0]d CIO|E{7} 24 E R ST AT EAELZRE H0|HE S7E =
UAELICH FH: 0f ﬁﬂA_ ONTAP 9| ¥=Z =E 1t et Ao MFELICh2Z0|A E= 22t E). T2t
ONTAP AE2|X| A7} £ HEH A0 M Y HI0[EE 57 4= YlELICH

**01|0]. VolumeSnapshotClassE ZHSLICt CHE OiL|H|AEE volume-snapshot-class.yamlO|2t= THI O
X&tgfL|ct.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: fsx-snapclass

driver: csi.trident.netapp.io
deletionPolicy: Delete

?le| DL AEE AHE0H0] AAES BHELICE

[root@localhost hcp-testingl# oc create -f volume-snapshot-class.yaml
volumesnapshotclass.snapshot.storage.k8s.1i0/fsx-snapclass created

[root@localhost hcp-testingl# _

“*H| CISO 2 AUHAS OHELICE VolumeSnapshot2 ZHS 0 Postgresql CIOIE{S] EH A|™ SAES SN 7|&
PvCe| AHAFS THELICH O A oFH IHY A|AR BHAlE0| M SZHS 2| XEX|SHK]| ?J'.: FSx ARAFO| MM EIL|CEH
CtS LI A EE volume-snapshot.yamlO|2t= IHUOf| K &FEhL|Ct,
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apiVersion: snapshot.storage.k8s.io/vl

kind: VolumeSnapshot
metadata:

name: postgresgl-volume-snap-01

spec:

volumeSnapshotClassName: fsx-snapclass

source:

persistentVolumeClaimName: data-postgresqgl-0

7| =X| =l

SfLiCt.

jo

28 AUAS M5 Y

$Q

HIO|Ef &4 S AIZ2]|0|M5}7| ?[3H CIO|E{H|O| A S AHISLICHCIOIE £42 LIt O|f= Erilet 4~ UX|gH
07| M= HIO[E{H|O| A S AH|SIO] Al=2f| 0] MEtL|Ct)

C|. CIOIE &4 S A|Z2|0|M5t7| 2|3l HIO|E{H|O] A AM|RLICHOIOIE] &4 2 CHefst O|f = LME & UX[Tt
07| M= ClIOIEHIO| A S AH|SHO] AlZ2]|0]H tL|C)

postgres=# \c erp;
psgl (16.2, server 16.4)
ou are now connected to database "erp" as user "postgres”.
SELECT * FROM persons;
firstname | lastname

John

Jane

" (172.30.103.67), port 5432 failed: FATAL: database "erp” does not exist

1. 250 SR o MMM = ¥ =52 ECO|HE AL M 0 E2|#H[0| 8 S SRISE YHE 20 =&ILCH
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=SE2 0| MElZ S6HH AL H|O|HE 7|HtQ 2 A PVCE THE0{OF BLICH O|FA| St2{H Ct3
OiL|H A EE pvc-clone.yamlO|2H= IHUO| M ZHSHA|R.

apiVersion: vl

kind: PersistentVolumeClaim
metadata:

name: postgresgl-volume-clone
spec:

accessModes:

- ReadWriteOnce
storageClassName: trident-csi
resources:

requests:

storage: 8Gi
dataSource:

name: postgresqgl-volume-snap-01

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

91| DHLIHIAES AFRSIO] AHIAS AR ALR310 PVCE MABH0] 280 2HES UELIC tfLHAES
S ot ER|20| AE|HK Solsti R,

CAPACITY  AC

d-47f181fddac6é 8Gi RWO

*+H| 2I2f| postgresql XS AtR|EHL|Ct.

[root@localhost hcp-tésfing]#
root@localhost hcp-testing]# helm uninstall postgresql -n postgresql
release "postgresql” uninstalled

[ root@localhost hrp—te:ting]# oc get pods -n postgresql
No resources found in postgresql namespace.
[root@localhost hcp-testingl#

»7|8. ME22 SX| PVCE AHE35I0{ M postgresql 0= 2|#H|0| M S BHSL|C}.

$ helm install postgresql bitnami/postgresgl --set
primary.persistence.enabled=true --set
primary.persistence.existingClaim=postgresgl-volume-clone -n postgresqgl

19



stall postgresql bitnami/postgresql --set primary.persistence.enabled=true \
r.persistence.existingClaim=postgresql-volume-clone -n postgresql
postgresql

T DEPLOYED: Mon Oct 14 12:93:31 2024

: postgresgl

deployed

i

T SUITE: Nene
S
HART NAME: postgresql
HART VERSION: 15.5.21
APP VERSION: 16.4.8

** Please be patient while the chart is being deployed *=*
ostgreSQL can be accessed via port 5432 on the ‘."ullcw.-inﬁ_ DNS names from within your cluster:
postgresql.postgresgl. sve.cluster. local Read/Write connection
To get the password for "postgres™ run:
export POSTGRES_PASSWORD=3(kubect]l get secret --namespace postgresgl postgresql -o jsonpath="{.data.postgres-password}" | ba
To connect to your database run the following command:

kubectl run postgresql-client --rm --tty -i --restart="Never' --namespace postgresql --image docker.io/bitnami/postgresql:16
--gcommand -- psgql --host postgresgql -U postgres -d postgres -p 5432

» NOTE: If you access the container using bash, make sure that you execute "fopt/bitnami/fscripts/postgresql/entrypoint.sh /b
1661} does not exist"

To connect to your database from outside the cluster execute the following commands:

kubectl port-forward namespace postgresgl svcfpostgresgl 5432:5432 &
PGPASSHORD="$POSTGRES_PASSWORD™ psql --host 127.90.8.1 -U postgres -d postgres -p 5432

IARNING: The configured password will be ignored on new installation in case when previous PostgreSQL release was deleted throug
sword, and setting it throupgh helm won't take effect. Deleting persistent volumes (PVs) will solve the issue.

{ARNING: There are “resources™ sections in the chart not set. Using "resourcesPreset™ is not recommended for production. For pro
g to your workload needs:
I [J:"-ll'r-rtr"",r'n?:-l.’!l:l‘:'e_",\
splicas.resources
info https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
[root@localhost hop-testingld

**C[. O Z2|AH| 0|8 ZETF A3l HEHQIX]| ZHISHNR.

|

root@localhost hcp-testingl# oc get pods -n postgresqgl

READY  STATUS RESTARTS  AGE
postgresql-0 1/1 Running © 2mls
root@localhost hcp-testingl# _

“O|AtY. ZEJL SH|2S PVCE AFE3H=X| &QlstH 2.

root@localhost hcp-testing]#
root@localhost hcp-testing]# oc describe pod/postgresql-© -n postgresql,




LontainersKeady
PadScheduled
olumes:
empty-dir:
Type:
Medium:
Sizelimit:
dshm:
Type:
Medium:

<unset>

EmptyDir
Memory

o - &
. o LTI}

data:
Type:

ClaimName: postgresql-volume-clone

PersistentVolumeClaim (a re

talse
Burstable
<none>

ReadUnly:
oS Class:
lode-Selectors:
Tolerations:

EmptyDir (a temporary directory that shares a pod's lifetime)

(a temporary directory that shares a pod's lifetime)

ference to a PersistentVolumeClaim in the same namespace)

node . kubernetes. io/memory-pressure:NoSchedule op=Exists

node. kubernetes.io/not-ready:NoExecute op=Exists for 30@s

node . kubernetes.iofunreachable :NoExecute op=Exists for 3080s

Events:
Type Reason Age
Normal Scheduled im55s
Lus-east-2.compute. internal
Normal SuccessfulAttachVolume
B-934d-47f181fddaces"
Normal AddedInterface
Normal Pulled
8" already present on machine
Normal Created
Normal Started
root@localhost hcp-testingl#

im54s

3md3s
3md3s

3md2s
3md2s

f) CIOIE{H|O]| A7} ol T2 ST & U =X

]#@ kubectl run
TGRES_PASS) - - command psgl
ild violat

posTgresd

nost postgr

| Encoding | Locale Provider
| lib¢

libe

Libe

| postgres

postgres

Owmer

postgres

lane

From

default-scheduler

attachdetach-controller

multus
kubelet

kubelet
kubelet

databases

Ctype

B
B

g |
I

ICU Locale |

Message

Successfully assigned postgresql/postgres

bl 2
AttachVolume.Attach succeeded for volume

Add eth® [10.129.2.126/23] from ovn-kuber
Container image "docker.io/bitnami/postgr

Created container postgresql
Started container postgresql




o2 H|C|
Z= Amazon FSx for NetApp ONTAP

A MO RS

AE 7t
= =x

AWSOIAN = AH2310{ Red Hat OpenShift A{H|A

Red Hat OpenShift % OpenShift &%

UBLICE 07|

E

Mofl thet 7L I 2E HE =

22


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=213061d2-53e6-4762-a68f-b21401519023
../videos/openshift-videos.html
../videos/openshift-videos.html
../videos/openshift-videos.html

4=

M =

Copyright © 2026 NetApp, Inc. All Rights Reserved. O|=30|A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 glo|= of et HAO|Lt £ENFAL =2, =% EE= MX AM A|AH0| XMZ&sH= AS HIZet 22T,

XA = 7|AN o2 SXE o~ glELCh

NetAppO| MZH#E S 7HE Xt=0f| A= 2ZELY|0{0f|i= of2HQ] 20| M AL nX|Ateto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y St Ze5t0(010f =X §4F), Of ALE 0] A= Qlol| L Md}=

I
2= A o 71 A8, QU Sof, UM Ao, ZHH AdHo] Lo chotod 1 2 0|9, MIE, Ao}
O, {243t Mol S Bel(hAl i JX| %2 F2)2t 2210] Ofm{Et MUT X|X| oD, ofet 22 Ao
24y 7Hs 0| SX|EI{CH SHEHE ORI pRILIc

NetAppS £ 2 A0l MHE MZS AMEX] 0| go] WA H2|2 HRBHITE NetApp2 NetAppl HAIH!
Nt 50|2 gre 2e2 Fojeln £ 20| MTE HES ALSSto LMsts ofHs SH0|E S XX ALICH
A

= HEZQ A = F0i2 B2 NetAppOliA= Ot ESH, S HH = 7|6 XA T LHHO0| HEE|= 2o AT
HSotXA| gdELItt.

= B0 2FE HMF2 oLt ol g2l 0= 59, ot 9] L= £ T2l 5512 2 UL

Mgtd M| EAl: HE0| o3t AF2, EX| = S7H0ll= DFARS 252.227-7013(2014'F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= H|O|H-H| &4 HA S=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE HM|ptAtEto| MEEL|CE.

of7|off Z&E HO|E= AU ME W/EE 4YUE AH|A(FAR 2.1010] H2|)ofl sH=HSHH NetApp, Inc.2l 5H
RHAtQIL|CE & A2k 2l HS &= 25 NetApp 7|2 CIO|E X ZEEH AZEY s 2EMOZ MAHE0|H 710l
HI 2002 JNUE|RELICEH O0|= M2 = HI0|E 7t M3 E 0= Alefat 2sto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHHO0| I e 4 QoM THAHR0| E7t56HH F|& S7Hst 2to| A E HgtMo=
ZHELICE of7]0f] IS E BRE M 2lSt NetApp, Inc.2| AP MH £01 ¢l0|= O] HIO|HE AHE, 371, M4t +H,
28 e FA|E 4 QIELICE 0|2 2UHR0)| Cist M5 20| MlA = DFARS 8t 252.227-7015(b)(2014 2€)0i|
HA|El Ao 2 F|SHEIL|C

AE H-

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| L}ZEl Ot3= NetApp, Inc.2| HEL|CtH 7|EF S|AF S

HE OIE2 olE 27X dEHY = ASLIC.

23


http://www.netapp.com/TM

	FSxN을 사용한 AWS의 Red Hat OpenShift 서비스 : NetApp container solutions
	목차
	FSxN을 사용한 AWS의 Red Hat OpenShift 서비스
	NetApp ONTAP 사용한 AWS의 Red Hat OpenShift 서비스
	개요
	필수 조건
	초기 설정

	NetApp ONTAP 사용한 AWS의 Red Hat OpenShift 서비스
	볼륨 스냅샷 생성
	볼륨 스냅샷에서 복원
	데모 비디오



