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https://docs.netapp.com/ko-kr/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
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https://docs.netapp.com/ko-kr/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/ko-kr/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/ko-kr/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
https://docs.netapp.com/ko-kr/netapp-solutions-containers/anthos/anthos-trident-ontap-nfs.html
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https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://cloud.google.com/solutions/partners/installing-f5-big-ip-adc-for-gke-on-prem
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova
https://downloads.f5.com/esd/serveDownload.jsp?path=/big-ip/big-ip_v15.x/15.0.1/english/virtual-edition/&sw=BIG-IP&pro=big-ip_v15.x&ver=15.0.1&container=Virtual-Edition&file=BIGIP-15.0.1-0.0.11.ALL-vmware.ova

3. C122 220101 2t TS Al TSt MEA Mef Shoiof T2 x| 24 31910 7|=2ke HEsLIch T4t
E
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Deploy OVF Template

1 Select an OVF template Select an OVF template

4 Calact =
2 Sele

me and folder Select an OVF template from remote URL or local file system

3 Selec ompute resource

s Rovi tail Enter a URL to download and install the OVF package from the Internet, or browse to a

4 Review details

5 Select - location accessible from your computer, such as a local hard drive, a network share, or a
>elect storage

CD/DVD drive

6 Ready to complete

URL

® Local file

Choose Files | BIGIP-15.0.1-0__ALL-vmware ova

CANCEL NEXT

Iru

HAIS BiZEE VM_DatastoreS ME{st & Ct2S S2IstL|Ct,

OFHARZE HAISHE CHE 2FHOM = ST 2HE0M ALY 7t HIESZE ALEX X[HY &~ ASLICH 2[F
ZCofl VM_NetworkE MEHst T 22| Z=0f| Management_NetworkS MEHSIL|CE LIS 5! HA= F5 Big-IP
o{Zato|piA0] I A0 AFREIH TAE|X| ALICH 0218 Di7gsL A2 & 42 %LT'_, Q127 ofl

24 ZE 50 HESIEE Y = JASFLICH ChSS 226 .



Deploy OVF Template

1 Select an OVF template Select networks
2 Select a name and folder Select a destination network for each source network

3 Select a compute resource

Source Network T Destination Network Y
5 License agreements nternal BIG-IP-Internal
6 Configuration =
9 Externa VM_Network

v
v
v
v 4 Review details
v
v
v

7 Select storage

HA BIG-P-HA
8 Select networks

nagement Management_Network

IP allocation Static - Manual

CANCEL ‘ BACK ‘ NEXT

g {EEto|A A0 Rof stHE HESHD, 2E YHEIL HolCiH S SEI6H0] B S AIZfEL|CE
o

= =
7t O{E2O|HAE XS = OIRA QER HES S2l6t MYUS HALICt 22| HIERI30|AM DHCP FAE
.:P fOF °”—|Ef O] HEEI0|AHAE Linux 7|¢ e H 01 210f vSphere 2201 E0f| A
2 AL

A = A

3 BIGIP-15.0.1-0.0.11-vmware-B = acTtions v

Summary Monitor Configure Permissions Datastores Networks

Lo BIGIP-15.0.1-0.0.11-vmwa... *

P addresse IP Addresses:
S R Host 172.21.224.101 127.20.0.254
Launch Remote Console @ 127.1.1.254
[-\ 17221224 20
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7. Y HEIRXNE €10 O|™ EHA|9| IP AR O{ZE20|1 A0 HATILICE 7|2 23912 admin/admin0| 1,
Z0I5IH 0|20 AL M FA| HE|Xt H|YHZ E HFSEH= HAIX|ZF BA[ELICH J2{H MZ2 A+
FHRE =016l{0f St= StHO = SOZLILCt.

fs BIG-IP Configuration Utility

Hostname Welcome to the BIG-IP Configuration Utility.
bigip1

Log in with your username and password using the fields on the left
IP Address

17221224 20

Username

admin

Password

Laa il

 Login |

(c) Copyright 1995-2019. F5 Networks, Inc., Seattle, Washington. All rights reserved.

8. K Hm tHol M= AL XA B REEIEIE 2tE5t2h= HAIX|ZF EAIELICE 28 22Is5t0] RE2(E|
)\I’S.*OHHIR.

i

Setup Utility
To begin configuring this BIG-IP® system, please complete the Setup Utility. To begin, click the "Next" button.

Next...

9. C}3 S0l M= sl 717]2] 2to|HIAS gdotstet= HIAIXIZF EAIEILICH ARSI 23 E 22/5HM|R.
CHS H[O|X|0| Al B AIX| 7} JEE/KIEIE“I CH2ZEES floh §§°* o 22 30 YIH 2ol A F|LE O 2f0[AAE
Toie o FSet I 20| MAE E0E M Q. LSS SEI6HM K.
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General Properties

Base Registration Key | BFXBY-PVROQ-QIHCH-NZGSZ-AZCFPDX | Rever]
Adg-On Key | ||Add|

Add-On Registration Key List
Edit||Delete|

Activation Method *' Automatic (requires outbound connectivity) ' Manual

Qutbound Interface mgmt v |

License Comparison Enable License Comparison

Next.. |

@ X7t etz H 22| QIE{mjoj Ao HelEl HEAITt QIE{Ullof] H&E 4 U0{0F SLCt.

10. C}2 S1BHOIM = £|5 AL} 210|MA Z|SKEULA)O| EAIEILICE 2f0|MIA X70| S{QEICIH 2ats
r =

A
of
1. Ot 2 oM = XIZ7HK] HEE 74 HE A
THO=E SoRYLICt.

o

SfQIstHAM A1t AlZtS AlLtetL| Tt

—

BIG-IP system configuration has changed
Tue Nov 05 2019 18:10:20

The configuration for this device has been updated. Consequentiy, the features and functionality previously
available on the BIG-IP system might have changed

Elapsed Time: 49 seconds

o Please wait while the configuration changes are venfied
The BIG-IP Configuration utility will be updated momentarily

” Configuration changes have been verified
You may now confinue using the BIG-IP Configuration utility
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Current Resource ABRCATON

Dek 2e08) oo

Memory (3868 MoMT N ————
| o  Provsaning,  Licangs Sty | Requitus Disk (G8) | Fogured Memory (ME] i

Bl Managemant (GKIT) [Sman v WA a 1070 i

Bl Local Trafe (LTM) ¥ | Rommnal - £5 Licenaad 0 BE4

Bl Apphication Secuniy (ASM) Nane £ Licansad 2 1402

W Fraud Prolection Service (FPE) ! Mane WA 12 a4

B ceobal Trame (D851 Hans B Licensed 0 148

B Lok Controder (LC) Nane El Uniicensed 1] 48

B Accass Fokcy (APM) Hana Ep Limitad 12 d9e

B A Wisiilty and R VR ~ None B Litenaed 18 576

I Pokcy Enforcemant (PEM) Hane E Unicensad 1] 1253

B Agvanced Firewall (AFM) Nane £5 Licansag 16 1058

B Appication Accelerabon Manager (AAM) Nona B Uniicensad 2 2050

B Soase Wet Cateway (WE) Nana Ba Uracensed 14 4056

l Rutes Language Exfensions [RulesLi) None Es Licenmad 0 748 |

Il URLDS Mirsmai (URLDE) — Mane B Unlicenned 36 048

[l S5 Crchastrator (SSLO) None B Uniicensed 0 128

B Caner Grade AT (CORAT) Hane Eg Licensad 16 33

[ Back || Rivert || Hedt_. |

E=1 [ o =A2ls = 2 AXSE A A A S L i

ZO| ZUE Nm SUS SUSIH ZAUES FIIZE +TY = JUSLICL =8 A0l= DHCPZ 7 & &2| IP
= A = A S = 0 A =] = S =
FAMH, O|Z2I0|HATL MX|El SAE 0|2 U AlZHH A SSH H2AMOZEE o{Z20|HA S 50|
ZetEut
‘General Properties

Management Config IPV4 ® Automatic (DHCP) ' Manual

Management Config IPV6 ® Automatic (DHCP) ' Manual

I Host Name | Anthos-F5-Big-IP |

Host IP Address | Use Management Port IP Address v

Time Zone [ i York v

User Administration

|- Disable login
Root Account Password:
Confirm:

SSH Access ¥l Enabled

SSH IP Allow | * All Addresses v |

Back || Next...

14. [I2O2 HEYI HRFE SestH EZ UEYI 7158 28E + U
7 OFHALS A|EFBILIC
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Standard Network Configuration

Create a standard network configuration by configuring these features:

Redundancy

VLANs

NTP

DNS

Config Sync

Failover

Mirroring

Peer Device Discovery (for Redundant Configurations)

Next.

Advanced Network Configuration
Create advanced device configurations by clicking Finished and navigating {o the Main {ab of the Configuration Utility.

Flmshed

15. OS] A i To|X|ol M= BS=dE FEELICE 71288 Atz F1 L322 SaletL|th. Ok Ho|X|of M=
2C HHMO| IR QEHO|AS L 5= ASLICH AE{HO|A 1.12 OVF HHE OHHAIA LHEZ HEAE

VMNICO|| OHZ ElL|C},

Internal Network Configuration

Address: 192.168.1.11
Seff IP Netmask 255.255.255.0
Port Lockdown:| Allow Default v

Address 192.168.1.10
Port Lockdown:| Allow Default v

Floating IP

Internal VLAN Configuration

VLAN Name | internal
VLAN Tag ID |[auto
VLAN Interfaces| 1.1 v
Tagging Select. v
Add
Interfaces
Edit || Delete

Cancel | Next...

O|AZH 2 A8 2ted

O| M|OX|o] XtA|| IP 4, HiOtAS Z2E S22
42 iZsh= 704—?— It ALEE RIS 24 EE
AME

¥
@ 2753 PR A2 4 QSLICH 32 2HS
JE0=Z AME LI HEYIAZ S £ QSLICt OpH

2t=oHOf BfLICt.

o U
1
i

I-J

AL ArESHH 3T HES

il

16. Ct2 H|0|X|0| M= KubernetesOf| BHE =l Poddi| AH|A S OHESH= O] AFRE[= QE HEYIE 284S £+
USLICE VM Network EHloM nF IPS MEHSID, ’“’%* MEY OtASE MEiSHCLS, 22 HROM BS

IPZ MEHSHL|C} OIE{H|O|A 1.2= OVF BHIE OFHANOIA 252 FA|E VMNICO]| DHZIE LT},
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External Network Configuration

External VLAN ® Create VLAN external ' Select existing VLAN
Address: 10.63.172.101
Seif IP Netmask 255.255.255.0

Port Lockdown: | Allow None v
Default Gateway 1063.172.1

Address: 10.63.172.100

Fioating IP
Port Lockdown:| Aliow None v

External VLAN Configuration
VLAN Name external

VLAN Tag ID auto
VLAN interfaces 1.2 v
Tagging Select v
Add
Interfaces
Edit || Delete
| Cancel || Next..

17. CtS O] X[ M= EHE0f| of2] 714 EEI0|AHAE HESH=E AR LHE HAUERITIE 2 HE £ JUSLICE
A &512{H Self-IP AL HiotA T TEE &fQI0F 5tH, OVF EIZS! OFHAL|A Holst HA HIES 30| i sl =
VLAN QIE{I{|O| A2 QIE{H|O|A 1.32 *.JE#*HOF grLCt.

High Network C
High Availability VLAN ® Create VLAN HA " Select existing VLAN
Address: | 192.1682 11
Sell IP

Netmask: | 255.255.255.0

High Availability VLAN Configuration
VLAN Name HA

VLAN Tag ID auto

VLAN Interfaces| 1.3 v

Tagging: Select v
Add

Interfaces
| Edit || Delete

Cancel | | Next... |

18. C}Z H|O|X[0 M= NTP MHE 74 = JAELICE 221 CHZ CHES 2=2/510 DNS 4% *% A&ELITh. DNS
Meet ol AM S22 0]0] DHCP Aol 23 &2/ A0 0k %“—IEL 7|12UE 25t A5 {H TS S
SE5HMIR.

19. OpHALS] LIMX| 220|M= CHEE 22610 15 m|oj2 8-S TAPLICH 15 T]ojd 48 782 0] 2M¢
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20. Anthos Zt2|X} S2{AE{Q} 2HA0f| H |
AAEIS 226t AMEXIE 0|53t = OIE|M SE2 S2IgtL|C}.
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System

Configuration

File Management
Certificate Management
Disk Management
Software Management
License

Resource Provisioning
Platform

High Availability
Archives

Services

Preferences

sFlow

SNMP

Crypto Officading

Logins Authentication
Support Remote Role
i Groups
21. A E 2tHoll= ¥ S8 MHE[MT ZAIELICHL @ER| ohS7|E S2Isto] A Mmj =71 TE|ME g1

0|52 XIHeLICt. GKE-Admin . 1% EPS Gl % f_' JIPEIH O|E2 X|YeLICt User-Cluster-1.
CtZ DE[F9] O|FS XIHot2H = HES CHA| 22/0IMR. User-Cluster-2 . OIX|HCE [OHH]S
S2I5t0] DHEAME t=RfLICh THE|N S5 RPEQE SO0etA 2= THE|M0| LIEEL|Cf.

Jisearch)

¥l = Name

) Anthos-Admin

L) Anthos-Clustert

(I Anthos-Cluster2

o o o o W

Commoen

| Delete..
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Anthos2to| E3t

2} 314 felo|
HH2 M 7t Anth

= 242} 22| Xt 2 ARt HiESH = 2 AFEXL 22{AE0| CHE MMOo| QIoH, 0|2 Sl 2=

0s On PremOf|A #2[=| =8 28T 4 QEL|CE

|E= GKE-Admin 22{AEQ| TIE|M 1M MEQIL|CE FM H2|E WM|7{stn £H 6l 0f St= 252 of2Ha|
2 TA|E| 0] Q&L|C}.

# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManuallB". Uncomment
# the corresponding field below to provide the detailed spec
kind: F5BigIP
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manuallB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: 0

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= H H

partition and
# # credentials

£5BigIP:
address: "172.21.224.21"
credentials:

username: "admin"
password: "admin-password"
partition: "GKE-Admin"
# # (Optional) Specify a pool name if using SNAT
# snatPoolName: ""
(Required when using "Seesaw" kind) Specify the Seesaw configs

HH H= H H*

SeesSaw:

# (Required) The absolute or relative path to the yaml file to use for

26



IP allocation

# for LB VMs. Must contain one or two IPs.

# ipBlockFilePath: ""

# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must

# be between 1-255 and unique in a VLAN.

# wvrid: O

# (Required) The IP announced by the master of Seesaw group

# masterIP: ""

# (Required) The number CPUs per machine

# cpus: 4

# (Required) Memory size in MB per machine

# memoryMB: 8192

# (Optional) Network that the LB interface of Seesaw runs in (default:
cluster

# network)
# vCenter:
# vSphere network name
id networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
# enableHA: false

MetalLB 2C 2iz2i ] AX|
O] H|O|X[M| A= MetalLB 22| 2= W24 A0f| CHet AX| 5! 2 H K& S Lt}

MetalLB 2C 82 A A%

MetalLB 2E H& A= VMware2| Anthos 22| AE{Q} 2HSHH| ETE| YOMH 1.11 2| ALREH Z2|Xt B AHEX}
Se{AH MHYo| UEZ X3 BT} S EIL|CE 2f2to| HIAE EE0| QELICE cluster.yaml 25 M2 HEE
H3st7| It =0 sh= 714 MURJULICEH CHE X[ El= 25 WM £2 M0 2| E 2| AAE HES HE

210] Anthos S2{AE{N|A XtAl| SAEIEIL|CE ESH 222 SZXUAM A X| b= SHAE|A 25 MR A
<:’°4°| Kubernetes A|H|AS MMS | AISOE FAE Sish= IP E2 MAT £ JSLICH

Anthos2to| E3t
Anthos Zt2|XtE 2|8l MetalLB 2EE AN E 2t MSlol= AR L2 & L|C}. 1oadBalancer:
b2

SHL
o =
ZMst= MM admin-cluster.yaml I, +H8|0f 6= -|C->r°E': o == %Jéa'._ ZAL|CE,
controlPlaneVIiP: FAE =0 CHZ HASIM R kind: MetalLBEA|. Ctg ZE Z20{| A O£ 2I5tM(2.
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# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# addonsvIipP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManuallB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

Anthos AF2X} 22{AE{0f CH3H MetalLB 25 HHME St stst= AL 2 22 AE{0f| F 719 FHo| Y&L|Ct
user-cluster.yaml QOO|Ed{Of St= TFUJULICE KmY, ChZ ot 22 B4 'OE admin- cluster yaml OIY S
+™6l0F &L|Ct. controlPlaneVIP: , ingressVIP: , 12|10 kind: 2| €t loadBalancer: E2. LIS FE
ZZHoj[A] O E =ISHM|R.

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.240"
# Shared by all services for ingress traffic
ingressVIP: "10.61.181.244"
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or
"MetalLB".
# Uncomment the corresponding field below to provide the detailed spec
kind: MetallB

@ ingressVIP IP A= LS| 7240)lA MetalLB £5} 24F ZX[0f] SEHE 1P =4 Z LHOf| =XYsHof
gLt

O3 CHS TS 22 0| S6HOF 2fLICH metallB: ot MM E £H3St1] addressPools: MM Z 0|
- name: H5}7| £|2. £t LoadBalancer 82| AMH|A0| MetalLB7t e = U= IP T2 E2 MM of
StLICE ol E 2ld -?—|E K| 36HoF 2LICt addresses: H5H7| |2

28



# # (Required when using "MetallLB" kind in user clusters) Specify the
MetallB config

metallB:
# # (Required) A list of non-overlapping IP pools used by load balancer
typed services.
# # Must include ingressVIP of the cluster.
addressPools:
# # (Required) Name of the address pool

- name: "default"
# # (Required) The addresses that are part of this pool. Each address
must be either
# # in the CIDR form (1.2.3.0/24) or range form (1.2.3.1-1.2.3.5).
addresses:

- "10.61.181.244-10.61.181.249"

@ T4 Z2 HAUMME HZ HSEH EF MEUS o2 FAZ MEHE +X 1, HM MEUS
A% 4 Qe Z2 CIDR E7|HOZ HEE &5 UASLCt.

1. LoadBalancer 82| Kubernetes AMH|A T} MME|H MetalLBE XS Z AMH|A0| 282 IPE S5t ARP
QA SESIH IP FTAE LEILCL

SeeSaw 2L i A MX|
O] H|O|X[¥| A= SeeSaw &2|dd 2= WH A Cie AX| & 24 X|&S LIZ gL Ct.

Seesaws Anthos Clusters on VMware 22 (H7T 1.6~1.10)0 &X|&l 7|2 22| HESYI 2= W MUL|CE.

o
SeeSaw 2 WA MX%|

SeeSaw EE #M M= VMware2| Anthos S2{AE 2L 2HEHSHA| SEHE|0] UM 22X} 2 AFEX} S| AF X
ULZ X5 HHEIF REILICH HIAE E20| UYELICH cluster.yaml 25 WM HEE HS5t7| ol +=HsHof
St= 78 ool A1, SHAE H{Z Mol LHEE 7|52 AFE5I0 EE HHME HZZSHY| [Tt =71 THA| 7}
UESLICH gkectl =7

SeeSaw Z= M= HAEE H| HAZEZ H{Z S & QIELICE 0|2{st B2 28l SeeSaw Hot
() 24 =HE 712 830 8| HA BEE HEEYALICH I2CN SHOZ NetApp ZH0H 61847

AHEE 2o HA TH2 = SeeSaws HIEY XS HELICH

Anthos2to| E3t

ZF 78 mHoll= 22 2efX SHAEE MMt B Zot |2 MEYSH 2} ALE A} 22 AEE A
ZE M2AMIt Anthos On-PremOfl A 2t2|=| =& Fde = ASLICH

s
=)
g0
[6)
=
=)
i
ofm
=t

CtE HIAE = GKE-Admin 22{AEQ| MtE|M M MEQILICH FM Me|E Aot =Hslof st= 22 of2of| F=2
HIAEZ AL JASLICE

loadBalancer:
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# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsvVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: Seesaw
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manualLB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: O

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= H H*

partition and
# # credentials
# £5BigIP:
# address:
# credentials:
# username:
# password:
# partition:
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
ipBlockFilePath: "admin-seesaw-block.yaml"
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.
vrid: 100
# (Required) The IP announced by the master of Seesaw group
masterIP: "10.61.181.236"



# (Required) The number CPUs per machine
cpus: 1

# (Required) Memory size in MB per machine
memoryMB: 2048

# (Optional) Network that the LB interface of Seesaw runs in (default:

cluster
# network)
vCenter:
# vSphere network name
networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
enableHA: false

SeeSaw EE YA M0z o HE JUSLICH seesaw-block.yaml 28 S2{AH H{IO| H[S3HOF
mrUAL|CH o] mU 2 AcH ClAER2|Qt St CIHME2|0f| QLO{OF RHLICE cluster.yaml HiZE M =
E ¢l MMof| X|'gsHioF L|Ct.

st=
H

|

MZ admin-seesaw-block.yaml Y2 LIS ATEEQF ZHEL|LCEH

rI

blocks:
- netmask: "255.255.255.0"
gateway: "10.63.172.1"

ips:
- ip: "10.63.172.152"
hostname: "admin-seesaw-vm"

@ o] A2 2= WHMI} 7|2 S AE 0| HSok= HES 20 thet A|0[E J|0|9f doA3= =E,
Z 30” t71 S0 BHEE 7H&F 0 Lloj| CHet 22| IPet 2 AE 0| §2 MISELCE.

Google Cloud Console Marketplace0|A] OHZ2|#|0|M B

0| MM0i|M= Google Cloud ConsoleZ AtE5I0] Anthos GKE E2{AE 2I2{|0|A0|
OfZ2|A|0| M2 HiZSH= HH S XihM|s| dHefL|Ct,

* 2I3|0|A0| HHEE| 2 Google Cloud Console®l| SZEl Anthos E2{AF
* Anthos S AE0f| &l MetalLB ZE M

S{AE0f| OiS2[AO|MSE HIES o= A= Heto] A= AF

* 23 HIE0| A= OHEE[AH| 0[S HEHSH= F 2 Google Cloud2| E7 AIE (ME Aret)
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OHE2[A0[ HHZE

0| AF2 At&{|0fl M= Google Cloud Console2 AF25t04 Anthos 22{AE

OHEz|AH0|M S Bz SfL|Ct HiE o=
AR ELICE O3 CHS MetallB £
SNt & +Hot= F 71K WS

YA = ofE2[AH0|M

1. HE sl =

¢ Anthos-Dev ¥

= Google Cloud Platform

@ Kubernetes Engine Kubernetes clusters CREATE DEPLOY ~ (C'REFRESH [0 REGISTER

Cluste

usters OVERVIEW COST OPTIMIZATION

%= Workload:
& oridoads = Filter Enter property name or value
& Services&Ingress D Status Name Location Type Number of nodes Total vCPUs Total memory Notifications Labels 4

Applications D (] trident-cluster registered /A Anthos 3 12 25.03 GB solutions_... : true

0O e demo-cluster registered /A Anthos 3 12 25.03 GB solutions._... : true
F  Secrets & ConfigMaps
B  storage
“=  Object Browser
A Migrate to containers
@  Backup for GKE
@  Config Management
I O = ol o I
2. A% o0l M OHZ2|AH0| M S MEHSI L, M| A B M U7 S MENSHCHZ, OFIEY[0|A0M HIEZE
—~ o S A —
MEfSIH Google Cloud Marketplaced| A OHZ2|A|0| M S MEfE &~ = Af &O| LIEFEL|CE.
®
B Morketplace @ Searh Mathetzioor [

3. Ax|gta = oiZ2(AH[01H (0] &
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W Marketplace

o

Q_ wordpress X

Marketplace » “wordpress” » Kubernetes apps

= Filter Type to filter

Type

Kubernetes apps

Deployment Environment
Anthos
GKE

GKE on-prem

Price
Free

Paid

4. WordPress O Z2|AH0|ME

A
@
@

@

Kubernetes apps

2 results

WordPress

Google Click to Deploy containers

WordPress is an open source publishing platform for creating websites and blogs. This application supports GKE On Prem deplc
application provides Prometheus metrics, and supports Stackdriver integration.

(Anthos

Bitpoke App

( } Bitpoke

The Bitpoke App provides a dashboard to host, deploy, scale, manage and monitor WordPress or WooCommerce sites in a Kuber
integrates seamlessly industry-standard tools: git, Docker, Bedrock, Composer, and Grafana - Prometheus. Further integration of
possible. The solution is designed for enterprise WordPress agencies, publishers, shops, and hosting companies with millions of

[Anthos]

MEISHH JHR S} HO| HAIELILE 4 HES SEYLIC
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WordPress

Version: 59
Google Click to Deploy containers

Web publishing platform for websites and blogs

CONFIGURE

Click to to launch configuration page

OVERVIEW PRICING DOCUMENTATION SUPPORT

Overview

WaordPress is an open source publishing platform for creating websites and
blogs.

This application supports GKE On Prem [2 deployment.

This application provides Prometheus metrics, and supports Stackdriver
integration.

Learn more @

About Google Click to Deploy containers

Popular open stacks packaged for containers by Google. The images serve
as base images for building applications on App Engine Flexible Environment
[2, Kubernetes Engine 4, or other Docker hosts.

About Kubernetes apps

Google Kubernetes Engine [ is a managed, production-ready environment
for deploying containerized applications. Kubernetes apps are prepackaged
applications that can be deployed to Google Kubernetes Engine in minutes.

S. CtZ HO|X|0f| M= HHZEE S2HAES MEASHOF SfL|CE R2[2| Z S Demo-ClusterS MEHBIL|C 22
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= Google Cloud Flatform Anthos-Dev. =

Deploy WordPress

CLICK TC DEPLOY ON GKE DEPLDY VIA COMMAND LINE

Exizting Kubemetes Cluster
demo-cluster

OR CREATE A NEW CLUSTER

Namespaco

anthoswp

The namespace i which 10 deoploy the apphcatsen
App instance nama

wotdpress

StorageClass for WordPress Application
onlap-nascsl

Storngo sire for persistent wolumis in WordPreds Application
56§

SterageCiass Tor MySQL Application
OMag-nas-tsl

Storage sire for petsistent volumes in MySOL Application
503

WordProzs admin e-rmakl sddniss *

[ slan cowles@netapp.com

[] Enable public 1P access @

] enable Stackdeiver Metries Exporter @

DEPLOY

@ S8 IP HHA AES MEHSHX| OtMIR. 2| 5t

@ WordPress Overview

Solution provided by Google Click to Deploy containers

Pricing

Mote: There is nousege fee for this product. Charges will apply for the use of Google

Kuberneles Engine. Please refier to G

Price List for the Lates! pricing

Documentation

Uiser Gisiche [5

Get stasted with Google Closd Piatformis WordPress Kubametes application
= Getting Storled with WordPress 2

Official WordPress documentation

Terms of Service

Eir :Ien.nrlnq the software or actessing the service you are agresing to comply with the
¥ '|.-P|_|_|I.-:\:|- contaier

{ zerooe i, GOP Marketploce terma af serane
and '|hn.- terms of applicable apen souce software licenses bundled with the software or
servict. Please revdew these terms and licenses carelully for detatls about any
obligations you may have related to the software or service. To the limited extent an
open source software Hoense refated 1o the software or service axpresely supersedes the
GCP Marketplace Terms of Service, that open source software license governs your use

of that soflwere or service

By using thas product, you understand that corlain sccount and usage mfommation may
be-chared with Google Click to Deploy containers for the purposes of financia|
accounting, sales attribution, performance analysis, and suppart. (]

Google i previding this softwane or Seaite "B5-157 and oy suppodt for this soltware of

service will be provided by Google Click to Deploy containers under their terms of
SCfvice

I3[0 A Anthos BHZZO| A MM A S 4=

2= NodePort 9| MH|ATt HEELICt

S2/5HH oiSE[AH0ld T H

25101 22| AE{0] 21015101 LT AR 30

=
O|

1St

o|st
=

= H|O[X| 7} LIEFEL|CE O] TO|X|E AHZ 1 X|AHL} CLIE
o

USLICE.
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7. CLIE AIE3IH BE
St ol ol E2|H[0

8.

36

Google Cloud Platform
@ Kubernetes Engine

Clusters

% Workloads

& Services & Ingress
Applications

Secrets & ConfigMaps

(ol ::|

Storage

Object Browser

Migrate to containers

® %

Backup for GKE

Config Management

W  Marketplace

o* Anthos-Dev v Search Products, resources, docs (/) v

& Application details C! REFRESH /' EDIT W DELETE HIDEINFOPANEL  [E] HELP ASSISTANT X Application info
@& wordpress
DETAILS EVENTS YAML VERSION HISTORY

Cluster demo-cluster
Namespace anthos-wp
Created May 12, 2022, 12:38:34 PM
Labels No labels set
Annotations Not set
Components

Type Name 4 Status

No rows to display

M HIJAH O] AN Pod HEE 7t 2LA OfZ2|7|0[M0| B EE| =
I&LICH kubectl get pods -n anthos-wp.

$0 =

o
|Mo| AEHS Sl

'G) acowles@ac-rhel7:~

ubuntu@gke-admin-ws-2022-05-83:~% kubectl get pods -n anthos-wp

NAME

wordpress-deployer--1-

wordpress-mysql-@

wordpress-wordpress-@

READY STATUS RESTARTS
lh2bz e/1 Error ]

0/2 ContainerCreating ©

/2 ContainerCreating ©

ubuntu@gke-admin-ws-2022-85-83:~%

©

O AT ZIAFO| M= I EXF ZETF F AE|0f /JSE2 & 5+ U
O| IEECI2 EEJ} £7|8F TRMAS A|ESH S r%g

o
—

2|8l Google Cloud Consoled| A AtE38t= =0| &

L|C}. O|= ™MAA Ol s{AtRlL|C},

L-O

A&
2 S=E= EE7H 0|83 B ESH |
2iL|Ct.

Al =0 oiZ2|7|0[H0] &l SIX| 2QIStHR.




G) acowles@ac-rhel7:~ _ 0O

ubuntu@gke-admin-ws-2622-85-83:~% kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error 2]
wordpress-mysql-@ 2/2 Running @
wordpress-wordpress-@ 2/2 Running 1 (2m22s ago)
ubuntu@gke-admin-ws-2022-05-83:~%

OiZ2A0lY =&

OHZSZ[AI0|H0| HZE F0fl= F 7tX| YHE Sdif T MAM HZ 7158 IPE e = ASLIC

Google Cloud Console AtE

i

Google Cloud ConsoleS A3t HEtRX0|M MH|AS] YAML EHE HESIH S/HHe= H2 7tstt IP
MAESIH O E2|AH0|ME =8 4 QSL|CH O 512 LIS tHA I E 3N 2.

1. Google Cloud Console?| 1% H|%F0{|Al AH|A S IngressE S2!8tL|C
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€ [ 9] E‘| httpssy/consele cloud.google com/kubemetes/discovery Tproject=anthos-dey- 25 1020 &pageSt

Google Cloud Platforrn S Anthos-Dev + Q, Search Products, resources, docs (/)
@ Kubernetes Engine Services & Ingress CneFresH [ CREATE INGRESS W DELETE
Cluster Namespace
it Clusters dema-cluster - anthas-wp - RESET SAVE
% Workicads SERVICES INGRESS

Services & Ingress
Services are sets of Pods with a network endpoint that can be used for discovery and

Applications load balancing. Ingresses are collections of rules {or routing external HTTR{S) traffic to
Services.
H  Sectets & Confightaps
= Filter @SRRI Rx)  Filler services and ingresses
B Storage
D Name “f Sratus Type Endpoints Pods Namespace Clusters
B bR B [0  wordpress-apache-exportersve & OK Clusteri®  Nane 11 anthas-wp demo-cluster
A Migrate to containers. O wordpress-mysgl-sve & ok Cluster 1P Mone 111 anthos-wp demo-cluster
D wordpress-mysald-exporter-sve & ok Ciuster P Mone 111 anthos-wp demo-cluster
@  Backup for GRE
D wordpresswordpress-sve & oK Cluster |P 10,96 8.66 11 anthos-wp demo-cluster

®  Config Management

1%

Marketplace

£ Release Notes

2. 28! wordpress-wordpress-svc AH|A, MH|A NEXE stHO| SEIL|CEH 5o HE HEZS 225t Q.

“— TR 08 hpsy id-google com/kubemelesfsenice/meylpZ ClalmRIBWETY2: w
Google Cloud Platform & AnthosDev | _Q_S&arch Products, resources, docs (/)
@ Kubernetes Engine & Service details (2 REFRESH W DELETE @ OPERATIONS
i Clusters

@& wordpress-wordpress-sve
%2 Workloads

OVERWVIEW DETAILS EVENTS LOGS YAML

& Services & Ingress
i Applications @  select the Cioud Maniforing account to see charts
B  Secrets & ConfigMaps
B storage Cluster dema-clusler

MNamespace anthos-w)
= Obsect Browser it B

Labels +  appkubernetes.io/com.... wordpress-webserver app.kubernetes.io/name; wordpress
dh Migrate to containers Type Clusterl®
@  Backup for GKE

Cluster IP
®  Config Management Cluster P 10.96.8.66

¥ Marketplace Serving pods

Marmie Status Endpaints Restarts Created on

[Ej ReleaseNotes wordpress wordpress-0 @ Runinimg 192.168.1.18 1 May 19, 2022, 17:18:58 AM

.

3. HE MH|A M A& Io|X| 7} E2| 1 e MH| A0 CHSE YAML M7t ZEHEIL|CE o2 2 AT ESHH CI28
SHOISIM|R. spec: MM Bl type: UOE MHE CclusterIP. 0| 22 LSO E HASHMR LoadBalancer
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HES 2ESHHR.

&

Google Cloud Platform

Kubernetes Engine

Clusters

Workloads

Services & Ingress
Applications

Secrets & ConfigMaps
Storage

Object Browser
Migrate o containers
Backup for GRE

Config Management

Marketplace

Release Notes

&

Google Cloud Platform

O E; httpsy/console cloud google.com/ky

o

&* Anthos-Dev

Q, Search Products, resources, docs (/)

4 Editing Service details (C REFRESH # EDNT W DELETE S OPERATIONS
@ wordpress-wordpress-sve
OVERVIEW DETAILS EVENTS LOGS AL
SAVE CANCEL mcory
Press Alt+F1 for Accessibility Options,
il FR T fisbr- af 1e-gafo-gnasre facfom
Wi r eVersior: TTOTIG05"
a0 wids chrRFasd - wed - 41 3% -as6% - desaza byl
&1 B
clusterIe: 10,96.8.66
63 cluikerTPs;
64 10 56 B, B
int fiil Traftrerolbey: ©luster
[ ipramilies:
1iia
&t ipramilyralicy: SingleStack
it} it sy
i} S R AT
el i fn
F] protocol: Tee
k| Earr ¥ ttp
il
5 A kuberpetes . iof com ¢ wirdpress -wehservar
16 T EE PR TR dpress
¥l i bnity:
P Clusterk
n
i
i
T a8 https:/fconsole cloud . google.comikubernates/service/meylpZCISImAMBWETDY 2x 1 c3R1csIm ShEWUIC LT sE w

Q, Search Products, resources, docs (/)

:‘ Anthos-Dey =

o @ B

@

Kubernetes Engine

Clusters

Workloads

Services & Ingress
Applications

Secrets & ConfigMaps
Starage

Object Browser
Migrate to containers
Backup for GKE

Config Management

Markelplace

Release Notes

& Editing Service details (¥ REFRESH Z EOI § DELETE # OPERATIONS
& wordpress-wordpress-svc
OVERVIEW DETAILS EVENTS LOGS YAML
CANCEL hcopy
Press Alt+F1 for Accessehility Options
] iz 1 TABCess - biob - 4F 3¢-Bafd-A6852cf 1cfal
Ol PO “FOT 2k
o P daFeried -o6d3- 4135 - 4565 - A0EHI0T 16hTL
6l
i LerIP: 10,068,660
L5l rl
it 10, 6. B 66
o5 internal Tratfickolicy: Clucter
i Iptami | en:
o 1Py
[} ipramilyPolicy: SingleStack
Py http
3| o
i ol 1EP
73 rort; hitp
74 AL+ o]
5 hubernetes. 1o/ component ¢ wordpress-websorver I
it o rame s Wi
Fe
i
e
ET
A1
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4. MH|A M8 ME HO|X|2 S0t7IH Type: O|A| LIESICt LoadBalancer 12|11 External endpoints:
ZC0ll= MetalLB Z0i| A Z2HEl IP =42 O Z2|Z|0] Mol HMAS > U= ETL LIFEILICE

= & OE|'|I

Google Cloud Platform

@ Kubernetes Engine <« Service details (3 REFRESH # EDIT B DELETE SHOW INFO PANEL % OPERATIONS
d: Clusters

@ wordpress-wordpress-sve
s Workloads

OVERVIEW DETAILS EVENTS LOGS YAML

& Services & Ingress
E Applications 1] Select the Cloud Monitonng account to see charls
B  secrets & ConfigMaps
a Storage Cluster demo-cluster

MNamespace anthas-
= Object Browser i e

Labels -app kubernetes.io/com., .. wordpress-webserver appkubermetes io/name: wordpress

& Migrate to containers LoadBalancer

@® Backup for GKE 10,61, 181245802
) ackup for

®  Config Management Load Balancer
Cluster 1P 10:96.8.66
Load balancer 1P 10.61.181.245
W Markeipiace
Load balancer ada?0V 297964341 352565408029 1007
[  Release Notes
Semng deS
4] Name Stans Endgpaints Restars Created an

KubectlS AFE3H0] AH|A THK]|

mufn

CLIE At8%I0] OHEZ|AH0|ME &Y 4= UELICE kubectl patch HIEES £H5t0 7= 2 7ts¢HIP
AHEots FYYULICE 22 O3 BHAIE 2=5HMR.

1. HYAHO|AY Qs ZEQ HEE MH|AE LIZSHN Q. kubectl get services -n anthos-wp 3.
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ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svce  ClusterIP  None <none> 9117/TCP
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 91e4/TCP
wordpress-wordpress-svc ClusterIP 10.56.8.66 <none> 80/TCP
ubuntu@gke-admin-ws-2822-85-83:~%

2. MH|A & +™SIM|R cluster1p EIO|ESICt Loadbalancer T

kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type":
"LoadBalancer"}}' -n anthos-wp'.

O 22 MH|A RE0|= MetalLB E0||A| AR 7ts8HIP AL XSO 2

G) acowles@ac-rhel7:~

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
wordpress-apache-exporter-svc  ClusterIP  None <none> 9117/TCP  119m
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP  119m
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 9104/TCP  119m
wordpress-wordpress-sve ClusterIP 10.96.8.66 <none> 80/TCP 119m
ubuntu@gke-admin-ws-2022-85-03:~% kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type": "LoadBalancer"}}' -n anthos-wp
service/wordpress-wordpress-svc patched

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svc  ClusterIP None <none> 9117/TCP
wordpress-mysql-svc ClusterIP None <none> 33e6/TCP
wordpress-mysqld-exporter-sve  ClusterIP None Lneme 91e4/TCP
wordpress-wordpress-svc LoadBalancer 10.96.8.66 ( 10.61.181.245) 80:30836/TCP
ubuntu@gke-admin-ws-2022-85-03:~%




CEE 2[R IPOA OiE A0S YESHMR

O[F| SHHLZ HZ 7ts¢t IP FAZ OEE|AH0|HE LEYCEZ HEtR KM E AHE5I0] WordPress QIAEHAS

& wordpress — Application detail: X  \§}) WordPress on Google Kuberne' X + — o X

& C O & 1061181245 <% ©® 0 =

WordPress on Google Kubernetes Engine Sample Page

Hello world!

Welcome to WordPress. This is your first post. Edit or delete it, then start writing!

May 12, 2022

T/t BEE A= = U

qd

Of 2M0f| 2=l FEOf Choll XtM|5| Z0tEeH LS EAO|ES HESHAR.

NetApp £A

"https://docs.netapp.com/"

NetApp Trident 2A{

"https://docs.netapp.com/us-en/trident/index.html"

VMware2 Anthos 22{AE 2A

"https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview"

* H|0 HIE 22| Anthos
"https://cloud.google.com/anthos/clusters/docs/bare-metal/latest”

* VMware vSphere A& A

"https://docs.vmware.com/"
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