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Install OpenShift Container Platform 4

Select aninfrastructure provider
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Run on Amazon Web Services Run on Microsoft Azure Run on Google Cloud Platform Run on VMware vSphere
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Run on Laptop

Run on Power Powered by Red Hat CadeReady Containers.
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Downloads
Openshift installer

Download and extract the install program for your operating system and place the file in the directory where you will store the installation configuration files. Note: The
OpenShift install program is only available for Linux and macQS at this time.

Linux b d Download installer

Pullsecret

Download or copy your pull secret. The install program will prompt you for your pull secret during installation.

Download pull secret f& Copy pull secret

Command-line interface

Download the OpenShift command-line tools and add them to your EATH.

Linux A4 ’ Download command-line tools

When the installer is complete you will see the console URL and credentials for accessing your new cluster. A kubecon£ig file will also be generated for you to use with
the oc CLI tools you downloaded.
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1. &X| O}710|ES 2|X} Y I AH|O[H0|| L2 ZE5HD LB S FEFLICE Trident 2| o2 XS CIR22EY +
OIéL—lEl’ "O:|7|" .
M-

2. CIR2Est HEO|A Trident AX|2 =EgtL|C}

[netapp-user@rhel’7 ~]$ tar -xzf trident-installer-22.01.0.tar.gz
[netapp-user@rhel”7 ~]$ cd trident-installer/
[netapp-user@rhel7 trident-installer]$

Helmzt 74 Trident Operator & %|
1. HX A2 X 22{AEQ| QXS MHSIMR. kubeconfig Trident 0= 0| IIU S FYst= JMO| gleTZ, O]

oS HxY BRI GIEE 2t M2 S XIFEL/CH

[netapp-user@rhel’ trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. AFEX} E‘~E1*E101I trident L|JAHO|AE MMSH= SOt helm CIAE2|9| tarballtl Al Helm @&H S Al
Trident 2FXIE A X|EfL|Ct.
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https://docs.netapp.com/us-en/trident/trident-get-started/requirements.html#supported-frontends-orchestrators
https://docs.netapp.com/us-en/trident/trident-get-started/requirements.html#supported-frontends-orchestrators
https://docs.netapp.com/us-en/trident/trident-get-started/requirements.html#supported-frontends-orchestrators
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://github.com/NetApp/trident/releases?q=25.&expanded=true
https://github.com/NetApp/trident/releases?q=25.&expanded=true
https://github.com/NetApp/trident/releases?q=25.&expanded=true

3. LIATO|A0IN A3 F0l ZES BHols
SBHOR MA|=IER| Holst £ UL

24

[netapp-user@rhel’ trident-installer]$ helm install trident
helm/trident-operator-22.01.0.tgz --create-namespace --namespace trident
NAME: trident

LAST DEPLOYED: Fri May 7 12:54:25 2021

NAMESPACE: trident

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

Thank you for installing trident-operator, which will deploy and manage
NetApp's Trident CSI

storage provisioner for Kubernetes.

Your release is named 'trident' and is installed into the 'trident'
namespace.

Please note that there must be only one instance of Trident (and
trident-operator) in a Kubernetes cluster.

To configure Trident to manage storage resources, you will need a copy
of tridentctl, which is

available in pre-packaged Trident releases. You may find all Trident
releases and source code

online at https://github.com/NetApp/trident.

To learn more about the release, try:

S helm status trident
$ helm get all trident

t7Lt tridentct HHO[LH2| S AHE3H0] EX|El M7 S 2215t Trident
|



[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-5z451 1/2 Running 2 30s
trident-csi-696b685cf8-htdb2 6/6 Running 0 30s
trident-csi-b74p2 2/2 Running 0 30s
trident-csi-lrwé4n 2/2 Running 0 30s
trident-operator-7c748d957-gr2gw 1/1 Running 0 36s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

Fom e o +
| SERVER VERSION | CLIENT VERSION |
Fom e e +
| 22.01.0 | 22.01.0 |
fom e frmm e +

@ o F20l= 12 2tFof| et Trident BIZES AFEXE F2l8HOF & == AELICE. O|={et B2 Trident
SO= ZAXot ZE LHAES AC0|ESHH BiEZE A FoEY = ASLICE

Trident OperatorS =522 MX|StA|R
1. HX AF2XF 22 AEQ| QX2 MNELICL kubeconfig Trident 0= 0] IIUS MYSH= FMO| GO Z O]
oOUS X LUQI QIEE et Ha2 IS X[- Lo

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. O3 trident-installer O| CIZEZ|0= Q% B E E|AA S HO|St= OHL|HAETL EEHE[0] JLELICH
MAESHO|L|IHAEE ARSI CI22 MMSILICE TridentOrchestrator AF2AL "ol 2|AA HO|

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
customresourcedefinition.apiextensions.k8s.io/tridentorchestrators.tride
nt.netapp.io created

3. oiiE WA O|AT O™ HSE UHLHAES AHE5I0] 22{AE{0] Trident HIAHO|AS BHEL|LCH.

=

[netapp-user@rhel’ trident-installer]$ oc apply —-f deploy/namespace.yaml
namespace/trident created

4. Trident 2GX HHZH LRt 2| AA(W: ServiceAccount XA = ClusterRole 2|1
ClusterRoleBinding HA| SserviceAccount , dAAMQl podSecurityPolicy , £ 2FXF XHA|.
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6.

26

[netapp-user@rhel7 trident-installer]$ oc create -f deploy/bundle.yaml
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created

podsecuritypolicy.policy/tridentoperatorpods created

CHS BES Ar8otH B2 El =

—

SAte| HEH

i
Jiok

tolgt = ASLILH.

0
Ho

[netapp-user@rhel7 trident-installer]$ oc get deployment -n trident

NAME READY UP-TO-DATE AVATILABLE AGE
trident-operator 1/1 1 1 23s
[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-operator-66£48895cc-1lzczk 1/1 Running 0 41s

27 HIEE|R OB Z O[H| 0| F AHESI0] Trident X o~ UESLICE O|E fISHAM = CIS2 MY MdloF gfL|Ct,
TridentOrchestrator.

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created
[netapp-user@rhel7 trident-installer]$ oc describe torc trident

Name : trident
Namespace:

Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator

Metadata:
Creation Timestamp: 2021-05-07T17:00:28%
Generation: 1

Managed Fields:
API Version: trident.netapp.io/vl
Fields Type: FieldsVl

fieldsVl:
f:spec:
f:debug:
f:namespace:
Manager: kubectl-create
Operation: Update
Time: 2021-05-07T17:00:28%



API Version: trident.netapp.io/vl
Fields Type: FieldsVl
fieldsVl:

f:status:

f:currentInstallationParams:

:IPvG6:
rautosupportHostname:
:autosupportimage:
rautosupportProxy:
:autosupportSerialNumber:
:debug:
:enableNodePrep:
:imagePullSecrets:
:imageRegistry:
:k8sTimeout:
:kubeletDir:
:logFormat:

H Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fhoe

:silenceAutosupport:
f:tridentimage:

f:message:

f:namespace:

f:status:

f:version:

Manager: trident-operator
Operation: Update
Time: 2021-05-07T17:00:28%
Resource Version: 931421
Self Link:
/apis/trident.netapp.io/vl/tridentorchestrators/trident
UID: 8a26a7a6-dde8-4d55-9b66-a7126754d81f
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport image: netapp/trident-autosupport:21.01
Autosupport Proxy:

Autosupport Serial Number:

Debug: true

Enable Node Prep: false

Image Pull Secrets:

Image Registry:



k8sTimeout: 30

Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident image: netapp/trident:22.01.0
Message: Trident installed
Namespace: trident
Status: Installed
Version: v22.01.0
Events:
Type Reason Age From Message
Normal Installing 80s trident-operator.netapp.io Installing
Trident
Normal 1Installed 68s trident-operator.netapp.io Trident
installed

7. HLATO[AOM HH FOl ZE

=
=
GEHOE AX[E[AEX| elet

2tQISI 7L tridentctl HIO|LH2| S AFESH0] AX[El HT S 2H2I5HK Trident
AsL

[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-bb64c6cb4-1md6oh 6/6 Running 0 82s
trident-csi-gn59qg 2/2 Running 0 82s
trident-csi-mé4szj 2/2 Running 0 82s
trident-csi-sb9k9 2/2 Running 0 82s
trident-operator-66£48895cc-1zczk 1/1 Running 0 2m39s

[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident version

o o +
| SERVER VERSION | CLIENT VERSION |
Fom e e +
| 22.01.0 | 22.01.0 |
oo frmm e +

NFS

CHE 29| Kubernetes HHEIH0f|= Red Hat OpenShiftE Z&tst0o] 7|2MOoZ MX|=l NFS WA= E O2ESH| ¢
{7 | X|2t FE2E|7t S HSELICE

rot

StX|2F NFSv32| 22 S20[AELRl M 7He| SAES Yaldts |91l-|’°0| ASLICE m2tM NFS HZ0] Chist
xgol 45 EFoHE M| X|&ASt= 2tk 22t0|UE & sunrpe X HIOIE &F2| 2|t i+ +322
S7|2tliof 5tH, 0| fIo M7t HE & 37|18 S0{0f LIt
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ONTAP 2| A2 X|E|&= | sunrpc £ HIO|Z &5 £ 12870 LICH &, ONTAP ot Hoj| 128712 SA| NFS
QS Helg 4 UELICH J2{Lt 7|EM O Z Red Hat CoreOS/Red Hat Enterprise Linux= HZEH £y

65,536712| sunrpc €2 HIO|E &= 2 ZHE&LICE 0] 242 1282 MH|{0f StH, 0]= OpenShifte] Machine Config

Operator(MCO)E AIE5I0] e 4~ USLICE

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
name: 98-worker-nfs-rpc-slot-tables
labels:
machineconfiguration.openshift.io/role: worker
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:text/plain;charset=utf-

8;base64,b3B0aWOucyBzdW5ycGMgdGNwX21heF9zbGO0X3RhYmx1X2VudHIpZXMOMTI4Cg=

filesystem: root
mode: 420
path: /etc/modprobe.d/sunrpc.conf

2. MCO7} My El 20ll= ZE A7 20| 74E BBt SHLtM YRR LTt HA| 282 of 20~30=F F
ZELICL LSS A Ml 0] HEE[=X| &HRISHMIR. oc get mep J2|10 AU Al 71 E0
YOO EE|A=R] 2lotM K.

[netapp-user@rhel’7 openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930e1d135e0dee7168 True False
False

worker rendered-worker-de321b36eebac2dfdlfeb7bc True False
False

iSCSI

iISCSI ZEEZS Sl E5 AEZX| 28
st ii7|X|E EXlslof &LICt.

o
=
e
Iz}
ot

et = ATE XX EE FH[SEH o 7|53 XIsts
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Red Hat OpenShiftof| M= HHE &

iy

2{ AE{0f]| MCO(Machine Config Operator)S H&5t0{ 0| & A2|&L|Ct.
iISCSI MH|AE HASIEE ZAX}L LEE FMSI2{H CHS THAIE 2t=stM|a.

1. OCP & 240 239I6t1 ZEE > A THOZ 0|SBL

Ch Ol 714 BHS7| 2 SEgUCh YAML T S

fuin

HE|IHA S AESHX| 242 :

apiVersion: machineconfiguration.openshift.io/v1l
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: 99-worker-element-iscsi

spec:
config:
ignition:
version: 3.2.0
systemd:
units:
- name: iscsid.service
enabled: true
state: started
osImageURL: ""
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apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:

name: 99-worker-ontap-iscsi

labels:

machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64d, ZGVmYXVsdHMgewogICAgICAgIHVZZXJfZnJpZW5kbH]1 fomFt ZXMgbm8KICAgICA
gICBmaWbkX211bHRpcGF0aHMgbm8K{fQoKYmxhY2tsaXN0X2V4Y2VwdGlvbnMgewogICAgICA
gIHByb3B1lcnR5ICIOUONTSVOJREVOVEI8SUREVIAOKSIKEQoKYmxhY2tsaXNOIHsKfQoK
verification: {}

filesystem: root

mode: 400
path: /etc/multipath.conf
systemd:
units:

- name: iscsid.service
enabled: true
state: started
- name: multipathd.service
enabled: true
state: started
osImageURL: ""

2. Yo| MHE =, oA =0 18E HEstal CHA| EE8H= O] 2 20~30:=20] ZELICL CHES AHEsto] M
70| HEE[=X| &RUSIMR. oc get mep A2| 10 HAXS| Ml F1d E0| UH|O|EL|J=X| 2HQISHM| K. Lo
AKX =0 218K iscsid MH|ATF A FQIX| 2holet 4= JAFLICHHE|HAES AHZSH= E 2 multipathd
MH[AE Al SQIX| 2hele &= ASLICEH).
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[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfd4lfeb7bc True False
False

[netapp-user@rhel’7 openshift-deploy]$ ssh core@10.61.181.22 sudo
systemctl status iscsid
® iscsid.service - Open-iSCSI

Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled;
vendor preset: disabled)

Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago

Docs: man:iscsid (8)
man:iscsiadm(8)

Main PID: 1242 (iscsid)

Status: "Ready to process requests"
Tasks: 1
Memory: 4.9M
CPU: 9ms

CGroup: /system.slice/iscsid.service
L1242 /usr/sbin/iscsid -f

[netapp-user@rhel’ openshift-deploy]$ ssh core@l10.61.181.22 sudo
systemctl status multipathd
® multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled;
vendor preset: enabled)
Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago
Main PID: 918 (multipathd)
Status: "up"
Tasks: 7
Memory: 13.7M
CPU: 57ms
CGroup: /system.slice/multipathd.service
L—918 /sbin/multipathd -d -s

@ MachineConfig7t §E MO 2 MEE|A MH|AT} O T = ARE|RAE=X] 2Qlste{E LSS
HAHSIMR. oc debug METH SIS AESHH FES LAELIC

AEE[X| A[AH A= MY

E% NetApp 2E2|X| ZHZ0|| CHet HA=Z -8 0F Lt

Trident Operator HX|E 2t F0fl= A2 ¢l
F3IE MENL.

Trident 2| 87 8 742 A&5H2E Of 2
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* "NetApp ONTAP NFS"
* "NetApp ONTAP iSCSI"
* "NetApp Element iSCSI"

NetApp ONTAP NFS A

NetApp ONTAP AEE|X| A|AEID} Trident S8 2 Sd2ldt{H AEE|X| A|ABIDO| EAS
X|@l6t= A= E 2HS0{0F BHL|CE.

1. CIRECS3E MX| Of710|E0ll= ME A= MAUO| YELICH sample-input B AIZFZ. NFSE N3st=
NetApp ONTAP A|ARIC| AR LIS E SAISHYA|2. backend-ontap-nas.json &2 CIEE2|0f IIUS
SALSHD HESHM 2.

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/ontap-nas/backend-ontap-nas.json ./
[netapp-user@rhel’7 trident-installer]$ vi backend-ontap-nas.json

2. 0] m}A0f| M backendName, managementLIF, dataLIF, svm, username %! password ZfS & gtL|C}.

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nas+10.61.181.221",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.221",

"svm": "trident svm",

"username": "cluster-admin",

"password": "password"

= &F

@ A M8 4 QI E NFSE H|3oh= storageDriverNamet dataLIFS| Z&O 2 AMEX} X|H
backendName 2t & 2|dh= 20| 7tE Z5LICH
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-nas.json

e o
e - o — +
| NAME | STORAGE DRIVER | UuIbD
| STATE | VOLUMES |
e o
- fom—————— Fom - +
| ontap-nas+10.61.181.221 | ontap-nas | be7a619d-c81d-445c-b80c-
5¢87a73cbble | online | 0 |
o Fom e
Rt it e F—— F————— +
4. HHAIE S OHE 20||= L2 22 AEZ|X| Z2iA S THS0{0f RIL|Ct BiAl=Q} OFEILX| 2, sample-inputs
S00M siT 2tZ0) BHA| HEY = A ME AEE[X] Z2iA TIA0| JYSLICH 2 CIH E2|0f| SASHD
MYE =S WS T E Lot HES gt

[netapp-user@rhel7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

S. O] mhUof| CHal siof & RSt ME2 ChZE Fldh= AYULILE backendType M2 HE HAZO| AEEX]|
E2to[ O|Eofl CHEt grULICE. Ko, o|= EHA[0A & Z8HO0F 3t 0| 2= 2tk 7I=8 SLCt.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

2t= MEfAM WETL JAELICE £sType O] THHO| H %[0 QELICH O] E2 NFS WA =04 A
AI-X-”?'SI- A OI&L'EI-
= = T M-H

6. MAMSICH oc XME A

i

WAohs BYALICH

[netapp-user@rhel7 trident-installer]$ oc create -f storage-class-
basic.yaml

storageclass.storage.k8s.io/basic-csi created

7. AEE|X| SeHATHEYEH R H I 2F 22 (PVC)S MMsliof gLICh ME0| JAELICH pve-

34



basic.yaml O] S +AH5H= O AHEY = U= THY T sample-inputsOf| U SLICE.

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

"ot ya o

rn

8. O] mhAUoj chsl s=HaHof st= U WEI2 C}
o= o AX|EL|CH PVC Mo|= T ZH| X Tt

HESH= AYULICH storageClassName

stol| 2t X712 AF2X "o|g & QlaLct.

1 o
12 mjo

—

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. PVCE MHsI2{H L1232 HASIMR. oc BH. MME|= W] S| A7|0f w2t Mo Alzto] HE &
=

ooz TFM AT} AZRE

[netapp-user@rhel’7 trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel7 trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-b4370d37-0£fa4-4cl7-bd86-94f96c94b42d 1Gi

RWO basic-csi s

NetApp ONTAP iSCSI 4

NetApp ONTAP AE2|X| A|AEID} Trident S22 ZM3tst2{H AEZ|X| A| AN EAZ
X|2lst= sHAl= £ oS 0{0F StL|Ct.

1. CIREZE3H MX| o110 20l = ME WA= THA0| YELICH sample-input E0 AIZFXE. iISCSIE M3
NetApp ONTAP A|AHIO| HL LIS 2 SAISHYA|R. backend-ontap-san.json 2 CIHEZ[ IIYS
SASHD HESHM 2.

OF
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[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-

samples/ontap-san/backend-ontap-san.json

v

[netapp-user@rhel’ trident-installer]$ vi backend-ontap-san.json

2. 0| m}of| Al managementLIF, datalLIF, svm, username % password Z}S TEL|Ct

"version": 1,
"storageDriverName":
"managementLIF":

"dataLIF":

[netapp-user@rhel7 trident-installer]$ ./tridentctl
backend -f backend-ontap-san.json
e e S e e
B it it ===
| NAME | STORAGE DRIVER |

| STATE | VOLUMES |

Fommmmmmemsesssseseseee= P mesesa==
o

| ontapsan 10.61.181.241 |

fb9bb3322b91 | online | 0 |

o fom e

e tomm +-—-
HOICE OIS S0 C}S O AEa|X| SBAS BHSO{of LI} Mol
ZC{of A ST BE0 WA HEY £ Q= M3 AE2|X SeHA THUO| YBLIC X
MAE HAIES BrIolES LR HYS BLICt

"ontap-san",
"172.21.224.201",
"10.61.181.240",

"svm": "trident svm",
"username": "admin",
"password": "password"
}
3. wHoll= mHI0| EH|E|HM CHS HHES HAste] A Huj tAl=E otELICH

ontap-san |

-n trident create

SNl =9 OFXt7HK| 2, sample-inputs

A LR ER[of SASER

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-

samples/storage-class-csi.yaml.templ

./storage-class-basic.yaml

[netapp-user@rhel7 trident-installer]$ vi storage-class-basic.yaml

Of mtofl CHal siof g RAet HA2 LIS
E2to[H O|Fofl CHEt gt LICE. Kot O]=

Eof AE2|X]|

2 HO|5t= AYULICH backendType MEZ A=l gl
CHA[O[ M & Z6lOf St= 0|5 EE U 7Sl 5 |-||:f



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

2= MR BEJE USLICE £5Type O] TR0l HIE|0f YLICE ISCSI A0 0] Zh2
(D) =% Linux T2 NAE SHXFS, ext4 5)22 SHBHILE AHISI0] OpenShiftzt ALSE TH
Arge ZEsES o 2 ABLITH

6. ML oc MT 2HAS W= HHALICHL

[netapp-user@rhel7 trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

7. AER|X| ZeiATH MMEH X Hj 7 2 22 (PVC)S MM OF BLICH ME0| JAELICH pve-
basic.yaml O] S +AHSH= O AHEY = U= DY T sample-inputsOf| U SLICE.

[netapp-user@rhel’7 trident-installer]$ cp sample-input/pvc-samples/pvc-
basic.yaml ./
[netapp-user@rhel7 trident-installer]$ vi pvc-basic.yaml

11||:7|. I:CI’F of

—

8. O] mhuof| CHal ~AsHoF 3t= RUT HE2 TS
= L

= HESt= AYULICH storageClassName
Lo AX|BL|CH PVC Ho|= T2H|NJT 2] 2

otof| 2t =72 AFEAF o™ &= AS LI

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. PVCE #3i2101 [} NYBHHIR. oc B

. MME|= B S 50| A7|0f what AMMof AlZto] Z2- £
QOOZ TZNAV} ARE= RES XHE = USLICE

rn



[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml

persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-T7ceaclba-0189-43¢c7-8£98-094719f7956¢C 1Gi

RWO basic-csi 3s

NetApp Element iSCSI 7

NetApp Element AE2|X| A

| ABID} Trident E3HS EAI3s2{H iSCSI ZREZS AR50
AE2|X| Al AT LB 4 s HACE pHS0{0} 2

SfLICE.

1. CtRZ St MX| OI710|Eofl= ME #HAl= TAO0| JYELICH sample-input EE AZFZE. iISCSIE H3st=
NetApp Element A|ARIQ| AR LIS 2 SAISIMR. backend-solidfire.json X CIHEZ|0f IHYS

SARSHD HASH L.

[netapp-user@rhel’ trident-installer]$ cp sample-input/backends-
samples/solidfire/backend-solidfire.json ./
[netapp-user@rhel’7 trident-installer]$ vi ./backend-solidfire.json

a. AFZXA, H|2HZ S MVIP g2 HEYLICE EndPoint 4.

b. MEISICE svip gt

"version": 1,
"storageDriverName": "solidfire-san",
"Endpoint": "https://trident:password@172.21.224.150/json-
rpc/8.0",
"SVIP": "10.61.180.200:3260",
"TenantName": "trident",
"Types": [{"Type": "Bronze", "Qos": {"minIOPS": 1000, "maxIOPS":
2000, "burstIOPS": 4000}1},
{"Type": "Silver", "Qos": {"minIOPS": 4000, "maxIOPS":
6000, "burstIOPS": 8000}},
{"Type": "Gold", "Qos": {"minIOPS": 6000, "maxIOPS":

8000, "burstIOPS": 10000}}1]
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create
backend -f backend-solidfire.json

e o
e e et e L e e e e e e o o +
| NAME | STORAGE DRIVER | UuIbD
| STATE | VOLUMES |
e e ——
o fomm - fomm - +
| solidfire 10.61.180.200 | solidfire-san | b90783ece-e0c9-49af-8d26-
3ea87ce?2efdf | online | 0 |
Fmm fomm e
e F—— t——— +
3. HAIE S THE S0 = [t &8 AER|X| 22{AE DHS0{0F L CH WAlEQ} OHXE7EX| 2, sample-inputs
S00M siT 2tZ0) BHA| HEY = A ME AEE[X] Z2iA TIA0| JYSLICH 2 CIH E2|0f| SASHD
MAME OIS Uit T 2 LR st HES ghuct

[netapp-user@rhel7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

4. of mtof chslf offof et RUTt ME2 L3S Foldh= WUYULICH backendType MZ M E HAS | AEE|X]|
E2to[ O|Eofl CHEt grULICE. Ko, o|= EHA[0A & Z8HO0F 3t 0| 2= 2tk 7I=8 SLCt.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "solidfire-san"

2t MEf™ HEJ} JIGLICEH £sType O THUO|| MO Z|0f JAELICH iSCSI HAZO0f|A O] 22
() =% Linux Y AIAH SB(XFS, ext4 )02 SFE 4 2100, OpenShiftrt AFSE THY

NAHES BFOIZS 0] 32 AN 2= YBLIC

HA = —

5. MHBICt oc ME SEHAES MAleHs HaQL|CH

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml

storageclass.storage.k8s.io/basic-csi created
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6.

8.

- O] mhof CH3l s~Holof St= RS HEU2 LS
L X

AEE|X| SeHATL WHEH AR | S 25 22U (PVC)S HMsH{of &LICh ME0| AELIC pve-
basic.yaml 0| HHE W= O AL = U= THY T sample-inputsOfl UASLICE

[netapp-user@rhel’ trident-installer]$ cp sample-input/pvc-samples/pvc-
basic.yaml ./
[netapp-user@rhel’7 trident-installer]$ vi pvc-basic.yaml

HZESH= ARULICE storageClassName ZEVHHZ OHE
£5}0f|
=

o
=
TCot YX[ELICt PVC o= Z2H|NMJY = £5t0] w2t =7tz AFEAL FHolg &= AELICE

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

PVCE 44981101 188 UWSIAIR. oc B, MJE| uel 2ol 27l0) ntet 40l AiZiol 2 +

=2 oo o= =2o°

UCLZ TZMAT} AEE= BES Xlﬁ% —’F AL

[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml

persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-3445b5cc-df24-453d-ale6-0b484e874349d 1Gi

RWO basic-csi 5s

EC MM M H4HET|: NetApp ALESH Red Hat OpenShift

CHE

=2 22, Red Hat OpenShift= Z2ZE Sdli 0HZ2(Z|0|4S 25 M|A|0f| XS THL(ct.

*ﬂﬂléé QIROM H2 Itset 2AE OlEE HEote] =EELICh HolE =t
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MH[A0[M AEBE AEZQIE = OpenShift 2HRE{0| A AFZE|0] 2[R SEH0[HEN X|FE

HES MY =+ ASLI

J2{Lt OffH FR0l|= O Z2|AH|O| Mol M HESH ME|AS =E57| 9l ArEXE Fo| 2= BHME B Z St FLg3Hiof
SLICE. ofof| chet BF 7HX| of| 7} NetApp Trident Protect®!LIC}. O|2{8F 27 AtetsS £F3517| 2l8 f2(= Chet
HEY ZE M SHS YIRUSLIC o] ME0M= EX| 8 ol chsl 2 eL|Ct,

C+S HOIKI0l= NetApp £2440] ZEE! Red Hat OpenShiftll Al 25 2 eti S4of cist 27} Mo}
RUELICH
R ETE

* "F5 4l|P"

MetalLB 2= W2 A MX|: NetApp A28t Red Hat OpenShift
O| H|O|X|0f| A= MetalLB 2= M M| HX[ 8! 714 X[&ZS LIFeL|C

MetalLB= OpenShift 22 AEN X &= AT SAE HEYI ZE WHHNZ, 22tRE SSXI0|A HHEX] =
S AEOM 2E HHA FH| OpenShift AHIAE Mg &~ JEF SFLIC}. LoadBalancer AH|AE X|5H7|
2l & ZS5H= MetalLB2| T 7HX| 8 7|82 T4 gt} 2| A2IIL|C

MetalLB 7t M

MetalLB7} OpenShift 22{AE 2|22| LoadBalancer AH|A0| Z2HE 1P FAE LE|= WA M2} F 71X ZEE
xHEBHL|C}
1o d

* 3|00 2 ZE, 0] ZE0| M= OpenShift 22 AE{Q| 8t L ETJ} MH|A AQHE S5t i IPOf| CHSH ARP
LA™ SESIH OpenShift 22{AH EME B2 7tsst=S 2L|CH = E0H0| IPE 20822 (HE HE
S140| st Zolf =X|off H[oto] ASLICH XEM|TH LIS MBEME HESHMR."0{7|" .

* BGP 2 E. 0| ZE0{| A= OpenShift 22{AE Q| BE - EJ} 2tRE{QF BGP I|0{2! NMS MASIT MH|A IPE
Egfjm g MYst= 22 E Z0BLICL 0|2 i E MetalLBE ol WIER 32| 2tRE{Qt S8dloF BfL|Ct.
BGP2| Al HFHLIZECZ Qls MH|AQ] IP-.-= OfZ 0| HAE i EX X|sto] LAMEILICE XtM[SH LHE2
MEHME EXSHMR."017|" |

@ O] ZM0ilM = MetalLBE 2415 ZEZ FHgLIC.

MetalLB 2E @z A AX|

1. MetalLB 2| AAE CIRZE3IM 2.

[netapp-user@rhel’7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/name
space.yaml

[netapp-user@rhel’7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/meta
11b.yaml

2. Y ME metallb.yaml 12|10 HHBICH spec. template. spec.securityContext ZIEZS2] L2}

41


https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/layer2/
https://metallb.universe.tf/concepts/bgp/
https://metallb.universe.tf/concepts/bgp/
https://metallb.universe.tf/concepts/bgp/

AT|7{ DaemonSetd| Al
Arg =
securityContext:

runAsNonRoot: true
runAsUser: 65534

3. MMBICt metallb-system HIJAHO[A,

[netapp-user@rhel7 ~]$ oc create -f namespace.yaml
namespace/metallb-system created

4. MetalLB CR2 THSLICE

5.

42

[netapp-user@rhel7 ~]$ oc create -f metallb.yaml
podsecuritypolicy.policy/controller created
podsecuritypolicy.policy/speaker created

serviceaccount/controller created

serviceaccount/speaker created
clusterrole.rbac.authorization.k8s.io/metallb-system:controller created
clusterrole.rbac.authorization.k8s.io/metallb-system:speaker created
role.rbac.authorization.k8s.io/config-watcher created
role.rbac.authorization.k8s.io/pod-lister created
role.rbac.authorization.k8s.io/controller created
clusterrolebinding.rbac.authorization.k8s.io/metallb-system:controller
created
clusterrolebinding.rbac.authorization.k8s.io/metallb-system: speaker
created

rolebinding.rbac.authorization.k8s.io/config-watcher created
rolebinding.rbac.authorization.k8s.io/pod-lister created
rolebinding.rbac.authorization.k8s.io/controller created
daemonset.apps/speaker created

deployment.apps/controller created

71 DaemonSet0]| =2 HotS R0t 2 & WHA I} 2 F5H= o] 2ot

off A
L.

MetalLB AL|HE LMSH7| HA|
HEAZY 7S 33 2 UES

[netapp-user@rhel’7 ~]$ oc adm policy add-scc-to-user privileged -n
metallb-system -z speaker
clusterrole.rbac.authorization.k8s.io/system:openshift:scc:privileged
added: "speaker"



6. MetalLBE 7Mot2{™H Ct22 MMM R. configMap HIM metallb-system HIRJAHO[A.

[netapp-user@rhel7 ~]$ vim metallb-config.yaml

apiVersion: vl

kind: ConfigMap

metadata:
namespace: metallb-system
name: config

data:
config: |

address-pools:

- name: default
protocol: layer?
addresses:

- 10.63.17.10-10.63.17.200

[netapp-user@rhel7 ~]$ oc create -f metallb-config.yaml
configmap/config created

7. O|H| 2E HWAM MH|ATF MHE|H MetalLBE AH|AO 2/ IPE st ARP @0 SESIH IP FAE
of2lL|C}
= .

@ BGP 20X MetalLBE 7ASI2{H 2[2| 6THAIE ZAL{F 10 MetalLB MH M| HAIE [EM R
-llo:ljlll .

F5 BIG-IP 2= H#Z1 A X|

F5 BIG-IP= L4-L7 538 £4F SSL/TLS QHEE, DNS, &fetH 52 H|Zot 2ot 1g
i = 1

naZgM 52 Efn ﬂ+a| ol HOt MH|AE H|Z25H= ofZ2|H|0|M Z1E =2{(ADC)
L|C}. o|2{gt MH|AE= OfE2[FH|0] M2 7t9 ,Hot Sl M58 I A AL

ZojA 7Hy O Z2t0|AA 2 THefoh HAO= HiZ 3 ALY
St HHZESHH of 7|9 HHME FZOHM K.

F5BIG-IP= ME SIEQ0, E2RE EE=E 2
UAELICH 27 AFghol| W2t F5 BIG-IPE B
F5 BIG-IP A|H| A2t Red Hat OpenShiftE X2 E6t7| 2[sH F5= BIG-IP ZAH|0|LH Q1 a2|A MH|A(CIS)E
HZEILICE CISE S5 AFRXE FO| 2|42 Ho|(CRD)| i3t OpenShift APIZ ZHAISHT F5 BIG-IP A|AE 2A S
22|5t= ZHEER TEZ MX|ELICt F5 BIG-IP CISE OpenShiftdl A LoadBalancer % Routes A{H|A @3S
Hofst=E e = USLIC

22 288 4

= LoadBalancer

LESt LoadBalancer S0 CHEt MH|AZ Q3| XSO 2 IP TAE S
UELICH F5 IPAM HAEZ2{= ipamLabel 42 ALZ5H0] AFH L E S0iM IP 32
MH|AQ| OpenShift APIE ZHA|St= ZHEER TEZ MX|E/L|C}

M

aEstelel F5 IPAM 2ES

—
S
= O

Ot

O| H|Oo|X[0f M= F5 BIG-IP CIS & IPAM ZAEE2{0] Chist 84X 3! 7 X|HS UELICt B Z2HO2 F5BIG-IP
AARS HiZSH 2t0| MA S Hrotof 2L CL BIG-IP VE 7|8 2t0| M A0 7|2X o2 ot IE SDN A{H|2-0f| Chet
2to|iA: HRHL|C}
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F5 BIG-IPE S2% Tt S2{AE DER DX 4 UBLICE 0[2/8 Y52 I8} F5 BIG-IPS S
My DES HEEAXD, 2Y SHORE T Toj XIS W|6t| 9ok BIG-IP 22{AES
Abgts 20| of E&LICH

o

F5 BIG-IP A|A”I2 HE S=9)|0], 22HRE = 2O20|A JHy S 20| AL B ESH F5
Clset Setet = UXE 12.x 0|4 HHE AEE += JAFLICL 0] 2M 2| SH Y F5 BIG-IP A|AHI2
BIG-IP VE O{|C|d S2 ArESIH 7t O{E20|AAZ HBE[UJSLIC.

®
®

= EES

AE ATE | HA
HEH QEAZE 46 RE, 47
F5 BIG-IP VE ofC|d 16.1.0

F5 ZHO|H F& MH|A 2.5.1

F5 IPAM ZIEZ2 0.1.4

F5AS3 3.30.0

=0

1. F5 Application Services 3 &&H2 MX|stH BIG-IP A|AHIO| HHHE HH A JSONCE NS 518 4
UAELICE 2 7ICt "F5 AS3 GitHub KMZ A" | A|A RPM It S I:PEEOHHIB_

2. F5 BIG-IP A|AHI0| 23921511 iApps > THF|X| Z2| LXZ 0|53t T 71H 27|
%

3. MY Medg Z2istn CHR 2S5 AS3 RPM IS MEds 5 2ol

=

Import Package

I File Mame | Choose File | f5-appsves-3.30.0-5 noarch rpm

Cancel || Upload |

4. AS3 &H T2 10| 43 HQZ HX|=U=A| 2elstA K.

i VS == VRS Tam
SRR g ] Pr-appives-3 3005 sgaich PLLGE
5. CHE 22 OpenShift2t BIG-IP A|AH! ZF EA0| 2R3 2| AAE FLMBLICtH HX OpenShift SDN2 £/%t BIG-
IP A|AENO|| VXLAN E{d QIE{H|O|A S %“86}04 penShiftet BIG-IP At Zt0f| B2 S MMetL|Ct HEY3 >

EHY>IOI2LZ 0|S3H S OE7|E Z2a2lstn B En'o vxlanE, E2{Y FAS HEPHAEE HAXTLILCE.
]:[E]II OlEO OIE#OI-_I 'Qfﬁya =g '6I;l|_||:|-
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Mafwodl o Tuemals @ Proflles @ VILAM o Mew 0L

IH.me i ligeent
Prarerd Protis wwlan v
Deacnpton |
Satlirgs b L
Pon [ |
Flcing Type Rufticas! -]
Canced || Fepast || Findshod
6. HEQZ >Ed > EHE SE0= 0|S3I0f BHS7|E 226t B2 0|2t 22 IP FAE YL} O™
THAOA BHE B2 T2 ES MEISHL 'Ot S SEIYLC

Network » Tunnels : Tunnel List » MNew Tunnal...

Configuration
I Name | openshift_vxlan |
Description [ |
e Co—
Profie T —
I Local Address [ 10.63.172.23¢ |
Secondary Address Any v
Remote Address Ay v
Moda Bidirectional
Ty C—
Use PMTU Enabled
TOS | Preserve »
Auto-Last Hop | Default v
Traffic Group | None v]

| Cance! || Repeat || Finished

7. 22{AH 22|X} H$tO 2 Red Hat OpenShift 22{AE 0| 2 3Q18tL|Ct,

—_——

8. OpenShiftoflA F5 BIG-IP MHE SAE MEUS MAMSI0 OpenShift 22{AES| JEUIS F5 BIG-IP MHZ
SHEFBILICE SAE NEU YAML HO|S CH2 2EFHLICE

wget https://github.com/F5Networks/k8s-bigip-
ctlr/blob/master/docs/config examples/openshift/f5-kctlr-openshift-

hostsubnet.yaml

9. TAE MEY mAS MESHT OpenShift SDNO|| CHSH BIG-IP VTEP(VXLAN E{g) IPE F7tefLCt.
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apiVersion: vl
kind: HostSubnet
metadata:
name: fb5-server
annotations:
pod.network.openshift.io/fixed-vnid-host: "QO"
pod.network.openshift.io/assign-subnet: "true"
# provide a name for the node that will serve as BIG-IP's entry into the
cluster
host: f5-server
# The hostIP address will be the BIG-IP interface address routable to
the
# OpenShift Origin nodes.
# This address is the BIG-IP VTEP in the SDN's VXLAN.
hostIP: 10.63.172.239

G)  uexn

o
ox

ol

N

ASAE P VIE MR HEE HESHMR.

10. HostSubnet 2| AA S MMBHL|C

[admin@rhel-7 ~]$ oc create -f f5-kctlr-openshift-hostsubnet.yaml

hostsubnet.network.openshift.io/f5-server created

1. F5 BIG-IP Mtof| CHsll MM E SAE MEUlof chet 2HAE 1P MEU He|E 7EHSLICH
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[admin@rhel-7 ~]$ oc get hostsubnet

NAME

SUBNET
f5-server
10.131.0.0/23
ocp-vmw-nszws-master-0
10.128.0.0/23
ocp-vmw-nszws-master-1
10.130.0.0/23
ocp-vmw-nszws-master-2
10.129.0.0/23
ocp-vmw-nszws-worker-r8fh4
10.130.2.0/23
ocp-vmw-nszws-worker—-tvr4o6
10.129.2.0/23
ocp-vmw-nszws-worker-wdxhg
10.128.2.0/23
ocp-vmw-nszws-worker-wg8r4
10.131.2.0/23
ocp-vmw-nszws—-worker-wtgfw
10.128.4.0/23

EGRESS CIDRS

12. F5 BIG-IP MH0]| sliZst= OpenShifte] SAE MEU

HOST

EGRESS IPS
f5-server
ocp-vmw-nszws-master-0
ocp-vmw-nszws-master-1
ocp-vmw-nszws-master-2
ocp-vmw-nszws-worker-r8fh4
ocp-vmw-nszws-worker-tvr4o6
ocp-vmw-nszws-worker-wdxhg

ocp-vmw-nszws-worker-wg8r4

ocp-vmw-nszws-worker-wtgfw

HOST IP

10.

10.

10.

10.

10.

10.

10.

10.

10.

63

63.

63.

63.

63.

63.

63.

63.

63.

172.
172.
172.
172.
172.
172.
172.
172.

172.

Helofl A= IPE OpenShift VXLANO| XA IPE

239

44

47

48

11

24

15

17

MAMSH|CL F5 BIG-IP A|AEI0| 23018t YEY 3 > AHA| IPE 0|53t O} MM S Z2I8tL|Ct. F5 BIG- |p

SAE NELI0] Chef MAE SBAE 1P AEUS| IPS 25k, VXLAN EES e

YHYLICL O3 L3 A= E SEIEL

_n__a_
OO
—

SENEE T

Metwork » Self IPs » New Self IP...

Configuration
Name | 10.131.0.60 [
IP Address | 10.131.0.60 [
Neimask | 255.252.0.0 ]
VLAN / Tunnel openshifi_vxla v |
Port Lockdown Allow Al =
hias e
Senvice Palicy Nonge
| Cancel || Repeat || Finished

E
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13. cIset °*7H| T45t1 AEE F5 BIG-IP A|AF0H| THE[ S BHELICE A A" > ALEX} > THE|M SEC = 0| S50
DHS7|E 225t MF HEE UYL O3 02 228 SEgLch

System » Users : Partition List »» New Partition...

Properties

I Partition Name oCp-Vmw

Partition Default Route Domain | [0 v |

Description

(] Extend Text Area
' [ Wrap Text

Redundant Device Configuration

' ® inherit device group from root folder

Device Group
Mone s

[ inherit traffic group from root folder
traffic-group-1 (floating) b

Traffic Group

| Cancel || Repeat || Finished |

() F5=Cisvt Befshs TEIMO| 45 T4 SO 242 S I,

14. OperatorHub2| 2AXIE AE3t0] F5 BIG-IP CISE AX|BtL|Ct. 22 AE 22|Xt H$HOZ Red Hat OpenShift
S2{AE| 23218 f 2Kt A =712 F5 BIG-IP A|AH 27001 X} ZHOZ H|US MMeh|ct
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[admin@rhel-7 ~]$ oc create secret generic bigip-login -n kube-system

-—-from-literal=username=admin --from-literal=password=admin

secret/bigip-login created

15. F5 CIS CRDZ M X|gfL|C}.

[admin@rhel-7 ~]$ oc apply -f

https://raw.githubusercontent.com/F5Networks/k8s-bigip-

ctlr/master/docs/config examples/crd/Install/customresourcedefinitions.y

ml

customresourcedefinition.
created
customresourcedefinition.
created
customresourcedefinition.
m created
customresourcedefinition.
created
customresourcedefinition.
created

16. Operators > OperatorHubZ 0| S5t0{ 7|9 = F55 A5t F5 Container Ingress Service EtY S

OperatorHub

apiextensions.

apliextensions.

apiextensions.

apiextensions.

apliextensions.

k8s.

k8s.

k8s.

k8s.

k8s.

io/virtualservers.cis.f5.com

io/tlsprofiles.cis.f5.com

io/transportservers.cis.f5.co

io/externaldnss.cis.f5.com

io/ingresslinks.cis.f5.com

litemns
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17.

2SN YEE S &

XS SEHHIR.

F5 Container Ingress Services
* LED provided by FS Metworka inc

Latest version
180

Capabliity level

& Basic lresnall

[}
Seamieis Upgradss
Full Lifecycle

L)
Deep nsightn

)

) Auto Pilet

Provider type
Cedtified

Provider
F5 Networks Ing,

Repository
httpa:fgithub.com/ FSNet
works/kBs-bigip-ctir

Container Image
registry.connect.redhat.co
my/fSnetworks/&kBs-bigip-

Introduction

This Operator Installs FS Container Ingress Services (CI5) for BIG-IP In your Cluster, This enables o
canfigure and deploy CIS wsing Helm Charts.

FS Container Ingress Services for BIG-IP

F5 Container Ingress Services (CI5) Integrates with container archestration emvironments 1o
dynamically create L4/L7 services an F5 BIG-IP systems, and lnad balance netwark traffic across the
services Monitoring the orchestration AP server, CIS 12 able 1o modify the BIG-IP system canfiguration
based on changes made to contalnanzad applications

Documentation

Aefer 10 F5 documentation
+ CIS on OpenShift (https fclowddocs fS comy/containersylatest/userguide fopenshift /) - OpenShift
Routes (hittpsffclouddocs s comfcontainersTatest fuserguidefroutes himl)
Prerequisites
Create BIG-IP login cradentials for use with Operator Helm charts. A basic way be,

ot craate secret generic <SECRET-MAME» -n kube-system --from-literals=usernase=<USERN
AMEr - -From-literal=password=<PASSHORD»

18. Mx| 2Gxt stHOIM 2= 7|2 OS5 2 T MX|E 22/ ch
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20.
21.

Cperatoidul » Opéraldr Instddlation

Install Operator
kst

Uipdate channe

& beta

Installabion mode *

& Al namespaces on the cluster (default)

0 Aspec NArSs0ace ofn the cluster.

Dpertor will be available in a-single Namespace only
Installed Namespace *
&) coenshift-operators

Approval strategy

& Automatic

O tarseal

Mo
08 E
>
m

@ F5 Container Ingress Services
1.8.0 provided by FS Networks Inc

Installing Operator

EX[st= ol AlZto] ZEL|Ct.

@ FS Container Ingrtssﬁerwm
ded by F3 Networka Inc

Presvided APis

G13 FeBigipCir

Thes CRD provides kind FERigIpttls o
configute and deploy FS BIG-IP

Comtigller

The Operator is being installed. This may take a few minutes.

View installed Operatars in Namespace openshift-operators

Xp7F 2R =H DX dS HAIXZE EAIELCH

ez

o

At > JH7(|E._| 2tz 0|Fe = F5 AE|0[H =
tS7|18

Al MH|A S 22I8t10 F5BiglpCtir EFY OF2HOi| A ©

O AEIA
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Project: openshift-operators

Installed Operators * Operator details

@ F5 Container Ingress Services
1.8.0 provided by F5 Networks Inc.

Details YAML  Subscription Events  F5BiglpCtir

Provided APIs

(iE[® FsBiglpCtir

This CRD provides kind F5BigIpCtlr to
configure and deploy F5 BIG-IP
Controller.

(® Create instance

22. YAML 27|15 22/6t1 ot ij7iH~5 HH0|Evt = O3 82 20 E&LICH

=

Oi7HtH 4 HEO|E bigip partition,  openshift_sdn_name’, bigip url J2|1
bigip login secret Of2fl= 2HXE ZAISH| Hof| B-of| ot 2f2 25| 2/t
ZLCt.

O
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apiVersion: cis.f5.com/vl1
kind: F5BigIpCtlr
metadata:
name: fb5-server
namespace: openshift-operators
spec:
args:
log as3 response: true
agent: as3
log level: DEBUG
bigip partition: ocp-vmw
openshift sdn name: /Common/openshift vxlan
bigip url: 10.61.181.19
insecure: true
pool-member-type: cluster
custom resource mode: true
as3 validation: true
ipam: true
manage configmaps: true
bigip login secret: bigip-login
image:
pullPolicy: Always
repo: fS5networks/cntr-ingress-svcs
user: registry.connect.redhat.com
namespace: kube-system
rbac:
Create: true
resources: {}
serviceAccount:
Create: true

version: latest

23. o] FHIXE 20{E2 = USI|E S=ILLICL 0|HH| 5t kube-system U FAH 0| A0 CIS ZETF EX|EL|CEH

Pocs

T Filter = Mame = m
MName 1 Status Ready Restarts Cwner Memary CPU
ﬂ = R @ f B 0 o
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®

Red Hat OpenShift= 7|2XO = L7 235t 242 2ot Z2E Soll MH|AE E5t= WHE
HSELICt LHEE OpenShift 2B = O|2{st Z20i| Ciot Z et EafE X2|E S|t
SHX|2F 2|2 F5 BIG-IP A|ARIS Sell ZEE X|YSHEE F5 CISE 718Y = JELICH O
ANAR2 B 2RE 2 HHE[AHLE XHH| 2 A& OpenShift 2FRE E CiM|St= FX| 2 A=
UELICE CIS= OpenShift 2201 CHSt 2tRE HeS Sh= 7HE HH E BIG-IP A|ARIO|
MYst, BIG-IP= 21 U Eeli 2tRE S M2|RLICE 0] 7|2 EM3tst7| @I oi7HH0
CHSt XEMISH LHE 2 0f7]2] MHAME EHZESHM K. 0|213 i7HtH 4= apps/v1 API2| OpenShift
HHZE 2 A0f CHal Mo =0 JAELICE mEtA 0| F F5BiglpCtir 2|4 cis.f5.com/v1 API2L &
A2 mf D74 0| 22| 3H0|E(-)E BE()E HHEAMIR.

Ir

H

24. CIS 2|AA MY0| MY == elsol= CHS0| ZRELICE ipam: true J2|1 custom resource mode:
true . O[2{et O7H#H 4= CISS IPAM HEE2{9| &S Edoldts ol ERELICE F5 IPAM 2|2AE
YHsHH CIS7H IPAM Sets 2o =X| 2eletL|Ct.

[admin@rhel-7 ~]$ oc get f5ipam -n kube-system

NAMESPACE NAME AGE
kube-system ipam.10.61.181.19.ocp-vmw 43s

25. F5 IPAM AEE2{0f| 2R3t MH|A AW, HE 9l dot Hield S MASLICE YAML TS SHETD CHS LHE
=g A
Eo:l'é'l:ll—ll:l'.

54
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[admin@rhel-7 ~]1$ vi f5-ipam-rbac.yaml

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: ipam-ctlr-clusterrole

rules:
- apiGroups: ["fic.f5.com"]
resources: ["ipams","ipams/status"]
verbs: ["get", "list", "watch", "update", "patch"]

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: ipam-ctlr-clusterrole-binding
namespace: kube-system
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: ipam-ctlr-clusterrole
subjects:
- apiGroup: ""
kind: ServiceAccount
name: ipam-ctlr
namespace: kube-system
apiVersion: vl
kind: ServiceAccount
metadata:
name: ipam-ctlr
namespace: kube-system

26. 2| AAZ MAMBHL|C}.

[admin@rhel-7 ~]$ oc create -f fb-ipam-rbac.yaml

clusterrole.rbac.authorization.k8s.io/ipam-ctlr-clusterrole created
clusterrolebinding.rbac.authorization.k8s.io/ipam-ctlr-clusterrole-
binding created

serviceaccount/ipam-ctlr created

27. YAML It S 2HS T of2ofl RIS F5 IPAM HIE Fo|E 20 &L L.



56

@ Otz spec.template.spec.containers[0].args2| ip-range TH7HH4E FH|0|ESHH Mo
S| EoteE ipamLabels & IP T4 HPIE gt BtL|C}

@ ipamLabels[range1l 2|1 range2 [Ot2 O] IPAM ZAEE2{7t | &l HRI0N IP FLAE
X6t stekst 4 QIE 2 | padBalancer S8 2| MH| A0 CHS FA{0| ZegtL|Ct.

[admin@rhel-7 ~]$ vi f5-ipam-deployment.yaml

apiversion: apps/vl
kind: Deployment
metadata:
labels:
name: f5-ipam-controller
name: f5-ipam-controller
namespace: kube-system
spec:
replicas: 1
selector:
matchLabels:
app: fb-ipam-controller
template:
metadata:
creationTimestamp: null
labels:
app: fb-ipam-controller
spec:
containers:
- args:
- —-orchestration=openshift
- —--ip-range='{"rangel":"10.63.172.242-10.63.172.249",
"range2":"10.63.170.111-10.63.170.129"}"
- —-log-level=DEBUG
command :
- /app/bin/f5-ipam-controller
image: registry.connect.redhat.com/fbnetworks/f5-ipam-
controller:latest
imagePullPolicy: IfNotPresent
name: f5-ipam-controller
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
serviceAccount: ipam-ctlr

serviceAccountName: ipam-ctlr



28. F5 IPAM ZIEE2{ L E MMTtLC}t,

[admin@rhel-7 ~]$ oc create -f fbh-ipam-deployment.yaml

deployment/f5-ipam-controller created
29. F5 IPAM ZHAE SR ZEJ A3 FQIX| 2elstM| .

=

[admin@rhel-7 ~]$ oc get pods -n kube-system

NAME READY STATUS

AGE

f5-ipam-controller-5986cff5bd-2bvno 1/1 Running
30s

f5-server-£f5-bigip-ctlr-5d7578667d-gxdg] 1/1 Running
14m

30. F5 IPAM A7|OFS MM BtLICE.

[admin@rhel-7 ~]$ oc create -f
https://raw.githubusercontent.com/F5Networks/f5-ipam-
controller/main/docs/ static/schemas/ipam schema.yaml

RESTARTS

customresourcedefinition.apiextensions.k8s.io/ipams.fic.f5.com

IOl

—

Lot

1. LoadBalancer §&2| MH|AE DHELILCE
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[admin@rhel-7 ~]$ vi example svc.yaml

apiVersion: vl
kind: Service
metadata:

annotations:

cis.f5.com/ipamLabel: rangel

labels:
app: f5-demo-test
name: f5-demo-test
namespace: default
spec:
ports:
- name: fb5-demo-test
port: 80
protocol: TCP
targetPort: 80
selector:
app: fb-demo-test
sessionAffinity: None
type: LoadBalancer

[admin@rhel-7 ~]1$ oc create -f example svc.yaml

service/f5-demo-test created

2. |IPAM HEE2{7} 28 IPE YEst=X| 2RISHN K.

58

[admin@rhel-7 ~]$ oc get svc

NAME TYPE
PORT (S) AGE
f5-demo-test LoadBalancer
80:32605/TCP 27s

ZE MMt MME LoadBalancer A{H|A

CLUSTER-IP

172.30.210.108

£ AL

EXTERNAL-IP

10.63.172.242



[admin@rhel-7 ~]$ vi example deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
app: fb5-demo-test
name: f5-demo-test
spec:
replicas: 2
selector:
matchLabels:
app: fb5-demo-test
template:
metadata:
labels:
app: fb5-demo-test
spec:
containers:
- env:
- name: service name
value: f5-demo-test
image: nginx
imagePullPolicy: Always
name: f5-demo-test
ports:
- containerPort: 80
protocol: TCP

[admin@rhel-7 ~]1$ oc create -f example deployment.yaml

deployment/f5-demo-test created
4. ZETJH A FIX| EQlotM|R.

[admin@rhel-7 ~]$ oc get pods

NAME READY STATUS RESTARTS AGE
f5-demo-test-57c46£6£98-47wwp 1/1 Running 0 27s
f5-demo-test-57c46f6£98-c12m8 1/1 Running 0 27s

5. OpenShifte| LoadBalancer & MH| A0 CHSH BIG-IP A|AEIO]| SHE 7HAF M7t MM E|Q=X] 2HOISHM|R.

272 Ealm > 7hA M > JHA MH 2202 o|SBiLICt
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202! O|O|X| K| AEE| MY

FLiCt.
"Quay.io" EEE "= E" REES[ 174 27 Afets SETLIC. N
HIS7H O|0|X|Lt &Y o[0|X[E "'*'?3'3LT'_ 20{5l= 3R% %!%'—IEL

Of X}0i| M= Trident 2f NetApp ONTAP Of| M X|Sdot= S+ 2822 X/ E= 712l O|0|X| X[ AEE|E TEE

HteH S AHBILICE,
Trident Protectd|= Astra ZAH|0| 40| Z @3t O|0|X|E SAEISH= BIX|AEE| 7 HQBtL|CH CHS

(i)  “M0lM= Red Hat OpenShift 22{A{of 4ol 2 KAE2|Z SHFD Trident Protect 4412
X|glsts o TR 0|0|X|S TA|SHs ThA 2 MEer|ct

il ojojx| EIX|AEzZ| 2HET]

1.3 7|12 MEA S2H20M 7|2 42 HMAHSHL Trident X[ XMEHA SAE OpenShift 22{AE{2)
72U R FA Malgct.

[netapp-user@rhel7 ~]$ oc patch storageclass thin -p '{"metadata":
{"annotations": {"storageclass.kubernetes.io/is-default-class":
"false"}}}!

storageclass.storage.k8s.io/thin patched

[netapp-user@rhel7 ~]$ oc patch storageclass ocp-trident -p
'{"metadata": {"annotations": {"storageclass.kubernetes.io/is-default-

class": "true"}}}'!
storageclass.storage.k8s.10/ocp-trident patched

2. [h3 NME o7 4E =d5t0] imageregistry HAXE HERLICH spec 2.

[netapp-user@rhel7 ~]1$ oc edit
configs.imageregistry.operator.openshift.io

storage:
pvc:
claim:

3. CI3 0iH 42 LSIMR. spec ALEAL X|H SAE 0|EQE OpenShift ZZE == MMQIL|Ct &S

60

t

i


https://quay.io
https://hub.docker.com
https://hub.docker.com
https://hub.docker.com

S=LCt

routes:
- hostname:
name: netapp-astra-route

astra-registry.apps.ocp-vmw.cie.netapp.com

AP ELICE OpensShift7t 7|2

o] 22 72 B20| AHEX} Mo SAE 0|50 Hag m A8
E F7te = UELICE spec BE:

() =2E0IZ02 Z2E WSS of2fE OIS o4
defaultRoute: true.

AHEXE Ho| TLS Q13N
ZE0| AKX X SAE 0|2 A8 82 7[2X 22 OpenShift Ingress Xt 7|2 TLS 7 40|
AHEELICE SEX|2H A 20| AFEX "ol TLS A4S FIte 4= UELICH I A ot2{H O3 HAE
SIZ SN K.
a. 229 TLS 21E et 7|E ALESI0] H|U S MM etLCt.

[netapp-user@rhel7 ~]$ oc create secret tls astra-route-tls -n
openshift-image-registry —-cert/home/admin/netapp-astra/tls.crt

--key=/home/admin/netapp-astra/tls.key

OW7HH~Z FILRLICE spec B,

glo

b. imageregistry H4HAHE TESHD Ct

[netapp-user@rhel7 ~]$ oc edit
configs.imageregistry.operator.openshift.io

routes:

- hostname:
netapp-astra-route

astra-route-tls

astra-registry.apps.ocp-vmw.cie.netapp.com

name:
secretName:

2LICt Managed &Ef. ME

0z
£
i
n
dlo
|0
Hu
rE
oM

4. imageregistry ®GXAtE CHA| HWE St 2AXI2| 22|

St
oc edit configs.imageregistry/cluster

managementState: Managed

Hr
o
=2

5. BE MA| £0| SF=[H 71l o|0]X| HX|AEZ|0] Chet PVC, ZE 8 MH|AT M EL|CH R

AIX[AEE7L &S AYLICt

eSEin]
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[netapp-user@rhel’7 ~]Soc get all -n openshift-image-registry

NAME
RESTARTS AGE

pod/cluster-image-registry-operator-74f6d954b6-rb7zr

3 90d
pod/image-pruner-1627257600-£f5cpj
0 2d%h
pod/image-pruner-1627344000-swgx9
0 33h
pod/image-pruner-1627430400-rv5nt
0 9h
pod/image-registry-6758b547f-6pnj8
0 76m

pod/node-ca-bwb5r

0 90d

pod/node-ca-f8w54

0 90d

pod/node-ca-gjx7h

0 90d

pod/node-ca-lcx4dk

0 33d

pod/node-ca-v7zmx

0 7d21h
pod/node-ca-xpppp

0 89d

NAME

IP PORT (S) AGE
service/image-registry

5000/TCP 15h

service/image-registry-operator
60000/TCP 90d

NAME DESIRED
AVATLABLE NODE SELECTOR
daemonset.apps/node-ca 6
kubernetes.io/os=1linux 90d
NAME

AVAILABLE AGE
deployment.apps/cluster-image-regi
90d

deployment.apps/image-registry

15h

62

TYPE CLUSTER-I

READY STATUS

1/1

0/1

0/1

0/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

P

Running

Completed

Completed

Completed

Running

Running

Running

Running

Running

Running

Running

EXTERNAL-

ClusterIP 172.30.196.167 <none>

ClusterIP None

<none>

CURRENT READY UP-TO-DATE

AGE

READY

stry-operator 1/1

1/1

6
UP-TO-DATE
1 1
1 1



NAME DESIRED
CURRENT READY AGE
replicaset.apps/cluster-image-registry-operator-74f6d954b6 1

1 90d

replicaset.apps/image-registry-6758b547f 1

1 76m

replicaset.apps/image-registry-78bfbd7f59 0

0 15h

replicaset.apps/image-registry-7fcc8décc8 0

0 80m

replicaset.apps/image-registry-864£f88f5b 0

0 15h

replicaset.apps/image-registry-cb47fffb 0

0 10h

NAME COMPLETIONS DURATION AGE
job.batch/image-pruner-1627257600 1/1 10s 2d9%h
job.batch/image-pruner-1627344000 1/1 6s 33h
job.batch/image-pruner-1627430400 1/1 5s 9h
NAME SCHEDULE SUSPEND ACTIVE LAST
SCHEDULE AGE

cronjob.batch/image-pruner O 0 = % w= False 0 %5h
90d

NAME HOST/PORT

PATH SERVICES PORT TERMINATION WILDCARD
route.route.openshift.io/public-routes astra-registry.apps.ocp-
vmw.cle.netapp.com image-registry <all> reencrypt None

6. Ingress 2 Xt OpenShift ZIX|AEZ| AZ0]| 7|2 TLS 2SN E At2st= ER OFS HHS AF2SI0 TLS
RIBME 7IH2 &+ U&LICH

[netapp-user@rhel’7 ~]$ oc extract secret/router-ca —--keys=tls.crt -n
openshift-ingress-operator

7. OpenShift =7t H|X|AEZ|0f| HM|ASHH O|O|X|E 7 & 4 U= 52 OpenShift '==2| Docker
Z20|HEN| ASBS A E F=7I2LICE configmap2 MM SLIC} openshift-config TLS Q1B ME ALESHH
HIYAHO|AE 2SN S2AHE 0|0|X] 40| XISt ASME Ll=g + JA=F BHELCL



[netapp-user@rhel”7 ~]$ oc create configmap astra-ca -n openshift-config

-—from-file=astra-registry.apps.ocp-vmw.cie.netapp.com=tls.crt

[netapp-user@rhel7 ~]$ oc patch image.config.openshift.io/cluster
--patch '{"spec":{"additionalTrustedCA":{"name":"astra-ca"}}}"
—-—type=merge

8. OpenShift LS 2| X|AE=2 |E oI5 Edff MO{ELICt. BE OpenShift AF2XH= OpensShift 2| X|AE2|0|
M AL = JX|TH 29I U FEXL #etof| et EatE Lt

H A
a. AFEAL £ A OF0| HX|AEE|0|M O|0|XKIE 712 4= UA=F ot2AH slie AEX0l|A 2K AEZ]

7O HHo| S| 0fOf BHLCE

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-viewer

ocp-user

[netapp-user@rhel’7 ~]$ oc policy add-role-to-group registry-viewer

ocp-user-group

b. AFXt = AFEXL 1F0| O|0|X|E 28I 7ALE FAY = JAE=F St2{H siiE ALZ XA registry-editor
HH0| HYE[0fOF BfLICE.

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-editor

ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-editor

ocp-user-group
9. OpenShift wE7} 2K AE2|0f| BAN|ASIO] O|O|X|E FASHAHLE 52T E A| IS FM3H{0F SL|Ct.

[netapp-user@rhel”7 ~]$ oc create secret docker-registry astra-registry-
credentials --docker-server=astra-registry.apps.ocp-vmw.cie.netapp.com
—-—-docker-username=ocp-user —--docker-password=password

10. 0] & A2 2 MH|A AFol| THX|=| AL s ZE Folol| M HEE 4= JAELICE

a. MH[A AFo| X E XHEota{H L2

= 10

mlo
o°=_*
Of
=
o

[netapp-user@rhel7 ~]$ oc secrets link <service account name> astra-
registry-credentials --for=pull

b. ZE Hoo|M & A2 S BXSHH CHF I7HHSE FII6IM K. spec BE.
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imagePullSecrets:

- name: astra-registry-credentials

11. OpenShift = =2t CHE | I AH|O|M0f| A O|0|X|E ZFEA[SIHLE Eot2{H CFS THAIE 2t=25HMR.
a. Docker Z220|HE0]| TLS QIZAME Z7}gL|C}.

[netapp-user@rhel7 ~]$ sudo mkdir /etc/docker/certs.d/astra-

registry.apps.ocp-vmw.cie.netapp.com

[netapp-user@rhel7 ~]$ sudo cp /path/to/tls.crt

/etc/docker/certs.d/astra-registry.apps.ocp-vmw.cie.netapp.com
b. oc login BE 2 AtE3t0] OpenShiftd] 23 Q1gfL|Ct,

[netapp-user@rhel7 ~]$ oc login --token=sha256~D49SpB lesSrJYwrMOLIO

-VRcJWHuOa27vKa0 --server=https://api.ocp-vmw.cle.netapp.com:6443

C. podman/docker HEZ AL25I0{ OpenShift AF2X} XHH ZSHE ALt 2| X[AEE|0f| 2TQI%fL Tt

I

[netapp-user@rhel’7 ~]$ podman login astra-registry.apps.ocp-

vmw.cie.netapp.com -u kubeadmin -p $(oc whoami -t)

--tls
-verify=false

+ &0 A8 EQl A2 kubeadmin AHEXFZL IHQI 2IX|AER|0f 2015 & HIY
ArERLICH

o

A

[netapp-user@rhel’7 ~]$ docker login astra-registry.apps.ocp-

vmw.cie.netapp.com -u kubeadmin -p $(oc whoami -t)

=+

: A8 B2l B2 kubeadmin AFEXIZL 7HRI EIX|AEE|0| 2218 = H|HS A EZS
Lfct.

oo K

=
oo o2t

d. O|O0|X|E ALl SLICt
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T

[netapp-user@rhel7 ~]$ podman push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel7 ~]$ podman pull astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

=A
[netapp-user@rhel7 ~]$ docker push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

[netapp-user@rhel7 ~]$ docker pull astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

S50 435 8 AE AL

EM HZ 9 ALE All: NetApp AF2 S Red Hat OpenShift

o

| m|o|X|0f] M| S E 0l = NetApp 2t &7H AFHE == Red Hat OpenShiftd]| CHot SFM4 4
AHE Ab|RL|CH

0|H

al
ES

* "G MEAE MESHY Jenkins CI/CD IHO| 2Ol Hi "
* "NetApp AF25t0 Red Hat OpenShiftof| Al ZE|E|HA| A"
* "NetApp ONTAP £3%t Red Hat OpenShift 7+&+3}"

* "NetApp AFH23t Red Hat OpenShifte| KubernetesE ?I8t 15 S2{AH 22|

IR AEE|X|E A2t Jenkins CI/CD IO|Z 21! H{ X : NetApp AF2¢t Red Hat
OpenShift

O] M0l M= JenkinsE ArEStH £8M 2= AS5H| 28 CI/ICD(X|&HQl SEH/X|SH 2
HE = HHE) Do Zafel S B EShH= THAHIE S LIt

Jenkins H{ZEO|| 2%t 2|AAE MMBIL|CE,
Jenkins OEZ|A|0| M S B EStH= Of| 2Rt 2|AAS MAMSHEH CH2 CHA|S AR SHAM|R.

1. Jenkins2t= 0|82 ME2R2 ZZHEE oH5L|CL
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https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-overview.html

Create Project

Name *

Jenkins|

Display Name

Description

2. 0| oM = HF MEAE AFESH0] JenkinsE HHE?H% | r enklns HCE X[st2{H PVC
MEA > 28 S YUSZ 0|58t0 IR
Medstn A7 28 232 0|£0] jenkinsU K| §+°Ior S|

SEgL.

Cancel

£ ThsLCh

Io|-|_||:|- AHA‘IE| AEE|I| EEHAE
'ol"_ :;7|9_|. OHA-"A gcE A—|EHo} [|-O AHJHO
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o1z Ao M Sz

Project: jenkins «

Create Persistent Volume Claim

Storage Class

@ basic

Edit YAML

Storage class Tor the new claim.
Persistent Volume Claim Name *

jenkins

A unique name for the storage claim within the project.

Access Mode *

& Single User (RWQO) () Shared Access (RWX) (0 Read Only (ROX)
Fermissions to the mounted drive.

Size *

10d GIB

Desired storage capacity.

[l Use label selectors to request storage

e label selectors 1o define how storage is created.

MEAE AFE810] Jenkins HHE

HEAZ JenkinsE HHESIZH CHS HHAIE 22 6HAM|R.

==
HEYOIM jenkinsE AMSIMR. FF MEATE U= Jenkins MH|AE MEISHNR.

ZHE|Xtof| M JHEXtZ HABLICE +3:71E E@!OPE FIEZ 0N E MERtLCE F|RIER
Z4 A
[ R |



2.

3.

Project: jenkins =

Developer Catalog

Add shared apps, services, or source-to-image builders to your project from the Developer Catalog. Cluster admins can install additional apps which will show up here automatical

I All ltems
Languages
Databases
Middleware
cl/co

Other

Type
¥ Operator Backed (0)

[ Helm Charts (0)
@ Builder Image (D)
@ Template (4)

Service Class (0)

All ltems

{enkins Group By: None

@ Template @ Template @ Template

Jenkins Jenkins Jenkins (Ephemeral)

provide: ed Hat, Inc provided by Red Hat, Inc Red Hat, Inc

Jenkins service, with persistent Jenkins service, with persistent Jenkins service, without

storage. NOTE: You must have storage. NOTE: You must have persistent storage. WARNING:
persistent volumes available in.. persistent volumes available in... Any data stored will be lost upon...

@ Template

Jenkins (Ephemeral)

provided by Red Hat, inc

Jenkins service, without
persistent storage. WARNING:

L7 St= A2| Instantiate Template.

Jenkins X
Provided by Red Hat, Inc.
Instantiate Template
Provider Description
Red Hat, Inc.
Jenkins service, with persistent storage.
Support
Get support MNOTE: You must have persistent volumes available in your cluster to use this template.
Documentation
Created At
@ May 26, 3:58 am https://docs.okd.io/latest/using_images/other_images/jenkins.html 2
712X 2 Z Jenkins OHZ2|A|0[ M| M2 FEIF HTLICE 27 Aol 2t oi7fH~E =Fstl HE7|1E
Z2/stL|ct. o] ZZM|AE OpenShiftll A JenkinsE X|ste O] 2ot B E 2|AAS MATHL|CH
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Instantiate Template

Namespace * %‘ Jenkins
G jonkins - " INSTANT-APF JENKING
View documentation(g® Get support g
Jenkinz Service Name
jenkins Jenkins service, with persistent storage.
The name of the OpenShift Service exposed for the Jenking container, NOTE: You must have peisistent volumes available in your cluster to use this template.

Jenkins JNLF Service Mame

PR The foliowing resources will be created:
The name af the service used for master/slave commmication v Deplaymenicantia
i PerststentvVolumeCiai
Enable OAuth in Jenkins . e 5-_ nivalumeCiaim
= RoleBinding
Trug . Ruute
* Service

Whather to enable OAuth OpenShift integration. If faise, the statle acoount "acmin’ will
beinitislized with the password "password .

= ServiceAccount

Memory Limit
=

Maximum amount of memary the container can use

Volume Capacity *
S00GI

Volume space available for dista, eqg. 5120, 261

Jenkins ImageStream NMamespace

openshift

The OpenShift Namespace where the Jenkins ImageStream resides
Disable memory intensive administrative monitors

false

Whether to perform memary intensive, possibly slaw, synchranization with the Jenkins
Update Center on start. It true, the Jankins core update monitor and site wamings
monitor are disabled

Jenkins ImageStreamTag

jenkins:2

MName of the imageSweamTag 10 be used for the-Jenkins image.

Fatal Errer Leg File
false:

When a fatal eror occurs, an error log is created with informiation and the state
obtained at the time of the faral error.

Allows use of Jenkins Update Center repository with invalid SSL certificate

fakse

Whether to allow use of a-Jenkins Update Center that uses invalid certificate {self-
slgned, urknown CA). I any value other than “fatse’, certificate check s bypassed, By
default, certificate check is enforced

- JE=

4. Jenkins T ZH| MEo]| TSH= | °F 10~12&20] ZELIC}

mU

70



Project: jenkins

Pods

Filter by name...

1) Running | | O Pending | | O Terminating | | O | CrashLoopBackOff | |1/ Completed 0 | Failed 0 | Unknown

Select all filters 1of 2 Items

Name 1 Namespace Status Ready Owner Memory CPU

@ jenkins-1- @ jenkins < Running 171 G® jenkins-1 - 0.004 cores H
c77n9

S. XLV QIABIAZIE & HEQIZ > 222 0|SLICL Jenkins EHIO|X|E E2{H jenkins 220 MSE URLSE
SE5tMR
=" .

Project: jenkins =

Routes

Create Route Filter by name...

1! Accepted | | O] Rejected | | O Pending | Selectallfilters 1ltem
Name | Namespace Status Location Service
@ jenkins jenkins ® Accepted https://jenkins- ejenkms H

jenkins.apps.rhv-ocp-
clustercie.netapp.com &

6. Jenkins 2 MAHsH= S OpenShift OAuth7t AFE LIRS E 2 OpenShift2 23012 S2/8fL|Ct.

o
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9 Jenkins £ 5T uirr

Log in to Jenkins using your OpenShift credentials

Log in with OpenShift

7. Jenkins MH|A A& 0| OpenShift AF2Xt0]| CHE HMA S SQITL|CE

Authorize Access

Service account jenkins in project jenkins is requesting permission to access your account (kube:admin)

Requested permissions

# user:info

¥ user:check-access

Allow selected permissions Deny

8. Jenkins 2 H|O|X|7} HA|EILICt. Maven HEE A5t QOO 2 HX Maven EX|E 22 SHM|R. Jenkins
2| > 22 =3 2HOZ 0|53t CHS Maven 12| XS0 A Maven F7tE S2IL|Ct 5= 0|82
QS XtE X FMH0| MEHZ|0 Q=X SIS K. SaveE S=IgfLICH

Maven
Maven installations Add Maven

Maven
Name | o

¥ Install automatically @

Install from Apache
Version 383 ¥

Delete Installer

Add Installer ~

Delete Maven

Add Maven

List of Maven installations on this system
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9. O|X| CI/CD Y12 EZE H0{F= II0|Z2[QIS BHS & ASLICH SHO|X|0|AM 1% HimollAM "A =Y 2HS7]'
CE= ) a2 |:||-'=7| =

@ kube:admin | log out

ENABLS ES

Jenkins

= New ltem #add description

& People Welcome to Jenkins!

“ Build History )

Flease create new jObS to get started.
o Manage Jenkins

&. My Views

' Open Blua Ocean

%4 Lockable Resources

A. Credentials

Bl New View

Build Queue =

No builds in the queue

Build Executor Status =
1 Idle
2 Idie

10. g5 otS7| Hlo|X[of| M i5H= 0|5 Yst mo|Xatels MEist & stolg S2latL|Ct

Enter an item name

sample-demo

Required field

Freestyle project
This is the central feature of Jenkins. Jenkins will build your project, combining any SCM with any build system, and this can be even

used for something other than software build.

Pipeline
Orchestrates long-running activities that can span multiple build agents. Suitable for building pipelines (formerly known as workflows)
and/or organizing complex activities that do not easily fit in free-style job type.

Multi-configuration project
Suitable for projects that need a large number of different configurations, such as testing on multiple environments. platform-specific
builds, etc.

Bitbucket Team/Project
Scans a Bitbucket Cloud Team (or Bitbucket Server Project) for all repositories matching some defined markers.

g

-

= Folder

D Creates a container that stores nested items in it. Useful for grouping things together. Unlike view, which is just a filter, a folder creates a
separate namespace, so you can have multiple things of the same name as long as they are in different folders.

GitHub Organization
a GitHub organization (or user account) for all repositories matching some defined markers.

‘ OK ‘ ) i
rranch Pipeline
< a set of Pinpline nroiects aceording in detected branches in one SCM renository

|-

rr

1. mo|matol EHE MENSLICE MZ mto|Zatel Al EECHR H470lA Github + Mavens MEiStLICEH 3
At MYATLIC SaveE S2IFLICH
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General

Pipeline

Definition

Script

Build Triggers

Advanced Project Options Pipeline

Pipeline script

Advanced...

; = node GitHub + Maven

3
4
5
6
7
g
9

1e
11
12
13
14
is
16
17

def mvnHome

stage('Preparation’) { // for display purposes
// Get some code from a GitHub repository
git 'https://github.com/jglick/simple-maven-project-with-tests.git®
// Get the Maven tool.
Jf ** HNOTE: This ‘M3' Maven tool must be configured
o in the global configuration.
mvnHome = tool 'M3°

}
stage('Build’) {
// Run the maven build
withEnv ([ "MVN_HOME=%mvnHome"]) {
if (isUnix()) {
sh '"$MVN_HOME/bin/mvn" -Dmaven.test.failure.ignore clean package’
} else {
bat (/"#MVN_HOMEX\bin\mvn" -Dmaven.test.failure.ignore clean package/)

# Use Groovy Sandbox

Pipeline Syntax

UC, HAE EOHIO| NS AISE 4 YALICHL B UE T2NAS 2Bt

®

=1}
=

cE



Jenkins sample-demo

& Back to Dashboard = =

Pipeline sample-demo
Status

~» Changes

u_) Build Now

@ Delete Pipeline

==, Last Successiul Artifacts
A Configure - [ simple-maven-projeci-with-tests-1.0-SNAPSHOT jar 1.71 KB view
QU
. Full Stage View —#” Recent Changes
@ Open Blue Ccean ‘ )
~» Rename "
Stage View
€) Pipeline Syntax
Preparation Build Results
Build History trend =
25 45 69ms
find
@ # May 27, 2020 3:53 PM — 7 :
ay27 | i @ Ig 4s
: 08:53
[ Atom feed for all (] Atom feed for failures
D Latest Test Result (no failures)
Permalinks

« Last build #1),_1 min 23 sec ago

« Last stable build (#1),_1 min 23 sec ago

« | ast successful build (#1), 1 min 23 sec ago
« Last completed build (#1),_1 min 23 sec ago

13. FE7} HAE ot ool Zatol S ChA| WESHH MEZR HH2 AT EQ0|S IhX|5to] X|4 X2l St
XI&HQl BiEIt 7hsSHELICE O HTQ| HE M-S XM £ HE AletS 22/6HM|R.
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Jenkins sample-demo

4 Back to Dashboard

Pipeline sample-demo

L Status
—» Changes
&) Build Now
(S Delete Pipeline A=, Last Successiul Artifacts
Ar Configure —= [£] simple-maven-project-with-tests-1 0-SNAPSHOT jar 1.71 KB view
L) Full Stage View 5 Recent Changes
ina Open Blue Ocean

— Rename .

Stage View
@ Pipeline Syntax
Preparation Build Results
Build History trend =
25 4s 86ms

find

@ #2 T Mayzr | 1 ® e 4s

@ May 27, 2020 3:53 PM ogse | i

) Atom feed for all £ Atom feed for failures e
May 27 @ 25 45
08:53
ﬁ Latest Test Result (no failures)
Permalinks

= Last build (#2), 19 sec ago

« Last stable buiid (#2). 15 sec ago

« Last successiul build (#2), 19 sec ago
= Last completed build (#2), 19 sec ago

ZE| HFHA 78

NetApp AH2510{ Red Hat OpenShiftoi| A ZE[E|HA| 74

ZAE[O[LH0l| A of2] O ZZ2|AH|O|MO|Lt Y TZ2EE HAMSt= B2 ZE2 0fZ2|AH|0|H0|Lt
HIZET StLte| Red Hat OpenShift 22{AHE HESH= 20| USLICH 0|E Sdl
OiZZ|#H[0|MOo[L} IFZ =0 Chet AHet HE|E F5t1, S £ X6, Hot FAFd S
Zol A QAT T2{Lt 2 OfZ2|H(0| Mol HE 2| Red Hat OpenShift 22{AHE HHE&D&
ORe ZH7H YAeLICH 2f S AHE JHENMOZE DLIE St 22[3l{0f StEE 2

QS| =7t ZIt5t4, CHket o Z2|AH|0| M0l M & 2|AAE Y6l OoF 5tE 2 H[EO0| %ﬂofﬂ
XMl StEtMO| gis| = g4 L|C}

M S=3f2iol 22 ofZ2|2 0l Ho|Lt Y22EE Te Red Hat OpensShift SEAE{0IM Udsts 38
LIC. BFX|2F 0|213t OFF|E KOl M= 2lAA 2{2|9F OfZ2|7|0|M =Hot F|ofM0| T IHH &

bR RS0l LAMSHE HOt F[OHe XIHAA A CHE &Y HBlE SHAtg|of Fet HeITt HolA 4
ABLICH ot 7|2 OZ B|AA St HMO| 917| 20| Bt OHZ2|H 0| Mol M LA | SHIEIX| %2 2|AA ALRO|
SHsto C12 oS 2i7 0| Mo 450 S 0jA & QiBLIC,

et A M= F 71K ZEE 25 FE + A= EFUS REULCL oS S0, ZE JF2EE HY
SHAEOM HASHHAME 2t I Z 0] Chol M8 SHAEQ| 0|H 2 HSdt= A '-Ilif
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O[2{st 2utXQl £ M F L= Red Hat OpenShiftofl A ZEIEHHAIE 745h= A LICH ZEIE|HAl= o2
HIHETL B[22, 2ot SS HES| Z2[50] SLot SHAE 0| SEY = ATF Sh= Ot [ A LT}, of2{st
WO M HIHE= E™ ALEXI 180| STXQ JHOE MESHEE P& S AH 2[AA0| 52| HYC=E 2 £
A& LICt. Red Hat OpenShift 22{AE{0]A] ZE[HEHA|S F5H ChE2 22 0|F0| ASLICH.

—
—

HAE 2|AAE ZREOEZM CapEx L OpEx ZA

2HF18] FHE HE| B IE OpenShift 2R{AES 2L HFEL, AE2|X|, HEYY, Hot S Tresst 2|42 310
=
=

£ot= S AH 2|aA0f et 2Pt Hiets FJ8of LICh O] R MM = ZE 2[4 Mo EF ZHS
CHEX|ZH NetApp ONTAPOIIA X|@I3H= Trident OlA] SO 2 ShEl AEZ[X| NetApp Ol LS HIFAIE F145tH0

St Red Hat OpenShift 22{AE0|A 03] QI ZET} M| ZSIHLE AFRSH= HI0|EE A2|stn E5617| st
S Ao XS ONTAP.

EIETY

NetApp ONTAP 0| X|2/5l= Red Hat OpenShiftet Trident 7|2XMOZ IZE 7t HZ|E
MISSHR| EX|2H HE|H|HAE ASH= o AHBE 4 s AHLRIS 7|52 WS LICL
NetApp ONTAP X|&35t= Trident £ AHE3510{ Red Hat OpenShift 22{AE{0|A HE|HHE
S ME HAISt= WHE O F olalishy| 2l 27 AF ZEo| JA=0lE AHET 0|
SHOE PAHE 7oA dHSHISLICE

o XZ|o| & 7ol ZR2HEQ| UBOZ £ Jjo| Y IAZEE Red Hat OpenShift 2E{AE{0|M MalistD QICtD
7M™ HAESLICH T oo TZMEE MZ CHE & Elo| 2t &L|Ct 0|23t 2 Batof| Ciet H|0|E =
NetApp ONTAP NAS EHIE0f| M Trident S Q2 T ZH|X 6= PVCOH| MZEEL|CH ZXlof|Me= 0] & 7HX| &
H3to]| CHs HE|H|HUE S2M8 MA|SID 0|2{3t TZNMEN| AFRE|= 2| AAE 22|30 Eotul M50| RX|EEE

Siof StH, =2 sl oS 27| 0| Mol MH|AE H|Sdts HIOIE o SHE F0{0F &L|Cf.

CtS 322 NetApp ONTAP 0| X|#dt= Trident B ATt Red Hat OpenShift 22{AES| HE[EH|HE £2MH8
HoFLIC
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& RedHat
OpenShift

pad-1 pod-2 pod-3 pod-1 pod-2

puc-1 pvc=2 pvc-3 pve-1 pic=2
praject:] project-1 storageclhass project-2 storageclass P~
entap-nas backend antap-nas backend "

[praject-1) |project-2]

TRIDENT NetApp

SV [project-1] SWM [project-2] "

NetApp

J|& 27 Al
1. NetApp ONTAP AE2|X| 22{AE

2. Red Hat OpenShift 22{AF
3. Trident

Red Hat OpenShift - 22{AH 2[AA

Red Hat OpenShift 22{AE ZHH0[A = 0 A[ZF X A| 2|AAE= TEMEQILICE OpenShift TEHE = HMA|
OpenShift 22{AHE 0] 7H2| 7t 22{AHE LirE E2AH B|AAR & £ YSLICH M2t T2HE HF9|
A2|= HE[HEAE 745t7] 218 7|8HE WIS L Ch

OISO 2= 22{AEOM RBACE FASHE ZQLICH 71 E2 WH2 T IZHELL IZ2CEE XHst=s EE
JHLXIE ID B2 XH(IdP)S| T ArAt I§O 2 A= ZIQLICE Red Hat OpenShift= IdP E8t 1t Ar2Xt 15
7|38 518st2 2 |dP2| AFEAtRt IES SHAHZE JHH 2 4 UELICL 0|8 Sdll 22{AH Z2|XH= TZHE
M=l S2{AH 2|AA0 st HNAE it T2HEN A ZHHSH=E AHRXT OAEC R £2|5t0] S2{AH 2|AA0
CHot Rt MM A S St 4= UZLICH Red Hat OpenShifte} IdP E 801 CHal XHA|S| LotEai{s MHME
ARSIMR. " 7"

mO

NetApp ONTAP

2 Z2HES| AE|X|0 WHE =250 B AEE[X|0f MEE AXH 2 AE0 LIEILIES 5t2™H Red Hat
OpenShift 22{AE Q| H AEE[X| S Y E St 37 2E2|X|E Z2[5t= 20| ZQLICH O|ZEA 5t
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https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html
https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html
https://docs.openshift.com/container-platform/4.7/authentication/understanding-identity-provider.html

NetApp ONTAP 0| ZZHEL} YIAZC0HE B2 SYM(AE2|X| 7t HANS THE1 2t SYMS Y320
Moo= X|™gfL|Ct.

Trident

rok

NetApp ONTAP 0| A CtFSH T2 M Eof| CHolf M2 CHE SVME2 MM 20l= 2F SYME CHE Trident B AI=0f|

O SHOF BHLICE Trident Of YA E 242 OpenShift 22{AE 2|AA0 E7 MEAE SEsHH, 0|8 lSiM=
SVMQ| M| MEE o{Zsljof ELICt o= £|A¢HeHdl=o] T2 EZ =2t0|H0{0F ghL|Ct MEiMoZ =2F0|
MEL0 T2H|NYE = YAS oot 2§ I7|LE A A Sof cigt Migte H-e & UESLICE Trident A=
Holof chst M2 Atst2 CHSOIA &2 2 JAELICE "of7]" .

Red Hat OpenShift - 2AE2|X| 2[AA

Trident HAIEE LM%t = CFF T = StorageClassE FA4 o= AQULICH HAlE 20t3 AER|X| SHAE
Tt ZF AER[X| S AT} LS| HAIE| ATt EES ATYE > JEE BLICH AEZ|X| Z2HAE HosH=

&9t storagePools Oi7HHSE AHE610] StorageClassE S8 Trident MAI=0]| DfEE &~ USLICH MT SHAE
Holst= MIE AFEt2 CHSOl|A &2 £ QELICH "047|" . [2tM StorageClassHlA Trident BiAIEZ 9| ACHA
OHZlo| O|RO0{X stLte| SVME 7t2|ZL|Ct O|E ¢l s ZEME| ZHE StorageClassE % ZE AEER[X|
22 o| sl Z2HE| 2t MEE SVME Solf H2|ELICh

MEA A = UJAAHO|A 2|AATEOILIEE CHE HJAAHO|A 2= TEHEN Qs EETL S TEHEQ]
NEA A0 Cist HZE A 2 A2 HESIEE St2{™ o{EH| ofjof &712? HEH 2 ResourceQuotasE AHEst=
Z{QIL|C}. ResourceQuotas= ER2MEC} 2| AAO| £ AIREFS H|o{St= ZHA|QIL|CH 0|2 E8f T2ME LY ZHK| 7}
AH|E £ Q= 2|AAQ| £2F B H|ohe £ UELICH ResourceQuotasE AFESHH TZHEQ| 7| R E
Z|AAE Hote £ AUCH, 0|2 G2HOZ ALESHH ZX|0f| A 2|AAQ Dot T2H|X'HO|Lt TpAH|Z 2lst H| 21t
SH2 0l Ml =30 & & UELICEH EME TESHNIR "0{7|" XtAITH LHE2.

O A Alelle] 29 E5 maMEo| Eevtsig meHE0| HREX oS ARE|X| SEA0 AEAXS HRK
RS H|otaliof gfL|Ct. O|E QM= CHE AEE[X| 220 het S =25 22U S M etshof gLiCt.
<storage-class-name>.storageclass.storage.k8s.io/persistentvolumeclaims 022, FEt,
S2{AH #2|Xts T2H EQ| J|UXIT} ResourceQuotasE +HE £ QU= AN A HeH0| A== sHjof BfL|Ct.

S%

D= HEHHE £FM9 22 A8Xt= HR 0|42 = S AH Z[AA0 ANAL >
ELICE et HEHEHA 42 B2 FHE 2o M ME= 2 ZEHE|M
Hsts 22| AH 22X, AES|X| 22|t 3 JHREAF ZHof| L LTt

Ct2 H= LIS ALSXIZE =83l{of Shi= et 2t S 7HafstA| E Lt

—

A o]
S2{AE HelXt Ciokst OfZ2|H|o|Mo|Lt QAR o) Ch3t TEHES
oS L|Ct

storage-admin0i| CH3t ClusterRoles %! RoleBindingsE
dggct.

19 Jjm
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2
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https://docs.netapp.com/us-en/trident/trident-use/backends.html
https://docs.netapp.com/us-en/trident/trident-use/backends.html
https://docs.netapp.com/us-en/trident/trident-use/backends.html
https://docs.netapp.com/us-en/trident/trident-use/manage-stor-class.html
https://docs.netapp.com/us-en/trident/trident-use/manage-stor-class.html
https://docs.netapp.com/us-en/trident/trident-use/manage-stor-class.html
https://docs.openshift.com/container-platform/4.7/applications/quotas/quotas-setting-per-project.html
https://docs.openshift.com/container-platform/4.7/applications/quotas/quotas-setting-per-project.html
https://docs.openshift.com/container-platform/4.7/applications/quotas/quotas-setting-per-project.html

At S
IS PSEET PN, NetApp ONTAP 0| A{ SVM 2tE7|
Trident Q= OHE 7|

AE2IX S YA

Rl

A ResourceQuotas AM

JHL R} S JIE”'EOHH PVC E= PodE 4d5t7Lt THX[E
o A HBHS 7-|xo|'[__||:|-_

Ood

ZHEQY IH PVC &= PodE AHSHALE TiXE
oH

E2|X| SHAE EAL
o

T4
NetApp AtE35I0{ Red Hat OpenShiftoll A HE[H|'HA|E 7 A5HY| et X =242 T2t
&L Lt

4 x7d

* NetApp ONTAP 22{AH

* Red Hat OpenShift 22{AF

* SHAHO| Trident X

* tridentctl ¥ oc =77 AX| &[0 $PATHO|| =7+l 22| {3 AE|0|M

* ONTAP Off CHst 2t2| X} M| A

* OpenShift 22{AE{0f| CHst 22{AFH Z2[X} AMA

.I

+ S2|AE|= Identity Provider?} E31E|0f I&LICH
* ID B ME OE Yol ABXIE BEHO

Stz 2 TAHELCH
A CIPN IR
C+S %22 Red Hat OpenShift 22{AE{ 2| X7t 234 BHL|C},

1. cluster-admin2 2 Red Hat OpenShift 22{AE{0f| 2 QI8 Ct.
2. M2 OtE Z2HE| sfist= F 7HQ TENEE THEL|CH

oc create namespace project-1

oc create namespace project-2
3. project-101| CHSt FHL X} HetS oHEL|CE.
cat << EOF | oc create -f -
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apiVersion: rbac.authorization.k8s.i

kind: Role
metadata:

namespace: project-1

name:

rules:

developer-project-1

- verbs:

(]

apiGroups:

apps

batch

autoscaling
extensions
networking.k8s.1io
policy
apps.openshift.io
build.openshift.io
image.openshift.io

ingress.operator.openshift.

route.openshift.io
snapshot.storage.k8s.io
template.openshift.io

resources:

LA |

- verbs:

]

apiGroups:

resources:

bindings

configmaps

endpoints

events
persistentvolumeclaims
pods

pods/log

pods/attach
podtemplates
replicationcontrollers
services

limitranges

namespaces
componentstatuses
nodes

- verbs:

(]

io




4.

82

. EE OpenShift 3! NetApp AEZ|X| 2|4

apiGroups:
- trident.netapp.io
resources:

- tridentsnapshots

EOF
@ Of MMof MSE Ae Fol= thX| A2 EYULICH JHLR; St 2 X[F AL 27 Abetol| w2t
HO|&[0fOF BfLCt.

. OREIZIR| 2, T2HE-20] cHot JHL Xt HES oHELC

Az QUM O = AER[X| 22[Xp7t 22| gL C AEE|X| 22| Xte]
MM A= Trident B mf MAE|= Trident 22X ol 2ls Mo{ELICt O o= AEZ|X| #E|XH=
ResourceQuotasOf| A M|A S AEZ|X| AR HHAIS H|0{3HOF BL|LCT.

SHAEC RE TZHEN M ResourceQuotasE #2[ste HE2 MHE0 AEZ|X| 22| Xy HZ L Ct

HF

cat << EOF | oc create -f -
kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: resource-quotas-role
rules:
- verbs:

I B |

apiGroups:

L}

resources:
- resourcequotas
- verbs:
LIS |
apiGroups:
- quota.openshift.io
resources:

= T X1

EQOF

SHAEIL ZX9] ID St SYEI A=K, AHEAL 2FO0| EHAH OAFD S7ISHE(0] AE=X| 2QUSHA K.

A==

Ct= G0l M= ID SEX7F 22| AEQ SEE|D AEXL O F1 S7|8tE[ISS EHELICH

$ oc get groups

NAME USERS
ocp-netapp-storage-admins ocp-netapp-storage-admin
ocp-project-1 ocp-project-l-user
ocp-project-2 ocp-project-2-user



1. AER|X| #2|X}E 2IoH ClusterRoleBindingsE A gLILCE.

cat << EOF | oc create -f -

kind: ClusterRoleBinding

apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: netapp-storage-admin-trident-operator

subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-operator
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/v1l
metadata:

name: netapp-storage-admin-resource-quotas-cr

subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole

name: resource-quotas-role

EOF
()  2=aix 22ixtel 32 trident-operator®t resource-quotasats & JHx| H2tg rolZ/sHof Bk,
1. project-12| 8l 1Z(ocp-project-1)0il developer-project-1 S&S HIQIY 8= JHEXIS 9/ RoleBindingsS

At
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cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: project-l-developer
namespace: project-1
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-project-1
roleRef:
apiGroup: rbac.authorization.k8s.io

kind: Role
name: developer-project-1
EQOF

2. ORIIXIZ, JHEXE AL S project-22| ST AFE X 200 HIQIYS= JHLUXLE RoleBindingsE H-&gtL|Ct.
T AERX] 22| Ze

Cte 2lat= AEE|X| 22| X7 48l of giL|Ct.

1. NetApp ONTAP S AE0| #2|Xt2 23 QIgtL|C.

2. MEA > MEAVMRE 0[St 715 SeL|CL st MR FEE M35t TZXE 13t T2 E 20]
CHeE & 712l SVME BHSLICEH Ko SVMaL s 2[AA S 2H2[5}7] 2/l vsadmin AIE S THELICE
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Add Storage VM

STORAGEYM HAME

project-1-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Enabls SMB/CIFS
B ersbi=nirs

B Allow NFS client acoess

Add at least one ruls to sllow NFS cliznts to socezs volumes in this storage VL @

EXPORT SOLICY

Read/Wr

W

NetApp ONTAP S2{AH

Default
Rule Index Clients Access Protocols Read-Only R...
1062 181.0/24 Any Ary
=+ Add
DEFAUT LANGUAEE (3
c.utf_& b
NETWORK INTERFACE
Use multiple network interfaces when.client traffic is high.
K8s-Ontap-01
IP ADDORESS SUBNET MASK EATENAY BROADCAST DOMEIN
1061181224 24 dgaptans! Default-2
gAtEwaY
. AE2|X| #2|XIZ Red Hat OpenShift 22{AE{ 0| 2 1QI8tL|C}.
- ZZNE-10f Cigh HAEE 0= 1 0|5 sfe Z2HE| MEE SVMOI| oiE etL|Ct.
ZE|XHE A8 SH= T SVMQI vsadmin AI™E S ALE5H0] HAIEE sSVMol| AEg A

= HEELIC
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cat << EOF | tridentctl -n trident create backend -f
{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "nfs project 1",

"managementLIF": "172.21.224.210",

"dataLIF": "10.61.181.224",

"svm": "project-l-svm",

"username": "vsadmin"

"password": "NetAppl23"
}
EOF

ULLICE AL Af2iloll T2t HASS A3t ) Zmst

@ 0| of|M|0f| M= ontap-nas E2t0|HE AI25tT
E2tO|HE ALE3HMIR.

()  E@tolHE Z2HE0)s Trident A%IE|0f kD R EiLIC

1. ORXIER| 2 T2HE 20]| T3 Trident HAIEE OtED

=1
2. Ct2oR, & ZeHAE MMBILICE project-10f| CHH

A5 project-10f| M EEl A =S| AEZX| ES AIE

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: project-1-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
storagePools: "nfs project 1:.*
EOF

3. OFEZEXI 2, project-20]| CHet AE2|X| 22HAE TS0
TABtL|CE

AER|X| 2A

project-20{| HEE

E o}
|_

=)

1 OZ2HE 20| MEES

=7
=L

He S A

HH

VMO| DHE gL}

A=

1 storagePools OH7HEHE

o AEE|X| ES AESIEE

4. Ct2 o ZHEY M2 AEZX| SHANM AEZX|E QA= project-12] 2|AA S K|ty 2|8l

ResourceQuotaS AMgtL|C},
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-l-sc-rqg
namespace: project-1
spec:
hard:

project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
EOF

5. DREOIR|2, CHE TR e HEE AEalx| S2HA0 N AREIXIS RHBHE project-22) 2|2 A S|
?I5il ResourceQuotas AAgtL|Ct.

rol

Jlot

O THAIOM & BEIH'HE O [HINE HESIH LiZ HAE 2=0IM K.

ot 2

.
o
—

Stetel T2 E0| A PVC E= PodS 445t7| ¢

*
12

(B

rH
re

Of

1. ocp-project-1-user, project-12| JHX}Z 2 Q1%L C},

1}

2. ME2R Z2HES M5 HHYAES 2AQISHM Q.

=

oc create ns sub-project-1
3. project-10i| EE AE2[X| 22HAE AFESI0] project-10]] PVCE MM efL|Ct,

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF



oc get pv

5. Pvet e 2&0| NetApp ONTAP 2| project-1 & SVMO| MY E[RE=X

volume show -vserver project-l-svm

6. project-10] Z=E M5t o EHA0M MMt PVCE 02 ESLICEH

cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod
namespace: project-1
spec:
volumes:
- name: test-pvc-project-1
persistentVolumeClaim:
claimName: test-pvc-project-1
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: test-pvc-project-1
EOF

7. ZEJH A F0IX|, 28

’

mjo

aor2

Im

UEX 2elstM K.

=

oc describe pods test-pvc-pod -n project-1

Ct2 Z2HMEO|N PVC Ei EES MAS{LE (2 TEHEN HEE 2|AAS ASY

1. ocp-project-1-user, project-12| JHLXtZ 2 IQIFL|CE.
2. TZHE.-20|| LHE AEE[X| 2HAS ABSI| T2

88
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cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1l-sc-2
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-2-sc
EQOF

3. ZRNE-20)|M PVCE ZHELICH.

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-2-sc-1
namespace: project-2
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF

4. PVCE &QISIM|R test-pve-project-1-sc-2 2|1 test-pvc-project-2-sc-1 A EX]|
%ohﬁutf
[PV =] -

oc get pvc -n project-1

oc get pvc -n project-2

S. project-20] Z=EE gHEL|Ct
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cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod

namespace: project-1

spec:
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
EOF

I8t 4 QU A HBHS SHOIBHICE

e

ZRHE, 2|44 YY Y AE2X| 2HAS BD B

1. ocp-project-1-user, project-12| JHYX}Z 2 Q1%L C,

2. ME2R Z2HES M5t HHYAS 2QISHH Q.

=

oc create ns sub-project-1

3. I=HE H7|0f CHet AMAE ABeLCt

oc get ns

4. MEXI7} project-10{|A] ResourceQuotasE & = QU7LE HEE = JY=X| 2ISHN| .

oc get resourcequotas -n project-1

oc edit resourcequotas project-l-sc-rg -n project-1

S. AFEXIIH AEE|X| 2HAS 2 = A= ABO| UA=X| =elgfL|ct.

= AN =

rr

oc get sc

6. AE2[X| 2AE HESIHH HNAES SolotM Q.

7. AHEX7 AER|X| 2eHAE HEY = U= Mot HBLICEH

oc edit sc project-1-sc
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TRHES A7k5R9 O3

TEIEIHE F oM AEE[X| B[220} s M Z2HES FIHote{H BE[H[HA[Z}F @[EtEX]
UCE 7t 0| ettt ZE[HHE S2AHO| O B2
THAIS 2t=E5HM|R.

. AEZ|X| 22|XIZ NetApp ONTAP SZ{AE0| 22218t}

Lot SVMIt e 2| AA S 22|517] 918 vsadmin AIE S THELIT.

o= -

£ 0| & storage — Storage VMs 2|1 SEI6IHR add . ZENE 30| MEst= ME2 SVMS 2HELICt
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Add Storage VM

TORADE VM NEME

i

project-3-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Ensble SME/TIFS
BB ersblenrs

B Allow NFS client access

Add st lezst one rule to allow NFS clients to sccess volumes inthiz storsge L ()

EXPORT 2ELICY

Default
HLULEE
Rule Index Clients
10621810724
=+ Add

DEFRULTLANGUEEE (D)

cutf &

NETWORK INTERFACE

Access Protocols

Ay

Uze multiple network interfaces when client traffic is high.

K8s-Ontap-01

IPADORESE

i
m

UBMET MASK

10,61.181.223 4

GATEWAY
Add optional
oaAtEwWaY

1. 22{AH 2|XtZ Red Hat OpenShift 22{AE 0| 2218 C},
2. 22 Z2HEEZ ghEL|CL

92
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Read-Only R... Read/Wr

Ay Ay

SROADCAST DOMANN
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3. project-32| AHEXI IE0| IdPO| MM |1 OpenShift 22 AE QL S7|3HE|RA=X] 2lsHM K.

oc get groups

4. TE2HE_30] CHet YA S oHSLICH

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
namespace: project-3
name: developer-project-3
rules:
- verbs:
— T X1
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.io
- template.openshift.io
resources:

I |

- verbs:

B B |

apiGroups:

L]

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
- podtemplates



94

®

LI

JRI

A

Trident
At25H= Al SVME| vsadmin AES AF26}0]

replicationcontrollers
services

limitranges

namespaces

componentstatuses

nodes

- verbs:

(|

apiGroups:
- trident.netapp.io
resources:
- tridentsnapshots
EOF

o] MMof| MSE A Hol= K| oAl #L|Ct JHEX A2
X o|=|0fof gLt

ZHE 39| J{&XIZ 2I$t RoleBindingS MAsto] ZZ2HE 39| 8fj 2t

eg dielggiL|ct,

=it

cat << EOF |
kind: RoleBinding

OC create

apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: project-3-developer

namespace: project-3
subjects:

- kind: Group
apiGroup: rbac.authorization.k8s.1io
name :

roleRef:
apiGroup:
kind: Role
name:

EOF

ocp-project-3
rbac.authorization.k8s.1io

developer-project-3

E2|X| 22|XIZ Red Hat OpenShift 22{AE{0f| 2 3QI%}L|CL.

1 0| £ project-30{| MEEl SVMO]| DHZBILICt. NetA
HHO| == SVMO” o ASH 7

N L_—= [——}

HOIE S DI

XZ A 27 Aol et

JE(ocp-project-3)0f| ZHUX-TZHE-3

pp ONTAP 22{AH H2|XtE
g HEELIC



cat

EOF

®
®

1. TZ2HE 30| Lt AEE|X| 2HAES OHETD T2 HE 30| M HHAES| AEZ|X| ES AIRSIEE

cat

<< EOF | tridentctl -n trident create backend

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "nfs project 3",
"managementLIF": "172.21.224.210",
"dataLIF": "10.61.181.228",

"svm": "project-3-svm",
"username": "vsadmin",

"password": "NetApp!23"

=it

O| of[H|0ll A= ontap-nas E2}0|HE AFES1D U}USLICEH AFE Atz{|off 2} sl =

HEol CElO|HE AHERILILY.

Ego|HE TZ2HMEO0|= Trident A X|=[0] QUCtD 7HEELICE

<< EOF | oc create -f -

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:

name: project-3-sc

provisioner: csi.trident.netapp.io

parameters:

backendType: ontap-nas

storagePools: "nfs project 3:.*

EOF

2. C}2 Z2HEN M2E AEZ|X| 22HANM AEZ|X|E A= project-32] 2]
ResourceQuotasS MAtL|Ct,

=
LAE

Hgtstz| st

TS L.
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-3-sc-rg
namespace: project-3
spec:
hard:
project-l-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: 0
EOF

3. CtE T2 M EQ| ResourceQuotasOl IHX|E M85t e T2H EQ| 2| AAT} project-30f| HEE AEZ|X|
A9 AER|X|0f| HM|ASH= WS H|BHEtL|Ct.

oc patch resourcequotas project-l-sc-rg -n project-1 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'
oc patch resourcequotas project-2-sc-rg -n project-2 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'

FHU[E[AS ?Iet 15 Se{AH Ee|

—

KubernetesE ¢|°t 115 S2{AF Zt2|: NetApp AT Red Hat OpenShift - 7H2

ZAE|O| L 2HEl OHZ 2| AH|0]M0] i THAI0[N 2F CHA|= MetElof mhet B2 XM= oY
O Z2|AH|0| M2 HIAESR}F HHEE X[R5H7| |8 021 72| Red Hat OpenShift 22{AE{ 7}
LQPIL|C} O|2t 2] ZE2 UM O 2 OpenShift Z22{AE 0| A 02{ 0HE2|H|0|M0|Lt
HIAEEE SAEISILICE M2t 2F 222 dHS| S AEE 22|5HA| =[11, OpenShift

| Xtz 2] 2ze|0[A HIo|E MEet HEE 220 ZX U= CreFet 2tF oA o
22 AHE 225t RX[ 2t2|8l0f 5t= F7tHQl 1hA|of| ZIHSHA| ElLICt of2{¢eh 2tH[E
siZ35t7| /5 Red Hat2 KubernetesE ¢t 12 S2{AH 2|2 TUMSLILCL
Kubernetes€ Red Hat Advanced Cluster Management=S At26tH CHS &S $3Et 4= QI&LICE

|

1. Clo|E diEet HE2] SR E0M o2 2HAHE MM, 7t 27| % 22[SCt

=

2.
3. Chefot SRAE 2[aAo| MEf I HEiS ZLE ST FAetL|Ct.
4.

o2 EHAHOM 22 A E4E ZLEZS D AL

Kubernetes€ Red Hat Advanced Cluster Management= Red Hat OpenShift 22{AE{0f| 27} 7|52 2 MX|&|H,
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0| 2HAHE HE XY Y HEEHZE MEELICL 0] 22AHE 5{H SHAHE 22X UM, ALEXt7t
Advanced Cluster ManagementOll 2% = Q= 22| HHE M3 gL|CH 15 S2AH 22| 252 Sl
It ALE MM El T2 2E OpenShift 22{AEE 5|2 S AH|A 22|z|H 22|y 22{AH2tT hct
S2{AH £ F7| 22|, of F2[A|0|M T F7| &z2|, 2E JHsM, Hot 7™ E40f PR CHFSH 230l thgt
QEE Ma|st7| 2ls 2E|=l= 2 AEO0| KlusterletO|2H= O|0|HEE MX|fLICE

P-4

MANAGED CLUSTER

3

HUB CLUSTER

APL Consale CLl

I

I

I

I

|

I

Search I
Topolegy

Wisual Web Terminal I

Observability !

I

I

I

I

I

I

I

I

Policy
(Govemance, Risk & Compliance)

o
OPENSHIFT CONTAINER PLATFORM

Cluster Application Gowvernance, Risk
O"“nﬂhmw

XtMISt 82 BB ME XS, "0f7]" .

Kubernetes2 ACM Hi IX

k-l

KubernetesE 9| 115 S2{AF 22| Ui

0| MM0f|M= NetApp 2t &7 Red Hat OpenShiftdll Al KubernetesE 2[3t 13 S2{AH
2o chal dHerL|Ct.

oA
=4 571

1. 8|2 22{AEE Red Hat OpenShift 22{AE{(HZ 4.5 0|Ah

2. #e2ld 22{AEE 98t Red Hat OpenShift 22{AE{(H{ T 4.4.3 0|Ah
3. Red Hat OpenShift 22{AE 0] CHE S2{AE| 22| Xt B A
4.

KubernetesE ?[ot 12 22{AF Z2[E 9/t Red Hat 5

Advanced Cluster Management= OpenShift 22{AE& 0{ER20|2 2 5{Ee} 22|d S AHU M AFRE=

71501 met SE=0] 2| A0 CHet £ @7 AFgnt Mg Areto] JELICH SAE 37|18 =HY wf ol2{et EXE

J2{sliof PLICt 2ME HZSIMIR "07]" XtAISt LI 2.

MefHOR, {2 S2|AF] olZat 74 R4S SAHE| 9 M8 EI} LT ST mEoEt 1T 2AF B
[£AS MA[StIE 2, ol ool 518 U MEIIS 7180 BHLICE AMIS LHB S MBAE BZetMR. "0f7|"
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https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html-single/install/index#network-configuration
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html-single/install/index#network-configuration
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html-single/install/index#network-configuration
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html/install/installing#installing-on-infra-node
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html/install/installing#installing-on-infra-node
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.2/html/install/installing#installing-on-infra-node

KubernetesE 9[3t 12 S2{AF 22| HiZE

OpenShift 22{AE{ 0| Kubernetes& Advanced Cluster ManagementE A X|[52{H CHZ
CHAE 2t=51M[R.

2{AE{Z OpenShift 22 AHE MEISIT 2| AH 2A42|X 2ot 2 2aQl8tL|C}.

522
2. 2F%}t > 2FX} S{EHE 0|S5610] Kubernetes& g S2AH 2|5 ZAMELICH

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

2 Administrator

Project: default =

Home
| Aiitems All ltems
Overview
Filter by 450 items
Projects Al/Machine Learning
Application Runtime
Search
Big Data
Explore Cloud Provider Sarmunty; @ Adkka
Events Database
Developer Tools 3scale APl Management Advanced Cluster Management Akka Cluster Operator
St Development Tools Aasliied iy Red Fak ‘vfowr&Kurb v provided by Lightbend, Inc.
Drivers And Flugins 3scale Operator to provision i . Run Akka Cluster applications on
OperatorHub RS 3scale and publish/manage API Advanced provisioning and Kubernetes,
o ¥ management of OpenShift and
Installed Operators Logging & Tracing Kubernetes clusters
Modernization & Migration
= HS = 32|68
3. Kubernetes& & 22{AH z2|E MEistn HX|E SIFLICL
Advanced Cluster Management for Kubernetes X
22 3 provided by Red Hat
Install
Latest version Red Hat Advanced Cluster Management for Kubernetes provides the multicluster hub, a central
223 management console for managing multiple Kubernetes-based clusters across data centers, public

clouds, and private clouds. You can use the hub to create Red Hat OpenShift Container Platform

Capabllity level clusters on selected providers, or import existing Kubernetes-based clusters. After the clusters are

® Basic Install managed, you can set compliance requirements to ensure that the clusters maintain the specified
1

® Scamless Upgrades security requirements. You can also deploy business applications across your clusters.
1

Red Hat Advanced Cluster Management for Kubernetes also provides the following operators:

Alito Pilot o Multicluster subscriptions: An operator that provides application management capabilties including
subscribing to resources from a channel and deploying those resources on MCH-managed
Provider type Kubernetes clusters based on placement rules,
Red Hat s Hive for Red Hat OpenShift: An operator that provides APIs for provisioning and performing initial
configuration of OpenShift clusters. These operators are used by the multicluster hub to provide its
Provider provisioning and application-management capabilities.
Red Hat

How to Install

Infrastructure features . . 5 L
Use of this Red Hat product requires a licensing and subscription agreement.
Disconnected

4. AX| 2} 2HHOM B M2 HEE M3t (NetApp 7|2 UiHHSE RAIL AS AHYLICH XIS
SISt C}
=2"1-d .
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OperamrHub *  Operstor Instailaton

Install Operator

teqy determines eithier manual or sutomatic updaies

Install your Operator b subscribing to one of the update channels to keep the Operstorup to:date The s

Update channel ™
(D) release-20
0 release-21

W refegse-22

Installation mode *

This mode 1= not supported by this Operator
W A specific namespace on the cluster

Cperator will be avadlable m a single Namespace only

Installed Mamespace *

W Operator recommended Namespace @npen—clmter—management

) Mamespace creation

Mamespacs open-cluster-management doss not ezt and will be c=ated.

O Selects Mamespace

Approval strategy ©
W Automatic

21 Manual

5. 2YXt MX|7t 22 E wh7tx| 7|Ct2M| .

@ Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat -

Installing Operator
The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace open-cluster-management

6. 2FXt7t HX|E = MultiClusterHub BHS7|E S2IELICH
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Advanced Cluster Management for Kubernetes 0
2.2.3 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom rescurce to be able
to use this Operator.

MultiClusterHub @ Required
Advanced provisioning and management of OpenShift and Kubernetes clusters

Create MultiClusterHub

View installed Operators in Namespace open-cluster-management

7. MultiClusterHub 4 2tHOIM MR HEE st = HdS S2IeLICH o[ tH HE| 2HAE S{E EX|7t
A ZFELCE

Project: open-cluster-management «

Advanced Cluster Management for Kubernetes > Create MultiClusterHub

Create MultiClusterHub

Create by completing the form. Default values may be provided by the Operator authors.

Ceonfigure via: @ Formview O YAML view

MultiClusterHub
ﬂ Note: Some fields may not be represented in this form view. Please select "YAML view" for full control. provided by Red Hat
MultiClusterHub defines the configuration for an instance of the MultiCluster Hub
Name *

multiclusterhub

Labels

app=frontend

» Advanced configuration

8. BE XL 7} open-cluster-management U AH[O|AMA Running B2 0|S3t1 2F X7t Succeeded
AEH 2 0| 55HH Kubernetes& Advanced Cluster Management?} A X|ElL|C},
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Project: open-cluster-management  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create

an Operator and ClusterServiceVersion using the Operator SDK .

Name « Search by name... #
Name 1 Managed Namespaces Status Provided APIs
Advanced Cluster open-cluster-management @ Succeeded MultiClusterHub :
Management for Up to date ClusterManager
Kubernetes
ClusterDeployment
2.2.3 provided by Red Hat ClusterState

View 25 more...

= A|ZH0| CtA Z2|H, MX|7} 22 &|™H MultiCluster 5127t Al AEHZ M HEIL|C,

—

9. 5|2 MX|IZ &=}

rr

Installed Operators > Operator details

@ Advanced Cluster Management for Kubernetes P—
2.2.3 provided by Red Hat

Details  YAML  Subscription Events  Allinstances

MultiClusterHubs

MultiClusterHub ClusterManager  ClusterDeployment  ClusterSt.
]

Name Search by name... /
Name Kind Status Labels
multiclusterhub MultiClusterHub Phase:® Running No labels :

10. 0| open-cluster-management YA O| A0 ZE2E MASL|CH ZZ22 URLO| HZESIH g S2{AE 22
ZE0|| HMATLICE,

Project: open-cluster-management

Routes

Y Filter Name +  mul 7

Name mul X Clear all filters

Name T Status Location Service

@ multicloud-console @ Accepted https:/multicloud- e management-ingress :

console.apps.ocp-
vmwareZ2.cienetapp.com &
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Z2iAH 23 37|

r

k2

penShift 22{AE{E 2t2|5t2{™ Advanced Cluster ManagementOllA] 22{AEE
L} 7b S & 9laL|ct.

=Miul

I}
rPl
Lo

1. HX Automate Infrastructures > ClustersZ 0| SgfL|LC}.
2. M2 OpenShift 22{AEHE Hd5I2{H Ch3 HHAIE 2=5HMR.

a. gt A HS7|: SSA HEZ 0|Sst0] HZE F7HE 226t MES SR R0 digsh= ZE ME
HEE MSst =7tE SEFLIC.

ufn

Select a provider and enter basic information
Prowider * &

aws Amazon Web Services hd
Connection name * @

nik-hcl-aws
Namespace * &

default -
Configure your provider connection

Base DNS domain @&

dlenetapp.com

AWS access key 1D * @

AKIATCFEBZDOIASDSAH

AWS secret accesskey * @

Red Hat OpenShift pull secret *

FuS3phbktvaHplNFcZMEZsbmtBYGNE ThtmUIZXcHoOW St EZw Q0IY Z1d 3¢ obGx JeDBONOXIZEOye GMEQ0Zw ZkSRRZ.JUanlxMnNUM2IRBOFIE !

UFMCIBYIpEWVZECHIENKx TMDZPUNpoWFRHCGWIREIDQZRSYIJRATIXbIALT ZoyQ3p Vel MNIWc ENSaZYy OUsyL WZGSFVINA==","email"."Mikhil k o
utkamiznetapp.com’, registry.redhatio”
Znetapp.com '} registry &
SSHprivatekey * @
.

b BBIbnNzaCkZ){k tdjEAAA FxREIG':vmeAP AAEbasdadssadmIuZOAAAAAAAAABAAAAMNARAALZCEGEZW i
QYNTUxOQAAACCLowl gAvEIHAEP+DevIRNzaG2zkNre MIZ/ UHy fFOUWWAAAAA Jh/waGxfGu

S5H publickey * @

ssh-ed25519 AAAACINZ=CIEZDIINTESA Iz AUACT74Gagdh21cB4/4MN6/VEINobbOQ2t42vn9CfJ/RRa8A root@nik-rhels

P

b. M 22{AHE BHSHM 2 AEZ 0|Sst0] 2{AH F7t> S2{AH HE7|S SelelLICh S2{AE 6iE

= =

SEA0| et MR YEE FMISsta 2S7|E SaletL.
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~ Configuration

Cluster name *

rh-aws

~ Distribution

Select the type of Kubemetes distribution to use for your cluster

‘ Red Hat
OpenShift

Sslect an infrastructurs provider to host your Red Hat OpenShift cluster

aws Amazon °
A Wb i > Google Cloud
: VMware ——l Bare
vSphere — Metal
I |

Release image * @

quay.io/openshift-release-dev/ocp-release:4.712-x86_64 o -
Provider connection * &
nik-hcl-aws 0o -

Add a connection

c. 2HAEI YGEH 2HAH FF0| ZH| SEHZ LHEHELICH

3. 7|1& S2AEE JIMQE{H L3 EHAIE 2t=5HMIR.

a.

b.

S AEZ 0|Sot0] S AH 7t > J|Z S22 IHHRIIE

Salgot.

S AH O|ES Yot ME, 7HMR7| 8 2= My s S2IelLIL) 7|1E S2AHE =7tets &0l

HEA|ELCE

HH SAE 25t 52 S AH| FIte SHAEOAN BH
L Qst of 0| ME 7 M|S| 1, 0| TEN|AT} ABE|H 2| AE{7}

2

=
=
(L

Al
= o

H

HEZ SR{AH =

HetL|Ch Ol A St

EGENEY

S 20| LIEFEL|CE.
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Mame *

ocp-vmw]

Additional labels

Onee you chek on "Savemport 2nd generate code”, the information you snterad will be vted to generate the code and cannot be
micdafped ENyMone, i yeu wish to change any informabon, you will have 10 delete and re-mpont this cluster

Code generated successfully & import saved

Run a command

1. Copy this command

Click the button to have the command automatically copled to your clipboard,

Copy command !

2. Run this command with kubect] configured for your targeted cluster to start the import

Login to the existing cluster in your terminal and run the command.

View cluster L Import another
4. of2] 2AHE UED VN2 20f= ¢ 2E0|M EHAHE ZLIETSHD H2 [P 4 JSLICH

OHEE[AI0]d = 7] &z|

S AE oM ofZ2[AH|0|d S Mdstn erefstaqH

M|

1. AtO|=HIof| A O Z2|AH[0| M 22| = 0| S3t0f ofZ2|AH[0|M BHET|E S=letL|Ct TS A2 of
YEE YHstn M S SEGHMR.
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Applications

Create an application @D o

Name* ®

demo-app

Namespace* (D

default

~. Repository location for resources

~ Repository types

Select the type of repository where resources that you want to deploy are located

o@ Git

URL* @)

hitps)//aithub.com/open-cluster-management/acm-hive-openshift-releases.qit

Branch (@)

main

Path ()

clusterimageSets/fast/47

2. O E2[AH0|M T QAT HX|=|H ol oS 2|#|0[H0] ZZ0] LIEFEL|CY.

Applications

Overview

Advanced configuration

Q, Search
Name Namespace
demo-app default

Clusters

Local

@

Resource

Git 4

®

Time window

1-Tofl =

(o] I

C Refresh every 155

Last update: 7:36:23 PM

Create application

@ Created

8 days ago H

1 of 1
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Governanceand sk / Policies

Mame *

policy-complianceoperator

i
g
I

Create policy @ @ v o

Mamespace * (i)

dafault -
Specifications * (i)

@ ComplianceOperator v
Cluster selector (i)

@ local-cluster: "true” -
Standards (i)

@E® nisT-csF -
Categories (i)

@' PRIP Information Protection Processes and Procedures v
Controls (i)

-

@ FR.IP-1 Baseline Configuration

I:I Enforce if supported (i)

D Disable pelicy (i)

5t sl 2" o= ASLICH

£ =2 ¥Ho| 24 E 20ll= Advanced Cluster ManagementO|A| 2 &
L|

X xH

o

CC

4

= 22{2H g A

.
gt

(=3
=
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Governance and risk ®

Summary 1

NIST-CSF

Standards -

No vielations found

Namespace

default

e

Btsd

KubernetesE ¢t 15
IZEE DLIEEISH=

ot

108
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Remediation

inform

2 2E >Q2 o|SELCt

2 AE
S WS

S
ot

here are no cluster or

Cluster
violations

® o/

st

Standards

NIST-CSF

2l 7ls2 BE
SfLICH,

+ Filter C Refresheveryi0s +

Lastupdate 25401 FPM

Create policy

Policies Cluster violations

Categories Controls Created |

PRIP Information
Protection Processes and
Procedures

PR IP-1 Bazeline 32 minutesago H
Configuration

1=-1o0f1 = 1 of 1

SHAHUM &, ZE, 0fZ2[7[0]M 2



Red Hat

kube:admin ~

Advanced Cluster Management for Kubernetes

Overview F Al i

ey

Other

3

Cluster

Summary

0 3 1 1 20 n35
Applications Clusters. Kubernetes type Region Nodes Pods
Cluster compliance 2 Pods m32 Cluster status 2

2. D= 2AEO BE ZLQp YIRC = CHot
PodE 22/5tMIK.

Red Hat
Advanced Cluster Management for Kubernetes

3 Related cluster 673 Related secret 20 Related node 8 Related persistentvolumeclaim

8 Related persistentvolume ] Related provisioning 2 Related searchcollector 3 Related iampolicycontraller

Name 14bbd
Namespace
Cluster
Status
Restarts
Host IP
Pod IP

Created 4 days ago

Labels

controller-

3. Chfet C|o|E] ZRIES 7|4t

—_——=

MIE ZEof chet XMt 2 E HE & ASLICH

|0
HU
M
i
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m
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Search

Savedsearches W Open new search tab[#

3 Related cluster 1k Related pod 12 Related service

‘ Show all (3)

v Node (20)

Name 1 Cluster Role Architecture OSimage cPU Created Labels
ocp-bare-  master; amd64 Red Hat Enterprise Linux CoreOS 48 amonthago  betakubemetesio/arch-amd64  beta kubermetesiofos=linux
metal worker 47.83202103292105-0 (Ootpa)

kubernetesio/arch-amd64 5 more

ocp-ma ocp-bare-  master, amd64 Red Hat Enterprise Linux CoreOS 48 amonthago  betakubernetesiofarch=amd64  beta kubernetes.io/os=linux
& metal worker 4783 202103292105-0 (Octpa)
kubernetesio/arch=amd64 5 mare
otp-bare-  master; amd64 Red Hat Enterprise Linux CoreOS 48 amonthage  betakubemnetesiofarch=amd64  beta kubernetesio/os=linux
metal worker 47.83.202103292105-0 (Ootpa)

kubemnetesio/arch=amd64 5 more

4. RE SHAHE CHet S A 2[AAL ZHHSE 7|HOZ DLHZE T LEELCHL 22HAH MR FEE
He{H S2HAHE 2E/5HM K.

Search

Saved searches « Open new search tab &
3k Related secret 787 Related pod 15 Related persistentvolumeciaim 17 Related node 1 Related application
15 Related persistentvolume 1 Related searchcollector 8 Related clusterclaim 3 Related resourcequota 5 Related identity

Show all (158)

v Cluster (2)

Name T  Available Hub accepted Joined Nodes Kubernetes version cPU Memory Console URL Labels
local- True True True 8 v120.0+c8905da 84 418501Mi Launch cloud=VSphere  clusterlD=148632d9-69d5-4ae4-98e=-8dfi886463c3
cluster
installecname=multiclusterhub 4 more
acp-vmw True True True L} v120.0+df9c838 28 mogIMi Launch cloud=VSphere  clusterlD=9d76ac4e-4aae-4d45-22:8-1b6b54282fe  name=ocp-vmw | more

o] 22{AE0] 2|AA 4y

Kubernetes& 115 S2{AH ZZ|E AFESIH ALEX7F Z2£0]| A SEL O Ao 2h2|H
SHAE| SAl0f 2|AAE MM £~ QELICE 0|2 =01, A|Z CIE NetApp ONTAP

S8 AHZ X|25|= 0{2] AtO|E0| OpenShift 22 AE7I 1 F AIO|E BF0| PVCE
T2H|N o™ AT BEAIE0| /= (+) 7|SE 28I6tH ELICH O3 O PVCE e =
S2HAHE MENSID 2[AA YAMLE 20 E2 LS S| 2 =L Ct

—

110



Create resource Cancel

Clusters | Select the clusters where the resource(s) will be deployed.

Resource configuration | Enter the configuration manifest for the resource(s).

YAML i

entVolumeClaim

1
2
3
4
5
6
7
8
=]

iy
L]

=
=

21 ocp-trident

Trident ProtectE AIEot Z1E|0|L] 4 5! VMO]| CHet H|O|E E=

O| £2 M2 Trident ProtectE AFE6H Z4H|0|L] 3 VMO CHSt HIO|H E XS £ElisH=
HZ2 HELIC.

fjo

=

x
Ot
[
o
(T
T
o
Ot
rr

L4
4
2

1. OpenShift Container Z2HZ0|A] ZiE{|0|L O Z2|AH[0[M0i| CHE AHAF 5l HHA
CHEE XbASH LHE2 T2 2 ERSIMR."7|".

2. OpenShift Container Z21Z0]| Hf =l OpenShift Virtualization2| VMO|| CH$t B A S M MSt 1 =2 elst= o
CHSE XEMISH LHE2 CHE S HASHHR."0{7]" .

EfAF 2 S AFESHH ZIH|O|L] & S VMO Chet C[O[H E=
0] £ M2 Red Hat OpenShift Container %i%QI OADP 2ZXt2t SetEl VeleroE
&5t AS S

AHE5t0] ZiH|0|LH 3! vMmol| Ciet HIO|H H= &

1. OpensShift Container S Z0i| A ZAE||0[L] OHZ2|7|0[H2| HAS MMt SI5t= LH| Tt XtMet LHE=2
LSS EXSHHR.07|".

2. OpenShift Container 221 Z0]| HiZZ =l OpenShift Virtualization2| VMO]| CHEH B A S MMt S@lsh= B
CHEE XbA[SH LHE2 T2 2 BRSHHR."7|".

NetAp A E2|X|2t Red Hat OpenShift Virtualization S&}0f|

CHOH o= = /Y= F7t 2[aA
Crot ZEHE D 7| =0 A ONTAP AFE I Red Hat OpenShift Virtualization= HHE, 22| 5!
%Mzt O cHet XEM| MEE HSot= F7t 2| AA0 HMASIN K.
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https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-tp-solution.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-tp-solution.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-tp-solution.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-tp.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-tp.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-tp.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-velero-solution.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-velero-solution.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/openshift/os-dp-velero-solution.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html
https://docs.netapp.com/us-en/netapp-solutions-virtualization/openshift/osv-vm-dp-using-velero-overview.html

* NetApp &A1
"https://docs.netapp.com/"
* Trident A
"https://docs.netapp.com/us-en/trident/index.html|"
* Red Hat OpenShift XA
"https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/"
* Red Hat OpenStack Z2HZ 2X
"https://access.redhat.com/documentation/en-us/red_hat_openstack_platform/16.1/"

* Red Hat Virtualization 2]

"https://access.redhat.com/documentation/en-us/red_hat_virtualization/4.4/"

* VMware vSphere A3 A

"https://docs.vmware.com/"
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https://docs.netapp.com/us-en/trident/index.html
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/
https://access.redhat.com/documentation/en-us/red_hat_openstack_platform/16.1/
https://access.redhat.com/documentation/en-us/red_hat_virtualization/4.4/
https://docs.vmware.com
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