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Create: Virtual Machine (=

General 0OS  System Disks CPU  Memory Confirm

] Mo network device

Bridge VLAN33T2 - Model VirtlO (paravirtualized)
VLAN Tag Bridge | Active | Comment
Firewall VLAN1S4 Yes VM Public
VLAN186 Yes Kubemnetes
Disconnect VLAN3372 Yes | Management VLAN fed
MTU VLAN33T4 Yes Guest Block Storage Network 01 .
VLAN3I3TS Yes Guest Block Storage MNetwork 02
vmbr( Yes
vmbr1 Yes File Storage
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