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ntaphci-a300e9u25::> vserver cifs show -vserver proxmox

Vserver: proxmox
CIFS Server NetBIOS Name: PROXMOX
NetBIOS Domain/Workgroup Name: SDDC
Fully Qualified Domain Name: SDDC.NETAPP.COM
Organizational Unit: CN=Computers

Default Site Used by LIFs Without Site Membership:
Workgroup Name: -
Authentication Style: domain
CIFS Server Administrative Status: up
CIFS Server Description:
List of NetBIOS Aliases: -

ntaphci-a30e0e9%u25::>
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Distribute volume data across the cluster (FlexGroup) (Z)

Access permissions

E Expaort viz NFS

default A

Create a new export policy, of select an existing export policy.
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SHARE NAME
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/pvesmb01

User/group User type Access permission
Authenticated Users ~ Windows Full control
-+ add
SYMBOLIC LINKS

Symiinks

@ symlinks and widelinks
Disable

SHARE PROPERTIES

Enable continuous availability

able this function to have unintermupted access to shares that contain Hyper.V and SOL Server aver SMA
Allc~ c'lems to access Snaps?‘ot ople; dunc:of\,
Ciient systems will be able to ac >

Encrypt data while accessing this share

rypts data using SMB 3.0 to prevent unsuthorized file access on this shace,

Enable oplocks

Enable change notify

Allows S8 clants to requast for change notifications for directories on this share

Enable access- based enumeration (ABE)

Displays folders or other shared resounces Dased on the access pemissions of the user,
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cifs: pvesmb01l
path /mnt/pve/pvesmbll
server proxmox.sddc.netapp.com
share pvesmb(l

content snippets,vztmpl, backup,iso, images, rootdir
options vers=3.1ll,multichannel,max channels=4
prune—backups keep-all=1

username clifs@saddc.netapp.com

Proxmox VE2 NFS AEZ|X|E FASIL|CT.
NetApp ONTAP AFE236t0 Proxmox 7t& St (VE)E NFS AEZ|X|E AL CH AEE|X|
A A0 Ciot of2] HERY I HEOA LiASda d5 A4S 28] NFS v4.1 O| &0 M MM

=0
EHZE MESHARL.

ONTAP Proxmox VEOIM X|3dt= 2= NFS HTEES X AYLICE ALE "M EZZ" LIZEY A 85 S
IBHMYULICE M E-HZ S AHE0IE{H NFS v4.1 0| 0] 2Rt

ONTAP MS At25t= 2 A|AH! 22|Xt QIEHO|AE AM2SHK O|2{Th ZUS AZTSIMAIL.
ONTAP ALt NFS nconnect M
AE2|X] 22|k} 2 A

Proxmox VEXIA AF2E ONTAP 2| NFS AEZ|X|E TZH|XMJStH™ CHS EYUS AZ YA,
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https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4

1. NFS2 SVMS ZM3SI6HMR. RZSICE "ONTAP 9 2A{".

2. AES2|T 2|4 2740| LIFS MA6HIAIQ. ST Aol Liot QL B8 G2 AN, 412, MEHAU0N AgEE
CiFol eins AeE,

HE EXFAMR

Name Status Storage VM 1Pspace Address Current node = Current p... Portset Protocols

Defauit 1722111769 ntaphci-a300-01 ala-3373 SMB/CIFS . NFS, 53
f_pro Default ala ME/CIFS , NF
ONITHON, 01 s default ntaphci-a300-02 ala-3376 SMB/CIFS . NFS
If_prowmox_nasD2 7 proxmo Default 1722112069 ntaphei-a300-02 a0a-3376 SMB/CIFS, NFS

3. Proxmox VE BAE |P FA = M
AG|O| ESIL|CE K ZESICH"4Z KA

o

Bulo]| CHet HMAE HISHEE NFS LHELHZ| MM S M5 L
ddragla "LHE'-H7| ™ol & =74

4. "=2FS YHEYLICH. tHE2H(>100TB)0| ERt 22 FlexGroup AHE5I0] 22{AE TH|0 CIO|EE 24t35H=
FHE QUSHYAIL. FlexGroup AtE3HE B2, 45 &S fIo SVMOIM pNFSE &dstst= As naisl
EAMR. XiMet LHE2 TS HAIE MEM K. "SVMOHH pNFSE 2-dstefL|ct.". pNFSE AtE M= Proxmox
VESAEJIRE ?jEEH(HIOIH LIF)ofl GOJE{of| M2 & 4= UAE=F 3liof LICE sy SF0A o] X
7150| EHStE[0] UAE=X] &AL,
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https://docs.netapp.com/us-en/ontap/nfs-config/create-volume-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-volume-task.html
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1

G2 EHFANR

Add volume

MAME

STORAGE YW

Proxmox

Add a5 a cache for 2 remote volume (FlexCache)
Simplifies file datnbubion, reduces WAN |atency, and lowers WAN bandwidth cots

Storage and optimization

CAPACITY

Size

G

PERFORMANCE SERVICE LEVEL

Extreme ~

Mot sura?  Get help selecting type

OFTIMIZATION OSTIONS

Distribute volume data across the cluster (FlexGroup) (Z)

"EEO L2

Access permissions
B export via NFs

xH

~

=2
=

GRANT ACLESS TO HOST
default ~

Create a new export policy, of select an existing export policy.

SHCFSHL|C} .

=2o-d
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https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
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Edit volume X
Nawe
pyenfsOt
Storage and optimization
aamary
315.7¢ GiB -
£0STING DATA sPACE
300 GiB
[® Enabe thin provisioning
15 resize sutomatiesly
AUTOGROW MODE
@ Grow
e
3789 GB v
Grow or shrnk automatically ()
Enable fractional reserve (100%)
Enable quota
Enforce performance limits
485 05 POUCY SROU
@ cxisting
extreme-fixed -~
New
secummyTYPE
UNIX ~
unxpeamssONS
[ Read B Execute
omner ] ]
Grow = ]
omvess ]
Storage efficiency
Enable higher storage efficiency
Dont enable g mode pications. Lesm more [
Snapshot copies (local) settings
SNAPSHOT RESERVE 6
5
HSTING SHAFSHOT RESERVE
15.79 Gig
188 schedue Snapsht copies
SNAPSHOT POLEY
default ~
Schedule ... Maximum Snapshot copies Schedule ‘SnapMirror label SnapLock retention perio
hourly 6 s - 0 second
minutes
past the
hour, every
hour
daily 2 At1210 daily 0 second
AM. every
day
weekly z At12:45 weekly 0 second
AM. only
on Sunday
enable Snapshot locking @
- ™
a retention peniod is specified.
{8 Automatically delete older Snapshot copies
18 show the Snapshot copies directory to clients
it syvtems i e v 0 iy 0 cces T SOt Copies drectoy
Export settings Export settings considerations
[
o
fovenfsO1
EP0RT POUCES
@ select an eisting policy.
expom pOLCY
default ~
(@) This expart policy is being used by 19 objects.
auies
Rule index Clients Access protocols  Read-onlyrule  Read/writerule  SuperUser
1 17221.1200/24 Any Any Any Any
2 17221.117.0/24 Any Any Any Any
+ add
Add a new policy

Sae?

@ Save to Ansible playbook
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6. 71443t 22| X0l NFS 28

Tttt 2tE|xf AHY

Proxmox VEO| NFS 28
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S ARSHYAIL.

1.
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of 275

ot &2

of ZH|&|

E2X|2 715t M

ASE LEIYAL.

o

AMESHIAIL.

2. Z2| UIZ ArE3I0 “https:<proxmox-node>:8006"H|O|E{MIE{E 22/5
15

Z2I5l1 NFSE MEis!

oE 2HFAMR

u pnnxmnxm Envionment 82,2 Search

Sarver View

EE Datacenter (Cluster01)

b Datacenter

B pxmox01
E= pxmox02
103 (kube-ctrd-01) @

222 RTP (pxmox02)
£28 localnetwork (pxmox02)
& H410C-01 (pxmox02)
= local (pxmox02)
=[] local-lv (pxmox02)
=[] pvedi? (pxmox02)
=[] pvelun01 (pxmox02)
= pvelund2 (prmox02)
= pvelun(d (pxmox02)
=[] pvelunDd-thin (pxmox02)
=[] pvenfs01 {pxmox2)
= (] pvenfsd2 {pxmox02)
=[] pvens01 (pxmox02)
=[] pvesmbl1 {pxmox02)

B pxmox03
W Accounting
W Engineering
W Sales
3. N ™HE
=gis—gn! |

16

Q Search

& Summary

O HNotes

B Cluster

@ Ceph

£ Options

£ Storage

E Backup

3 Replication

o' Parmissions
& Users
& API Tokens
&, Two Factor
& Groups
W Pools
# Roles

AE2[X[E MBSt T}

8

PE P EEEE S EESFREEN

|5 nConnect EE= MM EFZS FMSt2{H Ct

T Hel AIH MO A7 MZ CHE VLANO| 7 EE|0] JEX] 2RISHHAIR. NIC 282

ojo
Pt
N
i

Directory

LVM

LVM-Thin
BTRFS

NFS
SMB/CIFS
GlusterFS
isCSI

CephFS

RED

ZFS over iSCSI
ZF5

Proxmax Backup Server
ESXI

£ YR, MH HEE HMSotH NFS LHELHZ| S50| EAIELICH S=0f|M MEIStn FEHIX
EN



0 EHFMR

m Backup Reatention

pvenfsdl Mode
pvanas sddc nelapp com

|
‘pvenfsiil
fpvenfal2
pvesmbl 1

© Help Advanced

4. nConnect SN2 &43I5I2{H SHAE LCoilM M2 B0 OHE B S MY AL. <storage id> OH
THAOM e AE2|X] IDYILICE

pvesm set <storage id> --options nconnect=4

MM E-HZS AFSI2{H NFS v4.12 AF3t1 trunkdiscovery 2 max_connect 282 A& sl{of SfL|C}.

pvesm set <storage id> --options vers=4.1, trunkdiscovery,max connect=16

. L322 A4 &l AE2|X|0f| CHEt /etc/pvel/storage.cfg THL Q| LHEILICY

export /pvenfs01l

path /mnt/pve/pvenfs01
server pvenas.sddc.netapp.com

content iso,backup,images, rootdir,vztmpl, import, snippets
options v4.1,nconnectzq,trunkdiacovery,max_connethIG
prune-backups keep-all=1

- nConnect 40| MEE|R=X| &l5t2{H LIS HES HASIHR. ss -an | grep :2049 Proxmox VE
SAENA NFS MH IPO| CHS CHE HZEO| /=X | SIS AR, pNFS7t E Mot R =X| 2elsta{™H CHS
HHS MAHSIMR. nfsstat -c 2[0|0F2 2t X|EE =QIStN|R. HI0|E EBfE S 7|8t = Of|O|Ef LIFO]| CHot
o2 HZO| EA|=|0{0F BrL|LCE,

M EZ0IM nconnect SH2 E QIEH0| A F SHLto|2t SHEILITH pNFSUIMS
() siEkeiolE 2 Ho]E| QIE{HO|A0) noonnect 40| AR ELICt AX| 2% $H0IMS nConnect
= MM EBZ B SIS AFRSH S O AFZSHR DRAIS.
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=0

NetApp ONTAP AE310] IO|H A'd ZEE == Proxmox 74t Q’o:'(V )=
AEZ|X|E ?Iol =2 2& B2|XHLVM)E L LICE o] +HE2 nds R &
EE +Z AEZX| °—*.'A1|_§ 7tSStA ghLlch.
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™
|0
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x| 7teet 2|k A

FC HZZ 2[5l Proxmox VE AEE FH|SIH{H Lt X£7| MU E 226t AEZ|X| Z2|XI0f|A| Bt HEE
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TS AIL.

1. 5% 712 HBA QIE{THO| AT} AL 7HSBHA| 2HRlStHAIL.

H
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>
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>
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A
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=
>
30)

2. multipath-tools?t 2= Proxmox VE SAEN| MX|£|0] Q!

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

ONTAP ZA| CtE Z20i| tigt Adh= 40| o7 |X|of| o|0] Zet=[0] JLELICH XtMISH LHE
@ "ONTAP AEZ|X|E A% FCP % iSCSIZ Proxmox VE 9.x2| ONTAP 9 EA"&
EI'I°|'MA|9.

3. I E Proxmox VE @AEQl WWPNE $=E5t0] AE2[X| 22| Xtof|#| ISt AL,
cat /sys/class/fc_host/host*/port name
AEE|X| 22| Xt Y

ONTAP X Z AIEdtAl= ER, AL 2HE|XHE O|EHAE B S HE|5HA| AHgota 4= UASLIC

1. SVMO| FC Z2E 20| EAStEl MEl2 AL THS3HA| ZelsHIAIQ. [H2CHONTAP 9 24"

2. FC X80z HEEzT &= 79| LIFE MASH|C}.
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Dashboard
. i Stame : . e Senial No (ASCT) Fourmar
Insights ¥ g G
(—} Daline = P L4 82403+Z2GASP O Linee
Storage
Hosts
Performance .
Network - Storage
Cuaraew
Haur
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Ewenits & jobs -
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1lsblk -S
rescan-scsi-bus.sh
1sblk -S

2. ZHK|7} HE|IHA S 20| LIEHLH=X] 2RISHIAIL.

-_— 17 =

multipath -11
multipath -a /dev/sdX # replace sdX with the device name
multipath -r
multipath -11

3. 28 182 MuBILICL

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device id> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. 22| UIZ AF28I “https:<proxmox node>:8006 Cl|O|E{ MIE{E S2I8t0 AEE|X|E MENSH LIS ZIIE
S2/8t10 LVME MEISHL|CE,
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oE 2oFMR

x PRO MO < Virtual Environment 9.1 4 Sea

Server View o Datacenter

& Datacenter (Cluster03)
% onehost02

Remave Edit

Q e B Directory
& Summary = LM
O Notes B LVM-Thin
= Cluster B BTRFS
NFS
@ Ceph B
E SMBICIFS
£ Options B iscs!
8 Storage B CephFS
Backup B RBD
3 Replication B ZFS overiSCSI
i ZFS
=" Permissions
= Proxmox Backup Server
& Users & | esx
& APl Tokens
&, Two Factor

o5. AEZ|X| ID O|E2 Y&Hstn, 7|& 28 IES MESHCOHZ, CLIE M5t W2 M3t =28 _’-E%
MEHSIAMA . 28 SMHS MEHSIMR. P 9 0|M HHO A= LSS 2d2lstdAl2. a0
Snapshots as Volume-Chain 1g &QIZHE 2HM3ISIH HA|E|= SMQULICE



0 EHFMR

Add: LVM
Backup Retention
ID pvefc01 Nodes All (No restrictions)
Base storage Existing volume groups Enable
Volume group a50fc Shared
Content Disk image, Container Wipe Removed
Volumes
| Allow Snapshots as Volume-Chain

Snapshots as Volume-Chain are a technology preview.

Keep Snapshots as Volume-Chain enabled if qcow2 images exist!
& Help Advanced “

6. CH22 FCE AFBSHE LVMS MZ AE2|X| 74 maejct.

g HHFAHR

lvm: pvefcOl
vgname aS0fc
content images,rootdir

saferemove 0
shared 1
snapshot-as-volume-chain 1

Proxmox VE 9 O|& 0| M= AEE|X| 74 T 71 SM0| ZtE[0] UELICE snapshot-as-
volume-chain 1 AHM Allow Snapshots as Volume-Chain ZMSHE|0{ UESLICH
Proxmox VEE iSCSIE A5t LVM 74
NetApp ONTAP A3t iSCSI ZZEZZ Proxmox 7+ 3 (VE) SAE 70| 28
AEER[X|E Qe =8| 28 e[XLVM)E FdgL|ct o] 42 HE|MAE X[/}St= EE
A e

O|HH HERIE Sd Z% & AEC|X| AMAS 7HST L{Ct.

ONTAP ALE310{ iSCSI2I LVM 37 &
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Proxmox VE SAEQ| iSCSI HZAS FH|StD AEZ|X| #2|XHo|A st HEE £3sHH CHS £7| &HS

2HFSIMAIL.

1. Linux VLAN QIE{TH|O| A T I§7} AL 7HsBHR| SHQISHY AL,
2. multipath-tools7t 2= Proxmox VE SAEN AX[Z[0] Q10 HE A| XtZOE AR E|=X| SHOISHMAIL.,

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

ONTAP ZX| CtE Z20] thiet &dt= F140| 17| X|of o]0] Zete|0] ASLICE XpAISH L2

@ "ONTAP AEZ|X|E AI2%E FCP % iSCSIE Proxmox VE 9.x2| ONTAP 9 2A"&
EXRSHAAL.

3. ZE Proxmox VE ZAEQ|iSCSI SAE |QNE HSHH AEZ|X| 22| XH0l|A| M Z S AIL.

cat /etc/iscsi/initiator.name

AE2|X| 22| X} 2A
ONTAP N & AIEStAl= AR, A|AH ZH2|XIE 0| 2SIA|H S HHE|stAH| AFESHA = USLICE

1. iSCSI ZZEZ0| 2M3t=l MEiZ SYMO| HM AT 4= A=X| 2QUSHIA|L. [HELE "ONTAP 9 2A{".
2. iScSI Mgoz HEEHY F /9| LIFE MMEhL|Ct.

Name Status Storage VM IPspace Address Current node = Current p... Portset Protocols

Q a a Q Q Q Q Q s

prox
lif_proxmox_iscsi01 (= proxmox Defauit 17221.118.109 ntaphci-a300-01 a0a-3374 iSCSt

Iif_proxmox_iscsi02 (~) proxmonx Defauit 172.21.119.109 ntaphci-a300-01 ala-3375 iSCSI

lif_proxmox_iscsi04 ) proxmox Defauit 17221119110 ntaphci-a300-02 a0a-3375 iSCSI

lif_proxmox_iscsi03 ® proxmox Defauit 17221.118110 ntaphci-a300-02 a0a-3374 isCsl

3. igroup= MMst1 SAE iSCSI O|L|A|M|O|E{E XHSLILCE.

4. 213k 3719] LUNZ SVMO| 4444613 O EHAlofl ] M43t igroupoll B BLICE ASA AIAEIS| Hot ol A
2 49l0f 2K 7|'50| EAISHE|0| QX EHoIBHIAIQ. AFF/ FAS AlAgle] 29 e wiok Hof o 2taglo]

YR 7|S0| 2g=tz|0] U=K| 2RUSHEA| 2.

23


https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
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Cancel
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¥ Sales

Add: iISCS1

EIEE)  cackup Retention

5t

—
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@ Heip
XItE 225t LVYMS MEfSHA .

—
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P
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X PROXMO X vinuai Envionment 822 <o

Server View © | Datacenter
£ Datacenter {Cluster(1)
Ada Remowve Ed
B pxmoxd 1 Q, Search x
B pxmox02 B Directory
103 (kube-cti01) @ i Susmmacy B LVM
$22 RTP (pxmox(2) O Notes B LVM-Thin
£2% localnetwork (pomox(2) B Cluster I BTRFS
£ HA10C-01 (pxmax02) B NFS
- @ Ceph
= L] local (pxmox02) BH SMBICIFS
£ local-vm (pxmox02) © Options B GlusterFS
=[] pvedird1 (pxmexi2) = Stwrage B iscsi
alun 2)
EDW [ﬂm] E up . CaphFS
£ pvemD2 (pxmox(2) H RED
= prelun0d (pxmox2) G Replication | B | 26 i
over i
£ [ pvelundd-thin (pamox2) o Permissions R —
ED pvenfsl (pomox02) & Users
=[] pvenfs02 (pxmox02) £ Proxmox Backup Server
APIT
=[] pvens01 (pemox2) 8 okees & ESXi
%ﬁ pvesmbl1 (pamoxl2) &, Two Factor
B pxmox03 & Groups
W Accounting
e W% Pooks
W Engineering
W Sales # Roles
4. AEZR|X| ID 0|22 =t O™ AN MAMTHiSCSI AEZ|X|Qt LX[StH= 7|2 AEZ|X|E MEHSHUAIR
7|2 280 Ar8Y LUNS MEHSI 28 18 0|2 AR, 37 SH0| MEIE[0] /UEX] 2*9_|3H=M|9
Proxmox VE 9 0|4 HHO||M = CHS 2 & 2* Mot A|2. Allow Snapshots as Volume-Chain &
2lolztS S MotoH A= SMALICH
Add. LM ()
Ganeral Backup Eetention
0 pveundl Modes All (Ne restriciions)
Base storage pvelund1 (5CS1) Enable |
Basze volume | Shared o]
Volume group I Moda lo scan pemox
Content | Nama For Size
© Heip CHODID O LUN raw 268 44 GB
. CHEDIDOLUN 1 raw 37581 GB
CHODIDOLUN 2 raw 107 .37 GB
CHOOIDOLUN 3 raw 13422 GB
5. [I22 iSCSIE M83H= LVME ME AEZ|X| 714 mHAJLICE
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iscai: pwelun(l
portal 172.21.118.109
target ign.1992-08.com.netapp:an.cf92266a7 111ef9%dc00a098b4 6821 :va . 48
content none

nodes pamox02, paomox01, pionox03

lvm: pvelun(l
vgname pvelunll
contant im reotdir
nodes pamox03, pamox01, prancxl2

Proxmox VE 9 O|& 0| M= AEE|X| 74 T 71 FM0| ZtE[0] UELICE snapshot-as-
volume-chain 1 AHM Allow Snapshots as Volume-Chain ZMSHE|0] JUESLICH

Proxmox VEZ NVMe/FCZ A3 LVM 3+A

NetApp ONTAP At23t0] Fibre Channel Z2EZS S5 NVMeE 0|23l Proxmox 74}
2tE(VE) 2AE 72t 3R AEEZ|X|E fItt =2| 28 &e|XHLV ) A gL Ct. O| THE2 A
NVMe Z2EZS AFE5I0 2 X|H A[Zte= 1* S &8 & AEZX| AN

Ml gL,

Proxmox VE @A EE NVMe/FC HZAO| SHA| EH|StD AE2|X| 22| Xtof|A| 2Rt EE #+Fot2{H .t
A2 ARSI,

dlo

=7

1. 5 712l HBA QIEJH[O| AT} AHE 7HSBHR| RISHUAIL.

(o]}

2. 22{AE{9| BE Proxmox SAEOM CIS HHS A
HX[E| A=K SIS A 2.

Fod WWPN AEZ AZISED nvme-cli 7| X| 7}

apt update

apt install nvme-cli

cat /sys/class/fc_host/host*/port name
nvme show-hostngn

st SAE NQN 2 WWPN BEE AEZ|X| 22| XA M2stD ERet 37|29 NVMe WIYAHO|AE

AEE|X| et A
ONTAP M & ALE0IAl= B2, AL Z2[XHE O|E5HAIH LS oA AFESHE 4= ASLILE

1. SVMO| NVMe ZZ2EZ0| E43tEl MEIZ AI2 THs5THX| QIS AR, FZSICH "ONTAP 9 EA412] NVMe
Pl
i I — Y

2. NVMe HIYATO|AS M-St
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— PINetApp ONTAP System Manager | NSOL-MetApp- AST-T1501 10t

{ 7o M p——— | Wt 0 <y e

Dashboard
Insights

~
P pvens01_1
Hests Overview Snapshats Replication Secudity &
Hatsirork - Anti-ransomware
Events & jobs -~ ‘D Enabled
Protection a

Cluster -

5. Jtebet Z2[XIo) Al NVMe LIZATO[AT HHEAUZ S L2 HA2.

tAks 22| K} F|

OH

Proxmox VEOIAl NVMe Y AHO|AZE 2] LVM AEZ|X|Z2 2SI H CI2 ZHAHS 2AZSIAA|2.

1. 2{AHO| 9= 2t Proxmox VE SAEN|A Mo MA8H0] A HQUAHO|AT} EA|Z|=X| SIS

o

2. HYAHO|A NE HEE SHOISHA L.
nvme list
3. X ME HHE ZAAFSID FISL|C}

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -N

4. 25 15 ddgut.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

22| UIE AHE5HK “https:<proxmox node>:8006 ClO|E{ MIE{E S2i5t0 AER2|X|E MENSH CHS FIIE
Salstn LYMS MEfstL|Ct
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Server View o Datacenter

& Datacenter (Cluster03)
% onehost02

Remave Edit

Q e B Directory
& Summary = LM
O Notes B LVM-Thin
= Cluster B BTRFS
NFS
@ Ceph B
E SMBICIFS
£ Options B iscs!
8 Storage B CephFS
Backup B RBD
3 Replication B ZFS overiSCSI
i ZFS
=" Permissions
= Proxmox Backup Server
& Users & | esx
& APl Tokens
&, Two Factor

6. AE2|X| ID 0|52 st 7|ZE 28 JIES M O}Z, CLIE ALE5t0] 2 MH3 28 _’-E%
MEHSIAMA . 28 SMHS MEHSIMR. P 9 0|M HHO A= LSS 2d2lstdAl2. a0
Snapshots as Volume-Chain 1g &QIZHE 2HM3ISIH HA|E|= SMQULICE
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Add: 1 Vi

Backup Retention

1D pvens01 Nodes

Base storage Existing volume groups Enable

Volume group pvens01 Chared

Content Disk image, Container Wipe Removed
'\'.,'I| Mmes

'-'\-/_I Allow :.J-"':E:.'-:"'L'i'_- as Volume-Chain

Snapshots as Volume-Chain are a technology preview

Keep Snapshots as Volume-Chain enabled if gcow2 images exist!

& Help Advanced m

7. CI22 NVMe/FCE AI2%H= LVME AEE|X| 1A ol 9| of|IL|C}.

HE EHFAHR

lvm: pwvens(Ol
vgname pvens0l

content images, rootdir

saferemove 0
shared 1
snapshot—-as—-volume-chain 1

Proxmox VE2 NVMe/TCPZE A3t LVM ++A

NetApp ONTAP A3 TCP Z2EZS Sl NVMeE 0| &3l Proxmox 7t& 2H3(VE)
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Proxmox VE @A EQS| NVMe/TCP HZ 2 &H|6t0 AE2|X| 22| Xjof|AH HRst M2
AZEIAIAIL.

1. Linux VLAN QIE{H|O|A S JH7} AL THSBHX| EelstAl 2.

2. 2 AEQ| EE Proxmox ZAE0|M LIS BHS HASI0] 2 AE O|L|A|00|E HEE SEBHUAIR
nvme show-hostngn
3. PNk

3ot SAE NQN ZEE AE2[X| Z2|XHof|A| MSsta Bt 3719] NVMe HIJIAH0|AE RESIHAIL.
AEE|X| 22| Xt 2 Y
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root@pxmox0l:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#
# Example:

# —-—transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host

—-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -1 1800 -a 172.21.118.153
-t tcp -1 1800 -a 172.21.118.154
-t tcp -1 1800 -a 172.21.119.153
-t tcp -1 1800 -a 172.21.119.154

2. NVMe MEA|AHIN 2T18tL|Ct,
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nvme connect-all
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nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -1

=5 I5S dgguiot.

vgcreate pvens02 /dev/mapper/<device id>
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lvm: pvens02
vgname pvens(02
content rootdir, images

nodes pxmox03, pxmox02, pxmox01
saferemove 0
shared 1

Proxmox VE 9 0|4 HTO0|M= AEE|X| 714 THUOf| =7t SM0| ZE|0] UELICE snapshot-as-
volume-chain 1 YM[ Allow Snapshots as Volume-Chain ZHdSHE|0 QELICE

@ nvme-cli I§ 7| X| 0| = nvmef-autoconnect.service7} ZEHE|0] YO, 0|5 2ASISIH HEI A| CHA
K0 XAt 2 HEE £ USLICH XtAMSt LHE 2 nvme-cli 8HEME XML,
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