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3. Operators > OperatorHubZ 0| Z5t0 OpenShift VirtualizationS Z4A{BHL|C}.

2z Administrator

Home

Operators

OperatorHub

Installed Operators

OpenShift

Install

Latest version
262

Capability level

@ Basic Install

é Seamless Upgrades
é Full Lifecycle

Provider type
Red Hat

Provider
Red Hat

4. OpenShift Virtualization Etg MEistn MX|E S=IgL|Ct

Virtualization

ed Hat

Requirements

Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux Core0S

workers.

Details

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and
manage virtualized workloads on the same platform as container-based workloads. From the OpenShift
Container Platform web console, you can import a VMware virtual machine from vSphere, create new or
clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift

Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.

The KubeVirt project extends Kubernet
urce Definitions (CRDs). Ad

VirtualMachine resources alongside all other resources that Kubernetes provides

by adding additional virtualization resource types through

Custom Rest

inistrators can use Custom Resource Definitions to manage
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Update channel *
(@ fea
D22
(i3 M5
24

@ stahle

Installation mode *

This mode is not supported by this Operator
@® A specific namespace on the cluster

Operater will be available in a single Namespace only.

Installed Namespace *

® Operator recommended Namespace: @ openshift-cnv

e Namespace creation

Namespace openshift-cnv does not exist and will be created.

(D Select a Namespace

Approval strategy *
@® Automatic

() Manual

Install Cancel

6. 2EX X7t 2t E WIHK| J|CiE[M K.

OpensShift Virtualization
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace openshift-cnv

AXHE M|t = HyperConverged 2tE7|E 2

=

=

gLt

OpenShift Virtualization
provided by Red Hat

Provided APls

(IS openshift 0 Required
Virtualization
Deployment

Reprezents the deployment of

OpenShift Virtualization



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. HyperConverged 44 3tHO|A MM S S2l6tn ZE 7|2 0i7fHSE 2L Ch 0] THA|0|A = OpenShift
Virtualization EX|7F A|=HEIL|CH



Name *

kubevirt-hyperconverged

Labels
app=frantend
Infra >
vergedConfig influences the pod configuration (currently only placement) for all the infra components needed on the
virtuakzation enabled clustar but not neceszarely directly on each node running VMs/VMIs

2

y placeament) of components which need to be rinning on a

doads HyperConvergedCo without existing

Bare Metal Platform

© -

BaraMetalPlatform indicates whether the infrastructure is baremetal

Feature Gates »
fez

disab

a map of featu

setting a flag to “true ™ will enable the feature Setting “false ™ or remawving the feature gate,

les the featur

Local Storage Class Name

LocalStorageClassMame the name of the local storage class

Create Cance

9. DE ZEJ} openshift-cnv U QAT 0| A0 A A2 Al 0|53} OpenShift Virtualization S} A2
AEN 7L | HAMXIE AF2E =H| 7L ELICE O|X| OpenShift 22{AEA VMS MAHE & JASLICE

Project: openshift-cnv  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators decumentation @, Or create an Operator and
ClusterServiceVersion using the Operator SDK i

Name ~  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
O_penShif"f openshift-cnv @ Succeeded @ May 18, 8:02 pm QOpenShift Virtualization
VII’tLIEIHZa'tIOI'I Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment

Red Hat OpenShift Virtualization2 A}23t06] ONTAP
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Create new VirtualMachine

an option to create a VirtualMachine from

B instanceTypes

Default templates

Q Fiterby)

‘

Red Hat Enterprise Linux 8 VM
mal

Workdoad Server
cPul
Memacy 2

‘ Source svalable

Red Hat Enterprise Linux 9 VM

helg-zerver-small

Microsatt Windows 10VM
windows10-dezktop-mecum

6

Fedora VM

fedora-sarver-small

Project opes

Bitems




"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentQS Stream 9'WM 1 CPU| 2 GiB Memory #

Workload type Metwork interfaces (1)

Server (default) Name Network Type
default Pod networking Masguerade

Description

Template for CentOS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive Size

be available rootdisk Dick 30 Gig
cloudinitdisk 5k -

Documentation

Refer to documentation Hardware devices (0)
GPU devices

Host devices
Quick create VirtualMachine @
VirtualMachine name * Project
centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine _ustomize Virt Cancel




Project openshift-virtualization-os-images =
: Cuztorrze VirnialMaching
Customize and create VirtualMachine
Ternpiate. ContOS Sream 34V
YAML Emdronment Network int Serips Metadats
Name
tos- e o
i gt
Description
e s
Oparating system Haroware Savices
EntS Stream O VM GPU devices &
CPU | Memary
od Host devices #
Machine type
35-rhet9 20
Heaclet: mode
Boot mode a
o5
Hostname
Start in pause mode entos-streamS-pleasac-hamater 4
Werkioad profile
ot

—Q

{]
[+

i f o

Vittuaach VetusiMachin detaiz

D centos-stream9-zealous-anaconda ©ruing QP v Actos -

e Detai L onzole D&

i

= r
|—] Name 1 Source Size Drive Interface Storage class [_l
B @ o
(o)
File systems @
Mame 1 File system type Mount point Total bytes Used bytes

Lt L {J

HIC|Q 4|2
C+S HIC|20|M L iSCSI AER|X|E AM8H0] OpenShift Virtualizationdl A VME BHE = g4 S HoiFL|Ct

Block StorageZ AF23t0] OpenShift Virtualizationdl Al VM ZHE 7|
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Migration of VM from VMware to OpenShift Virtualization

/_ - \ /O 'Et)iF?E"T\TEHl FT Red Hat CpenShilt Eﬁ \
P Eottaimen Fattorm Virtuatization o
WiMware
ol Redan
i e k] T L e L Crtwrprrarl s
network mapping from VM Q
Wi cmme o ViANWpodnetwork |
pod
N |
) AP .-
agutn?"ﬂ;\gra%"_q PVC ahd PV created from
— %‘ﬁ‘a@qe‘_ﬂ, e storagp class usng Tridon!
e VDDK copies data o
L@ from Vi disks 1o PV 1

A P

| ONTAPor +
any datastore

HZ 0to|a2|0[d3 flet FA =2

—_ = —

VMwareOl| A

* OIS FH S AFE510 rhel 9.32 AF23H= RHEL 9 VMO| A X| £
° CPU: 2, H|22|: 20GB, 3tELC|A3: 20GB
o AFEXt XHH B5E: R E AFEX} U Z2|Xt AR AHE BH

* VMO| £H|Zl = postgresql A7t AX|=|AELICE.

° postgresql A7} A|ZFE[U D REA| A XEEE SHEJ}S

systemctl start postgresqgl.service’

systemctl enable postgresqgl.service

SLIC}.

L|ct.

The above command ensures that the server can start in the VM in

OpenShift Virtualization after migratio

° CIO|E{H[O| A 27HE 7131, E[0| = 172t ST Ef|o[S0f & 1
PostgreSQL AHE 2 X|5t 1 C|O|E{H|0| A S E|O|E =S %
EXSHMA 2.

n

N7t =7t QLT LIEHHEH 07" RHELO
dg5t= Aol chet X2 tES

(D) postgresal MBS AIE{BED 28 Al KHIAT} RS ES SHOLHIR,

OpenShift 22{AE0|A
MTVE AX[st7| ©of| CHS X7t AR =[RS LICH

* OpenShift 22{AE 4.17 0|4
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OpenShift H O Aas © @ kube:admin

You are logged in as & temparary administrative user, Update the cluster OAuth configuration to allow others to log in.
OperatorHub
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Installed Operators
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Worldoads

Virtualization Status Name ~ Q Filter by name > (B showarchived @

Migration Mame 1 Source Vs Status Daescription
@l © Ready Plan for migrating VM to OpenShift Virt Stant

Migrating RHEL 9 vm to OpenShift Virtu

08 80

StorageMaps for virtualization migrating FHEL 9 vm using ONTAP NFS.

Networking >
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https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html
https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html
https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html
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2 Or0| 20| M S st 2|off HAIE CHZ Oto]224[0] 8 A=l S Bt = 7|2 272 TS0 7| 0to|22|o]d
%%ié HZSHOF LICE == 0p0|T2{|0| M Hof| l= HE of0|2 2 S=ot HES E=0t0 & 0r0|as|0|Me=
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VMwareOlA| 22 AE2|X|0|A 0|SE M OpenShift Virtualization VM| CHs 28 AEZ|X|
() =a2s degex solstila. w2, LS Vel 20| oo| 30| 4 23st & =S
volumeModeE block 2 A5t MM A HEE rwxE M5O SHL|LCE.

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
deployment

Whether this is a warm migration

@ Warm migration, most of the data is copied during the
precopy stage while the source virtual machines (VMs) are
running.

170 VM Z 07 212 S 22I5t1 VMS &f&sHH 0o 2|o[d Tl d&E = & AL

—

Status v Name <+~ Q Filter by name d o Show archived m
Name 1 Source provider Virtual ... Status Migration started
@ warm-migration-planl ( Warm @ vmware-source @ 1VMs Running® 0 of 1VMs migrated @ Feb11,2025,10:28 AM & Cutover

20t = C|A3 ME0| 2=k1 D}OI‘lEﬂOl*.j% HARH HEiZ FIHE m7tX| 7|CHE LIt DataVolumeO| Z Al SX|
HENLICH A=lez SO07tM Tet HES SEISHMIR.
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Project: openshift-mtv  «

Plans > Plan Details

@ warm-migration-planl & funing
Details  YAML Virtual Machines  Resources ~ Mappings  Hooks

Virtual Machines

Pipelinestatus Name ~ Q Filte ame > m
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vl @ Feb,2025,1028 AM - 20480 / 20480 MB 1/ 1Disks ® @

PersistentVolumeClaims

Name Status
tion-planl-vm-43432- ¥ Pending
Name Status
[Ov] migr 3432 Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
@ DiskTransfer Transfer disks. ] @ Feb 11,2025,1028 AM
Cutover Finalize disk transfer |0/
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans
Satss +  MNme v QF 3 (@ showarchived m
Name 1 Source provider Virtual machines Status Migration started
© vam-migration-planl ( Warm © vmwere-source S 1M Running @ #1VMs migrated @ rFebn, 2025 1028AM %o Cutover
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Cutover

chedule the cutover for migration warm-migration-plan1?

L

You can schedule cutover for now or a future date and time. VMs included in the
migration plan will be shut down when cutover starts.

2025-02-11 1:04 AM ®

Set cutover ‘ Remove cutover | l Cancel |

R X Z 2 T[T} A|EHE|H DataVolume YAl SX| AEHOI A ImportScheduled AEHE, 2|11
ImportinProgress AEfZ MeHElL|CH

Virtual Machines

Pipeline status Name « Q Filter byname > m (Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v wyml @ Feb 1, 2025, 028 AM = 20430/ 20480 MB 1/ 1Digks ® @ @

PersistentVolumeClaims

Name Status
@B warm-migration-plant-vm-43432- & Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 ImportinProgress
Pipeline
Name Description Tasks Started at Error
@ Intialize Initialize migration. @ Feb11,2025,1028 AM
® DiskTransfer Transfer disks [ }Va! @ Feb 11,2025,1028 AM
@ Cutover Finalize dick transfer 8o/l @ Feb 11,2025, 1107 AM
ImageConversion Convert image to kubevirt.
VirtualMachineCreation Create VM.

A2 tHA| 7} 2t= E[H DataVolumeO| 43 AENTt &[0 PVCZL HEQIE LT
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Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vml @ Feb 1, 2025,10:28 AM - 20480 /20480 MB 1/ 1Disks ® ® ® @
Pods
Pod Status Pod logs Created at
Qv ni-vm- ¥ Pending Logs @ Feb 1, 2025, 1117 AM
PersistentVolumeClaims
Name Status
n-planl- & Bound

G varn

DataVolumes
Name Status

@D warm-

® Succeeded

oto|2f|o|M A=2l2 ImageConversion THA|E 226110 OFX|2FO 2 VirtualMachineCreation THA|E 2= 2L CL,
VM OpensShift VirtualizationOll A A& AE{7} ElL|CE,

VirtualMachines
Y Filter w Name w Search by name. m
Name 1 Namespace Status Conditions Node Created
D @ test-migrations £ Running @ worker2 © 7 minutes ago
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https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html
https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html
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https://docs.netapp.com/us-en/trident/trident-use/ontap-san.html

‘ Red Hat OpenShift Virtualization

OpenShift
Vivi-1 ViM-1
vm-disk } vim-cliak
nede-1 nede-2
project-1
WX
ven-disk-pv VM storageclass
antipnas "
patap-san valumeMode: Block, Acorés mode! rwx

TRIDENT NetApp

M vaa) "

NetApp
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@D centos-stream9-zealous-anaconda &g P v [Actions ~
Disks ®
'
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T i -
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Name 1 Source Size Drive Interface Storage class .
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@
File systems @

File system type Mount point Total bytes Used bytes

Virtualization
VirtusiMachineinztanceMigrations information
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T i
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@ L] ] o o

Red Hat OpenShift Virtualization2 AI235t0] VM 25|
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‘ Red Hat OpenShift Virtualization

OpenShift
Wil - Wivl-1-clong
wen-disk 3 - '-'llldl'.‘-'l'.lv-'l'.'.
project-1
¥ ¥
witi-disk-pv = vm-disk-clone-py
ViV storageclass
ik e "
antap-tan valumeMode: Block, Atcess mode! rws
TRIDENT NetApp

SV VN "

NetApp
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Clone Virtual Machine

Name * rhel8-short-frog-clone
Description

4
Namespace * default -

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 or higher
Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. 7h4 B4l 2RI
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=
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LA VMS 2d JEZ {50

AA VMO J|ZE PVCE &
UASLICE O BHE AHE
ESIMR.

Mt ChE % Mgl PvCs Mﬂﬁf@l M vME 'F_“:E YAOZ J|ZE VME SHE =&
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Mame *

rhel8@-short-frog-rootdisk-28dvb-clone

Access Mode *
O Single User (RWQ) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GiB =

PVC details

Namespace Requested capacity Access mode

@ default 20GiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€D basic 22GiB Filesystem

Cancel Clone
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

ASe{H UST|E SESHHIR.
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‘ Red Hat OpenShift Virtualization

OpenShift
Wh-1 tnident-snapsholclass V-2
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- WAt w 1MV 4 -
wm-disk 4 - wine ekl s ruapetu = snapshot-clone
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project-1
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apiVersion: snapshot.storage.k8s.io/v1l

kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io
deletionPolicy: Delete

Create ‘ Cancel

3. AA VMO HAE PVCE A

Al
VolumeSnapshots =& AHA MHE7|E SEISHA|
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Create VolumeSnapshot

PersistentVolumeClaim *

@Y® rhel8-short-frog-rootdisk-28dvb

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UE® trident-snapshot-class
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Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€® basic

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @B default

Status APl version

@ Ready snapshot.storage.k8s.io/vl
Size

20GiB
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore
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