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fas8040-shu0l> lun show

/vol/ufs/ufsl 5g (5368709120) (r/w, online,
mapped)

/vol/ufs/ufs? 5g (5368709120) (r/w, online,
mapped)

/vol/zfs/zfsl 6g (6442450944) (r/w, online,
mapped)

/vol/zfs/zfs?2 6g (6442450944) (r/w, online,
mapped)

2. SAEOA LUNS| SCSI C|H}o|A I 0| S S R&LICH
“*sanlun lun show *

SCSI C|HFO|A T2l 0| 2L device filename E0i| U &LICH

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

fas8040-shul1l /vol/zfs/zfs2
/dev/rdsk/cO0t60A98000383035356C2447384D396550d0s2 scsi vhci0 FCP
6g 7

fas8040-shul1l /vol/zfs/zfsl
/dev/rdsk/cO0t60A98000383035356C2447384D39654Ed0s2 scsi vhci0 FCP
6g 7

fas8040-shul1 /vol/ufs/ufs?2
/dev/rdsk/cO0t60A98000383035356C2447384D39654Ad0s2 scsi vhci0 FCP
5g 7

fas8040-shul1 /vol/ufs/ufsl
/dev/rdsk/cO0t60A98000383035356C2447384D396548d0s2 scsi vhci0 FCP
5g 7

3. zpool2 LIZEstAA|L.
'* zpool list *"
4. zpool2 7|5t zpoolt HEE CIAIE 7MY L.

'* zpool status_pool-name_ *



# zpool list
NAME SIZE ALLOC FREE CAP HEALTH ALTROOT
n pool 11.9G 2.67G 9.27G 22% ONLINE -
# zpool status
pool: n pool
state: ONLINE
scan: none requested
config:
NAME STATE READ WRITE
CKSUM
n _pool ONLINE 0 0
0
c0t60A98000383035356C2447384D396550d0 ONLINE 0 0
0
cO0t60AS98000383035356C2447384D39654Ed0 ONLINE 0 0
0
errors: No known data errors

5. ZFS AEZ|X| & L0 M ZFS HIO|E MEE LIEsta 7| SEL|Ct
"*ZFS list *!

# zfs list

NAME USED AVAIL REFER MOUNTPOINT

n pool 2.67G 9.08G 160K /n pool

n pool/pooll 1.50G 2.50G 1.50G /n pool/pooll

n pool/pool2 1.16G 2.84G 1.16G /n pool/pool2
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1. 2H(22) SAENAM zpoolS LHEHL|LCE,

"#zpool export_pool-name_ *'

# zpool export n pool
# zpool import
pool: n pool
id: 5049703405981005579
state: ONLINE
action: The pool can be imported using its name or numeric identifier.
config:

n_pool ONLINE
cO0t60A98000383035356C2447384D396550d0 ONLINE
cO0to60A98000383035356C2447384D39654EdA0 ONLINE
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4. 29 SAEN M zpoolS 7t SLICH

"#zpool import_pool-name_ *'
# zpool import n pool

5. HIAE SAEO|A A clustered Data ONTAP LUNS CHA|
a. FC SAE ZE(QY fc-fabric):+' *#cfgadm —| S AlHstL|Ct

K HMY fe-fabric ZE: + " *#cfgadm —c unconfigure C1 * "2| LM 2 SiA|EL|Ct

X HI fo-fabric LE: + " *#cfgadm —c unconfigure C2 * "& A gtL|Ct
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"*#devfsadm-i iscsi *'
6. Clustered Data ONTAP LUNO| Q! =X| 2tolstL|C},

"#tsanlun lun show *'

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhciO FCP
69 C

vs_ 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhci0 FCP
69 C

vs 5 /vol/ufs/ufs2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhci0O FCP
5g C

vs 5 /vol/ufs/ufsl
/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhci0 FCP
5g C

7. HIAEg zpoolO| 7tM 27| I8l AtE 7HsSHA| &l gtLCt.

"#zpool import *'

# zpool import
pool: n pool
id: 5049703405981005579
state: ONLINE
action: The pool can be imported using its name or numeric identifier.

config:

n pool ONLINE
c5t600A0980383030444D2B466542485935d0 ONLINE
c5t600A0980383030444D2B466542485934d0 ONLINE

8. £ 0|8 £ Z IDE AF83IH zpoolE 7HKZLICL
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#zpool import n pool

£ T8It

#zpool import 5049703405981005579

9. ZFS |O|E| ME7t Ot EE|U=X| ZelgfLCt,

o "*ZFS list * '

o"*df_ah*"

# zfs list

NAME USED AVAIL REFER MOUNTPOINT
n pool 2.67G 9.08G 160K /n pool

n pool/pooll 1.50G 2.50G 1.50G /n pool/pooll
n pool/pool2 1.16G 2.84G 1.16G /n pool/pool2
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3. zpool LHELH7|:

' * zpool export_pool-name_

* 1

# zpool export n pool

4. zpoolO| L= LHX|=X] ZHQlefLCt.

° LHE L= zpoolS LIESHOF & + ' * zpool import * '

° LHE L= zpool2 2|ARISHH ¢ EL|CE +' * zpool list * '

# zpool export n pool

# zpool list
no pools available

# zpool import

pool: n pool
id: 5049703405981005579

state: ONLINE

action: The pool can be imported using its name or numeric identifier.

config:

n _pool ONLINE
c0t60A98000383035356C2447384D396550d0 ONLINE
c0t60A98000383035356C2447384D39654EA0 ONLINE
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K HI fo-fabric LE: + " *#cfgadm —c unconfigure C1 * "9 4 & dlix|stL|Ct
5 WY fc-fabric ZZE unonfigure: + " *#cfgadm —c unconfigure C2 *"
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2. Ct21} 20| clustered Data ONTAP LUNO| M= =X| tolstL|Ct,

"* sanlun lun show * "** Clustered Data ONTAP LUNZ| "lun-pathname" Z}2 &t 0| 7-Mode LUN2| "lun-
pathname" gtz Z0tof SrL|CH [2E] Eoll= [7] CHAl [C] 7t EA|=|0{OF SFL|LCE.

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs_srul7 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhci0O FCP
69 C

vs_srul7 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhci0O FCP
6g C

vs_srul7 5 /vol/ufs/ufs?2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhci0O FCP
5g C

vs_srul7 5 /vol/ufs/ufsl
/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhci0O FCP
5g C

3. 7t & = = zpoolO| Y=X| 2HolstLCt.

**zpool import *’QIL|C}

# zpool import
pool: n vg
id: 3605589027417030916
state: ONLINE

action: The pool can be imported using its name or numeric identifier.

config:

n vg ONLINE
cO0t600A098051763644575D445443304134d0 ONLINE
cO0t600A098051757A46382B445441763532d0 ONLINE

4. £ 0|§ &= E IDE AHE3I0d Hethol| AL El zpoolS 7HESLILH.

o '* zpool import_pool-name_ *

*)

o ““zpool import_pool -id_



# zpool list
no pools available

# zpool import
pool: n pool
id: 5049703405981005579
state: ONLINE
action: The pool can be imported using its name or numeric
identifier.

config:
n _pool ONLINE
c0t60A98000383035356C2447384D396550d0 ONLINE
c0t60A98000383035356C2447384D39654EA0 ONLINE

# zpool import n pool

2 =5U

# zpool import 5049703405981005579

[59] 09:55:53 (root@sunx2-shu04) /tmp

# zpool list

NAME SIZE ALLOC FREE CAP HEALTH ALTROOT
n pool 11.9G6 2.67G 9.27G 22% ONLINE -

o. zpoolO| 22+l EHQIX| &flsta{H Cf

gjo

S OILIE >etLIC)

° “‘zpool AEl *

o '"* zpool list *'



# zpool status
pool: n pool
state: ONLINE

scan: none requested

config:
NAME STATE READ WRITE
CKSUM
n pool ONLINE 0 0
0
c0t60A98000383035356C2447384D396550d0 ONLINE 0 0
0
cO0t60A98000383035356C2447384D39654Ed0 ONLINE 0 0
0

errors: No known data errors

£ Tttt

# zpool list
NAME SIZE ALLOC FREE CAP HEALTH ALTROOT
n pool 11.9G 2.67G 9.27G 22% ONLINE -

6. Ct2 B 5 SILtE AHE3t0] OFRE X" S elgfttt.
o "*ZFS list *'
° ||*df_ah*ll
# zfs list
NAME USED AVAIL REFER MOUNTPOINT
n _pool 2.67G 9.08G 160K /n pool

n pool/pooll 1.50G 2.50G 1.50G /n pool/pooll
n pool/pool2 1.16G 2.84G 1.16G /n pool/pool2

#df -ah

n pool 12G 160K  9.1G 1% /n_pool

n pool/pooll 4.0G 1.5G 2.5G 38% /n_pool/pooll
n pool/pool2 4.0G 1.2G 2.8G 30% /n_pool/pool2

Sun Volume ManagerZ Solaris @A E G|0|E{ LUN ™zt

Solaris Volume ManagerE At23tH= Solaris @A E H|0|E| LUNS 7-Modedl M XS st=

10



Data ONTAPO[A| 7-Mode T2t E(7TMTT)E A&t clustered Data ONTAPL E HMetst=
AL, Mot H30f| EH A E 8ot SAEQ| Met EX|E o| ZsH{of grL|Ct.

—

Sun Volume ManagerE A3t Solaris A E LUN H2t &H|

Sun Volume ManagerE At23t= Solaris @A E H|0|E| LUNS 7-Moded| A ZH535t=
ONTAPOf| A clustered ONTAPR 2 F2tstr| Tof| Tt T2 AMA0 Rt YEHE +XoHof
rL(C}.

0|IHQ

=~

ro

SAF7|EE et 8l FEA FEtof| HEELIC

— —

EHA|
1. LUNS EAISI0] Tehet LUNS| 0§ AlEELICt.

"*lun show *'

fas8040-shu0l> lun show

/vol/ufs/ufsl 5g (5368709120) (r/w, online,
mapped)

/vol/ufs/ufs?2 5g (5368709120) (r/w, online,
mapped)

/vol/zfs/zfsl 6g (6442450944) (r/w, online,
mapped)

/vol/zfs/zfs?2 6g (6442450944) (r/w, online,
mapped)

2. SAEOQ|A LUNS| C|HIO|A I O|E2 At&L|C
"#sanlun lun show *'

ClHO|A m O] F0] C|Hjo|A It 0| F Eof LIZEL|Ct.
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# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

fas8040-shull /vol/zfs/zfs2
/dev/rdsk/c0t60A98000383035356C2447384D396550d0s2 scsi vhciO FCP
6g 7

fas8040-shull /vol/zfs/zfsl
/dev/rdsk/c0t60A98000383035356C2447384D39654Ed0s2 scsi vhciO FCP
69 7

fas8040-shul1 /vol/ufs/ufs?2
/dev/rdsk/c0t60A98000383035356C2447384D39654Ad0s2 scsi vhciO FCP
5g 7

fas8040-shul1l /vol/ufs/ufsl
/dev/rdsk/c0t60A98000383035356C2447384D396548d0s2 scsi vhciO FCP
Sle|

3. SVME LIZel T 7|23t [ SVMI DSl CASE StusiiAle.
“DERL

*1

" metaset-s_set-name__

# metaset

Set name = svm, Set number = 1
Host Owner
Solarisx2-shu04 Yes
Drive Dbase

/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes
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# metastat -s svm
svm/d2: Concat/Stripe
Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0s0 0
No Yes

svim/dl: Concat/Stripe
Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0 0
No Yes

Device Relocation Information:

Device Reloc Device 1ID
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes

idl, sd@n60a98000383035356c2447384d396548
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes

idl, sd@n60a98000383035356¢c2447384d39654a

4. O2E X|®E LIEst 7|SetLct.

||*df_ah*ll
# df -ah
Filesystem size used avail capacity Mounted on
/dev/md/svm/dsk/dl 4.9G 1.5G 3.4G 31% /d1
/dev/md/svm/dsk/d2 4.9G 991M 3.9G 20% /d2

2AL 7|8 Mgtol Zd@H THA| Fof| Sun Volume ManagerS AF235t0] Solaris A E0]|Af
H|O[E{ LUN E|AE

7MTT(7-Mode T2t £) 2.2 0|4t 3l Data ONTAP 8.3.2 O| A2 AI23}0{ Solaris EAE ZFS
CIO|E| LUNS M2tst= A M2HEl clustered Data ONTAP LUNS E|AESHH MPIO
C|HIO|A S ZH] THA| JH01| OIREY £ Q=X 2ol £ JSLICH HAE Fo| A4
SAEONA AA 7-Mode LUNO|| CHSH /O AH|& Alstsh & A U&L|CE

E|AE SHA MES A|ZHSE7| Hol| Sun Volume Manager HIO|Ef LUNO| Q= AA SAET QIEa[Ql AEHO{0F
SHL|C}
(=] .
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MEZ2 clustered Data ONTAP LUNZ EH|AE SAEO| 0jLS{OF SHH LUNS Mete ZH|7} &0 L0{oF ghL|Ct

HIAE SAEQL AA SAE 7H0f| 5t=9)|0] IH2|E|S RX|SHOF 3t E|AE S AEO|M CHE HHAIE =& sl{oF LTt

Clustered Data ONTAP LUNS HIAE Z0f ¢7|/M7| RER MSIEIL|C}H HAET} 25| T Z1QH] THA|0of| CHH|SH=
S0t Q7| M8 RER MSHEIL|LCE.

A
1. 28 SAENM C|AS NEE H|Z M3} CE

'* metaset-s svm-t *'
“metaset-s svm-a disable *’
'* metaset-s svm-r *'

"* metaset-s svym-P *'
“HlER *

2. 7|2 HO|E| AL 2R E[H 7TMTT ALEX} QIE{H|O| A (UM * BIAE HE * 5 MERBHL|CE

3. 7MTT UIOIA] * 1A &M * 2 Z2IstL|C}

4. 2 ZAEM A3 NEE 7FMSLCE

'* metaimport — s_set-name_ ™'
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# metaimport -s svm

Drives in regular diskset including disk

c0t60A98000383035356C2447384D39654Ad0:
c0t60A98000383035356C2447384D39654Ad0
c0t60A98000383035356C2447384D396548d0

More info:
metaimport -r -v c0t60A98000383035356C2447384D39654Ad0

[22] 04:51:29 (root@sunx2-shul04) /
# metastat -s svm
svim/d2: Concat/Stripe

Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0s0 0
No Yes

svm/dl: Concat/Stripe
Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0 0
No Yes

Device Relocation Information:

Device Reloc Device ID
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes

idl, sd@n60a98000383035356¢c2447384d396548
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes

idl, sd@n60a98000383035356c2447384d39654a

5. HIAE SAEON|A M clustered Data ONTAP LUNS CHA| Z4AHSHL|C,
a. FC SAE ZE(QY fc-fabric):+' *#cfgadm —| *E AlETL|C}
b. %1 eI} fc-fabric LE: + " *#cfgadm —c unconfigure C1 * "2| 42 six|EL|Ct
X H fe-fabric LE(+' *#cfgadm —c unconfigure C2 *)2 FAgL|Ct
CHE FC-IHEE ZEOf CHSHM = O] THAIE Hh=gtL|C
e AE XE 3N AZE EX|0f gt D2 HEA|: + "*#cfgadm —al *"

f. "#devfsadm-CV *' EEI0|HHE CtA| Z=EEHL|C}

a o

"*#devfsadm-i iscsi *'



6. Clustered Data ONTAP LUNO| Ql=X| &tolstL|Ct,

“*sanlun lun show *

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhci0O FCP
69 C

vs 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhci0O FCP
69 C

vs 5 /vol/ufs/ufs2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhciO FCP
5g C

vs_ 5 /vol/ufs/ufsl
/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhci0O FCP
5g C

7. H|AE¥ Sun Volume Manager?t 7t 2 = JQ=X| &QlgtL|Ct.

* 1

"* metaimport—r—v

# metaimport -r -v
Import: metaimport -s <newsetname> c5t600A0980383030444D2B466542485937d0

Device offset length replica
flags

c5t600A0980383030444D2B466542485937d0 16 8192 a m
luo

c5t600A0980383030444D2B466542485936d0 16 8192 a
luo

8. M| O|E2E HIE} ME 7t 27|
'* metaimport — s_set-name disk-id_ *'

disk-id= metaimport—r—v HZ 0| A HO{RIL|Ct,
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# metaimport -s svm c5t600A0980383030444D2B466542485937d0
Drives in regular diskset including disk
c5t600A0980383030444D2B466542485937d0:
c5t600A0980383030444D2B466542485937d0
c5t600A0980383030444D2B466542485936d0
More info:
metaimport -r -v c5t600A0980383030444D2B466542485937d0

9. HIEM ALE 7Hs O =tol:
“HER
10. I A|AE] HALS AlsishL|C}
' * fsck-F ufs/dev/md/svm/rdsk/d1 *'
1. mount 3HE A8t £5C 2 OIREFIL|CE
12. oo et HAEE
13. H|AE SAEE SFELICEH

14. 7MTT UIOIM * HIAE 2tz * E Z2I8tLCL

Clustered Data ONTAP LUNS AA SAEQ| CHA| OHESIEH A A SAEO0|A HRH THAE ZH|s{of etL|Ct.
Clustered Data ONTAP LUNZ HAE SAEQ OjEE MENZ RX|SIHEH E|AE SAEN I} THA 7 HRSHX]
&Lt

Solaris A E Sun Volume Manager Ci|O|Ef LUN gt A| H 2t CHA| Z=H|

Sun Volume ManagerS A238}0] Solaris @A E H|0|Ef LUNS 7-Modell|AM ZS38t= Data
ONTAPO|A clustered Data ONTAPL 2 H2tst= AL, ARH tHAH 2 E0{7t7| Hof| EH
CHAIE A6 oF gfL(Ct.

FC #ME At83t= E 2 clustered Data ONTAP = =0f Ci$t IH=2] HA 8l TS MAsloF ghL|Ch.

SAE -S| §h= TEe F2, TMTTOIM LHEWZ| 8 SX| 7-Mode 2 S AIZSH7| HOj| CF=2 HAISE
A
T

1. 2= OI2E X|HM I/0E SXIEL L.
2. OHEZ|AH0|Y SSAX Q| HE Arol| w2t LUNO AM|ASH= 2t ofE2|AH[0| M S B=ELICE

HE OF2E XS 02 E i)

w

" umount_mount_point_*'
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#umount /dl
#umount /d2
4. m|Ef C|HO|AO|| CHeY CHS ZHY S A SLICEH
'* metaset —s_set-name_ — a disable *'
Metaset —s_set-name _ — rL|Ct

L 3

metaset —s_set-name_ - P *'

metaset -s n vg -A disable
metaset -s n vg -r
metaset -s n vg -P

Xzt = Solaris 22 Zt2|X}2 Solaris @A E LUN O0IRE

Solaris 28 22| X}7} 9= Solaris @A E LUNS 7-Moded| A Xs6t=
clustered ONTAPS 2 ._%h_ 20{= LUNS 02 EdH{of gtL|C},

|_

SAF7|HEe| Tete] AL TMTT(7-Mode T2t E)0IM AEE[X| AR HAS tEdt = 2 HAE A

TMTTOI[A HIO[E 8 14 71 27| Z0| 22 E 20| SALE +ASH| = TetE =8

1. SAEE CHA| ZAMSI0] M2 clustered ONTAP LUNS ZAMBtL|CE.
FC SAE ZE(RY fc-fabric):+ *#cfgadm_—|_*'S AHEBL|C}

K HI fo-fabric LE: + " *#cfgadm —c unconfigure_C1_ * "9 1M & sliH|etL|Ct
c. & M fc-fabric ZE:+' *#cfgadm —c unconfigure_c2_ *'E 3 si{|etL|Ct
d. CtE FC-IHEZ! ZEO| CHSHM T 0| THAIE B=JL|C)
e AE ZE 31 AZE &X|E 2AQILICE + "#cfgadm_—al_ *"

f. *#devfsadm-CV * E20|HHE CtA| EEFL|CE

"#devfsadm-i iscsi *

2. CHZ3t 20| clustered ONTAP LUNO| Z{ME|R}=X| sholghL|ct,

“*sanlun lun show *

gLt

o 'HE'HO|= 7' il 'C'7F EA|=|0{OF BhLCt.
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# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs_srul7 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhciO FCP
6g C

vs_srul7 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhciO FCP
69 C

vs srul7 5 /vol/ufs/ufs2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhciO FCP
5g C

vs_srul7 5 /vol/ufs/ufsl
/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhciO FCP
5g C

3. 5% C|A 3T N E 0|22 AE3t0 7|1Z Solaris Volume Manager TACZ C|AT NEE It SLICE

*1

" metaimport-s_set-name_



4. o
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# metaimport -s svm

Drives in regular diskset including disk

c0t60A98000383035356C2447384D39654Ad0:
c0t60A98000383035356C2447384D39654Ad0
c0t60A98000383035356C2447384D396548d0

More info:
metaimport -r -v c0t60A98000383035356C2447384D39654Ad0

# metastat -s svm
svm/d2: Concat/Stripe
Size: 10452992 blocks (5.0 GB)
Stripe 0:
Device
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0s0
No Yes

svim/dl: Concat/Stripe
Size: 10452992 blocks (5.0 GB)
Stripe O:
Device
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0
No Yes

Device Relocation Information:

Device Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes
idl, sd@n60a98000383035356c2447384d396548
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes
idl, sd@n60a98000383035356¢c2447384d39654a

2 AN HAF

' * fsck-F ufs/dev/md/svm/rdsk/d1 *'

Start Block

Start Block

Device ID



# fsck -F ufs /dev/md/svm/rdsk/dl
** /dev/md/svm/rdsk/dl

** TLast Mounted on /dl

** Phase 1 - Check Blocks and Sizes

** Phase 2 - Check Pathnames

** Phase 3a - Check Connectivity

** Phase 3b - Verify Shadows/ACLs
** Phase 4 - Check Reference Counts

** Phase 5 - Check Cylinder Groups
3 files, 1573649 used, 3568109 free (13 frags, 446012 blocks,
fragmentation)

5. 'mount' BHS ALE3SH0] 2} C|HIO|AE 5O Z ORETIL|LCE,

# /sbin/mount -F ufs -o largefiles /dev/md/svm/dsk/dl /dl
# /sbin/mount -F ufs -o largefiles /dev/md/svm/dsk/d2 /d2

6. OI2E X|MS golgLct

LLES df_ah*ll
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