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AR 0| 7|52 H|ZMS}8loF BHLIC}. ClusterLiondl= NVRAM ZL|E{Z! 8l Z3lA DL|EZ! 7|50| T oM,
MetroCluster A|ARIO| 23S S7|2te|= WO E SHQIE[X| b= ot MES EE2|HHK| REE MY 4 AUSLICH

Oracle T QIAEIA

UM HES AXZ MetroCluster A| AR O] ACEL 3 A] C|O|E{H|O| A 2F0f| st 2 A7t
HEC Al =71 X] AL HEE= A2 OFlL|Ct. 174 MetroCluster A| A0 oixl 2 S¢l
CIO|E{H|O| A 9| CHEE 2 B QAUAEIAO|H Oracle on ONTAP BEAMO| #E AttsS
HELICE

AP P Y E OSE HYEH

SyncMirror2 sl £ ALO|EO|A HIO|E{ Q] S7|A SAH2E MSSHK|T, HIO|EHE AFSIHH 2F MKt 2t
OHZ2(Z[0| 0] HRBILICE 7|2 XAtS2tE Soll TH| et 2l Folj =X| A7 IA| /M = JELICE VCS(Veritas
Cluster Server)2t 22 S2{AESO HZ2 AIO|E HA|0| 2HAHE WddH= | Xt AR, CHEE2| 32
Uotst ASZIEZ HURH TZMHAE P58 4 QUELICH

28 LEJt &4E(H CHA| ALO|EO|M HIO|EH|0|AE 2EIRICE HMASIER SHAHO(Es ATZE)7L
TMEL|CE ot 7tX| SME H|O|E{H[0|AS TMSH= NFS = SAN 2| A A0 CHelf AFM LM El 7| MHE MMSH=
AULICt 2 AIO|E0f| ZoH7} EhiliotH S AR YO L= AT EE CHA| A|ARIO| CHS 1t |AMSH Yo 2 S
A$H'6|-|__| |:|-

T od -

ra

14



1. MetroCluster ZX| Xzt
2. FC LUN ZA &~3H(SANTH sff )
3. It A|AEIOIRE GY/it= ASM C|A3 15 OIRE

4. HIO|E{H[O|AE A|ZSH= ZLICH

o] o] xQ @7 AFEH2 A2 AfO|E0| A A3 9l OSLLITH Oracle HHO|L{2|2 AP TAIE|0{of $LICE 5,

Oracle THX| 587t 22 ZHI0] 2% U Th7] MO|E0|A +3E|0{oF BILITH T RoH7} HIE HS Oracle

0|12 2 212 APO|E 2 Dlajzistn DHES 4+ &Lt

AT SAI8E HAHS ZFERSILICH LUN 24T 22 B2 FC ZET % Ho| B ALSotR SiLICE I A AH
0FREl2 off EBBILIC mount CLIIA £ O 2 28 U ofolE 0| A0t ASMS D5 AIZSHD FX/2 4

QIELICE 28 % T AIARO| T3 T o) 27 AlOIE0IA| ALBEIX| H= AL MR Ha sl §ALI dr-

force- nvfail On =E.

7tAetE OSE HIY2H

HIO[E{H[O] A 2tH ol HURLH = 2 MA| XHHE ZSteE &Y = AFLICL O|EHMOZ 0] HUH = RE
LUNOJIM el 4= UX|2 CHR RO HR 7HetetEl OSoIM ™ ELICH A= TS THAE | AFELICE.

1. MetroCluster Z'A| T2t

2. H|O|E{H|O| A MH 7HA HAS SAEISH=S H|0|E MEAE ORESILICE
3. ZHM AL A%
4

- CIO|E{HIO|A S =S 22 A[ZSILE HIO[EH[O|AS XIS 22 AZISHE R Tt A[AR S FE5HH ESX
SHAETL MOIEN| 22X AS 5= ASLICH T3l & ““” Al ’“5._ §— XHSH ST AMOIEO|M 7He *I*E*'o =efelez

HMeteh 2~ QELICH Rl 2 Al 7HA C[O|E{H| O] A A‘lt"iE S AESH= OO MEAE AHESHA| b= ot d™e
L7t SRELIC dr-force- nvfail HEE EF0|A.

Oracle RAC 2%t

'Es*% 17H0| AFO|E ZH0]| Oracle RAC E22{AHE &St 2ot Active-Active 7282

ASStO 2 M RTOE %| X S1EtL|C} Oracle RACS| #E 22| Zetsliof 17| mj20i| FA|
A7t o SESHEILICEH E3H = AO|EN|AM HIO[E0]] HMHAL o~ qoDZ ZH| Mo Z
QIsH £| A Ci|O|E] SAMRO| AFRE 5= JSLICH

= AFO|E DE0| l0|Ef ZAHEO| UX|BH B} O4I2|HO|ES £Q3tT Yl ZESED HlO[EIS HBE 4
QISLICE. Wakh| 2l RAC S2IAEIS 29 217 1ot AFO|E 7t HHO0A 0B 4o} BILICt 2™z 110
X2t AI210] ZFHEITIPH O] I AIZHE Q¥EO2 2H 7} SI| SELICH RAC 43 12 UIEHIE AOIE Zhof
0} 3102 X2 AZI0| B 0% =920} HRYLI, 2718 X Nzio= ¢ oisl 17} e 2

SEIAEIS ofE|S TIA|S $AOR XS 4 YALICH T3 12 10 TNl T2 o I2AA0IET} &3t

ZEES{0| 2ZQ RAC =E2 Lo & O3 OhZ 34 ==7H 7HAR 1/0 JE.‘?:1% —’F?—'ﬁom'-f 27| MEH 22
A ELICEH

HE|H-ME|H 2HE RACTt Rt %"—?— MetroCluster LAl SnapMirror HE[E F7|SHE 12{6{of LTt SM-AS
SHE AHESHH H|0|E2| EF SME22 7|2 48 4 USLICE M2t ZE ¢47|7F EH0lM 5= & RAC

S2AHE A=Y = AFLICH AT I/07f AO|EE S1SHA| 4282 XA A|ZH0] 71 BSLICH 2= M7| 2
AO|E ZF S T &3O tX|2h S7[ 41 0|2 £ M0l M Ol2{st B2 m|E & ¢&LICt

= T HAK
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tatstEl HEl CIAT E |28 22! LUNO| Oracle RAC2t &HH| AFRE|= 22 misscount OH7H
(D) #%3 @2sior & 4 UBLICH RAC AIZH A3 00 TSt KNS IS S
A5 A2"ONTAP X| @ Oracle RAC".

27 AFOIE 19

270 AO|EQ| 2% RAC 742 2F ST §l0] B2 Ml AlLIZ| 20| M= 7tE ST §lo| X[&k&= HE[Z-HEIE
HIO|EH[O] A MH|AE HSE 4= ASLICH

RAC EE! o

MetroCluster0f| A 2t& RACE 758 | 712 HX 12folor & A2 A& 22| LIC}. Oracle RACH|= C|A3
SEH|ES H|EQI3 SHEHIES HE[ots F 7HX| HIF{LF0| ASLICE CIAZ SEHIEE 2 IS AHE5H0]

AEE|X] HMAS HLIEZSLICE T AIO|E RAC 742 R 7|2 AEE|X| A[ARI0| HA 7SS MS3t= o
oY HE 2|AAZ ZEEL|CL

O|™ M| OraclediM = 28 MA0| S2|X AEE|X| ZX|0f BHX|=| R X[ T HAXH 2| Oracled|A= E&! IHAO0|
ASM C|A 3 O E0f| MEEL|CE.

Oracle RACKE NFSOI A RIREILICE J2|S 4% Z2AA 0| 12| Do ALBE|S NFS $IXIS
()  AsMOA3 2E0z HZet| 9ist Ueio| ASM Z2N|ATH MHELCE O] ZRAAL #|Z
A RO Aol BBt X7t #2E = x40l ASM B2t BRSHK ekLC

270 MOIE ol A i 7 Alet2 FF T Rl %%‘ EHI HESE Y402 2} AO|EO|M S8 mtA9|
ot 0|4 S e MNAE 5= JEF St AJLICE O] E ﬂf% | ASM C|A3 I F0 MEE[7] Tol=

ASM C|A3 OE0|= 0|F3HE QIst Ml 7HX| 40| YELIC external, normal, ¥ high. &, O|22IE[X] &L,

o[22 El, 390] 0|2 0] % %'—IEF 2t ME2 S4Y IEt Flex A& ZHsohAl Bt 7'|°| AEE|X| 25 LICt. o] St
=& 3 S5 FX[Q| BiX|7t FHoll AlLIZ| 20| M +HE|= ZHHS MOLILH oS S i3t 25U

* Off B8 I K| diskgroup 2F &€/ external O|&F%t 2|AA = AO|E Z2H HZHO
HAHE = Q= HESHL|CT

bl
™
ox
40
ot
-
10
>
o
m
i

* of &8 of HiX| diskgroup & & normal AIO|ET SHLIC| ASM C|AT T Ql= S5O QIS & AO|E 7t
HZEO| BOX|H = AO|E 20N = N7t E&HE L CH

* Ol £ IH9l 8] aiskgroup St B nigh 8 A0S0 £ 4ol LIAZt 94m THE AOIE0] 8 Hel cl Azt
I ERAS BN © Aol B A 200 A AT A Gl 20 BA-H ARO St JEi

|_OEI C|23 AO|EZL HIESZ0IM EEIE|01 ASH Bl Af0|E7f HMAHELCE.

RAC L|E®I3 SIEHIE

Oracle RAC HIE$|3 SIEH|E B2AE 43 AZ0|A L /184S BLIEIELICE 22 A0 Hof Aoz
S} T2 L= 0| Tyt O 0| 1% 4 210{0f BHLICE 27 AfO|E OFF| Mol A= O] 27 AHEHOE QI8 RAC ==
+2 gt 20| ez 4 UL,

=2 T M-d

* MOIEY St 59| =2 HIX|SIEH HEH I HEO0| BOE B2 o AO|E0| M X7 E LT,
* SF AJOIEO| N lL.E5 B X[t HICHE AFO|EOf| N+1 =5 HiX[SHH AtO|E ZF HAHO| ZO{X|H ALO|ETF
HEHI 0l O B2 ==2 7|0 AIO|EE H H2 59| LEZ HAHY 5= ASLICH

Oracle 12cR2 O|H0fli= AFO|E &4 F0j| E[H7} &dsh= £2 MY &= QUJUSLICE 2 AIO|E0f| ST =2
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oracle-app-config-rac.html
oracle-app-config-rac.html
oracle-app-config-rac.html

LEJQE AR YN o2 HEIR|= X I RAC = =7t OFAE =0 2|8l M7 EL|Ct.

Oracle 12cR20l= =E 7I5X| 7|50| £
st HHS EO SN MO 2 MY
7|2 d™o| d™EL|Ct,

UL ELICE 0] 7|52 El| &2|Xt= OracleO| E2f|2l 28 =A
UELICE ZtEtst o 2, CHS ™S AdstH RACS| EX =50 CHst

[root@host-a ~]# /grid/bin/crsctl set server css critical yes

CRS-4416: Server attribute

'CSS _CRITICAL' successfully changed. Restart

Oracle High Availability Services for new value to take effect.

Oracle High-Availability ServicesE CIA| A|&st = 142 CH3 0 ZH5L|CH

[root@host-a libl# /grid/bin/crsctl status server -f | egrep

'*NAME |CSS CRITICAL=
NAME=host-a

CSS CRITICAL=yes
NAME=host-b

CSS CRITICAL=no

=E host-a 0|(7h) &8 MHZ XHEIAS

E|7{A|Z|LC}.
(D) ®H# 82 Oracle %Al "0

12cR2 O|™ K™ 2| Oracle RACS| AL C}

[root@host-a ~]# /grid/bin/
'*NAME |CSS CRITICAL="'
NAME=host-a
CSS CRITICAL=yes
NAME=host-b
CSS CRITICAL=no
[root@host-a ~]# grep -1 '
a/crs/trace/crsd.trc
2017-05-04 04:46:12.261525
Event; New Master Node ID:1
2017-05-04 05:01:24.979716
Event; New Master Node ID:2
2017-05-04 05:11:22.995707

LIt 2712l RAC =7t AH2|El B2 host-a &4, 22| host-b

racle Clusterware 12c Release 2 7|& 7HR2"E H XA, ”

St Z0| CRS 2115 &QIotH OfAH =5 AEE 5= AGLICH

crsctl status server -f | egrep

master node' /grid/diag/crs/host-

CRSSE:2130671360: {1:16377:2} Master Change
This Node's ID:1

CRSSE:2031576832: {1:13237:2} Master Change
This Node's ID:1

CRSSE:2031576832: {1:13237:221} Master

Change Event; New Master Node ID:1 This Node's ID:1

2017-05-04 05:28:25.797860
Event; New Master Node ID:2

O 23= OtAE = =7t S LIEFHLICH 2

CRSSE:3336529664: {1:8557:2} Master Change
This Node's ID:1

A L EQLICt host-a 9| ID7t AJFLICH1. O] = M2 2 HS
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O|0|ELICt host-a (&) OtAH =7} OFELICH OFAE 29| IDE EEES AHESHH
olsnodes -n.

Jlot

roIg & LIt

[root@host-a ~]# /grid/bin/olsnodes -n
host-a 1
host-b 2

ID7} 91 L= EQILICH 2 UBLIC host-b, OFAE] L EQILICH ZH AIO|EQ| L E 47t EUSE AMO|A AO|ES S(5)
AEELICt host-b ™ O|REE F MEQ HER I HZ0| #Z AR E&E|= AIO|EQILICY,

OrAE = EE MEst= 21 &=0| A[A-0M H2lE = AELICL 0] 2L OCR(Oracle Cluster Registry) # {2
EtRARMIE ALY 5= ASLICH

[root@host-a ~]# /grid/bin/ocrconfig -showbackup

host-b 2017/05/05 05:39:53 /grid/cdata/host-cluster/backup00.ocr
0

host-b 2017/05/05 01:39:53 /grid/cdata/host-cluster/backupll.ocr
0

host-b 2017/05/04 21:39:52 /grid/cdata/host-cluster/backup02.ocr
0

host-a 2017/05/04 02:05:36 /grid/cdata/host-cluster/day.ocr 0
host-a 2017/04/22 02:05:17 /grid/cdata/host-cluster/week.ocr 0

0| o= OtAE =271 12 E ELICt host-b. 8t Of| A OFAH = EJt HALJSS LIEFHLICH host-a £
MEHSHL|CE host-b 58 42 2A| 520X 21A| 392 ALO|. O] OtAE] L EE AlHSH= 92 0| OCR Y] 0|=
OfAE LEJFHAE £ Q7| 20| CRS 20 2H0I5H H R0 T AL SH= Z40| QHMBIL|CE O] HA Atgto| st
Z2 OCR 210f EA|EIL|CE,

CE2o] DA HK| THT 2t AO|EUIN SUT 40| RAC =SS MH|ASHS EHY HE [lAS IS Meysi|ct,

Cl23 22 CI0o[E{H[0] A7} otz AtO|E0] HiX[SHOF BfLICt O Zxt, HZO| BO{X|H A AO|E0AM
HMAELICH #A A0 E0]|= o o4 #ZHO| 9l HIO|E{H|0| A ol HAAS 4= IX|2 2H ALO|E= FALF 20

AL AHELICH HEO| ST 21H QAHAS CHA| 22101 MEfZ OHS 4 UFLICH

ol 7} drAst AL H|O|E{H|O| A MY} HEl C|AT IS HA AO|E0f|M 2210102 MEtsty| Q|8 Mets
SsloF BrL|CE AUSOZL Mstofl 2fsh MetE E|HY HR SHAEII S7(|3tstl AEZ|X| 2|AAT HAXMOZ
22121 MEf7t E| 7] W FE0| NVFAILO| EE2|HE|X| &LICH AUSO= O HHE Z-Z 0|, 0| T of| 2= £|0{0F gfL|Ct
disktimeout 7|Zt0| Bt=Z EIL|CE.

MOIEE & 2510l gl7| W20l XtSehel o/ F E|E2{0|Z 2AZEYHE AEE + gl_H, 0
EtH0[ofof SttE AE 20| RfLTt.

rir
oY

H

riot

o] =3

1

374 AOIE 1Y

r

SHaEl RAC 22{AHE 3702 AFO|EZ EM O &H| MAE 4 JELICE MetroCluster A|AHIS| HHIS SAEISH=
= AIO|EE C|O|E{H|O|A YIZEE K|k, M| Il AtO|E = H|O|E{H|0] A2} MetroCluster A|AHIS ¢
Tiebreaker &2 BfLICt Oracle Tiebreaker A2 M| HI| AIO|E0|| EESH= O AHE == ASM C|A3 OFQ
TS HiK|St= Z40t2 Ziotet & IO, RAC 22{AH 24 =& 47} JEX| &0lsty| 2fsl M| Huj AtO|Eof
2F QIAEAE Totet £ QI&LILCE.
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HEF RAC A 0A NFSE AF25tH= diHo| l1H3._ %BQ He s "3 zof JE"0f 28t Oracle
@ HMEHME EXSHUAL. QofstH, HE 2|AAE SAEISGH= X | B AtO|E0f| CHet HZO| #A 7|2
Oracle MH EE= Oracle RAC ZZM|A Tt HEl | A2 ATE SMZ IO E NFS OIRE

mo

M ¢§6H0F g =+ AgHC

SnapMirror &4 S7|3}

e

SnapMirror Active SyncE AIE5HH ME CHE F AEE[X| S2HAEO|AM LUNS AFEE
U= £1718d Oracle HIO|EHH[O|A &EE P + JUSLICL

Snapiror €41 S7180 K= ClOJefel 7] & " SAli0) HELIct. 2 SEAE(E HOIE|S| 22 Sufols
247/ 102 MZ 4 0D, 2 22{AE{7} IHEU0|A| 47|18 SHBLICL 2 2t chEFel 10 SEILIC

0| &4l Oracle RACE = AIO|EO|A 2 QUARHATL Q= & S AHE MEE &~ QGLICH = RPO=0
Active-Passive Cl|O|E{H|O| A 2 AEE FE6I0] AO|E 2F SEH A| THY QIAEA HIO|EHH|0|AE A}0|E Ztof|
0|58 £ oM, 0| T2 M|A = Pacemaker EE= VMware HA2F Z4H2 MIES E8ll Ats3tet 4= QSLICE o|2{st
DE ZM9| 7|52 SnapMirror Active SyncZ HEIEIE 7|4 =HQLICE

Z

1

S714 25

A &S A| SnapMirror Active Syncis S 7tX| Z2E F|2/3t1 24 RPO=0 7|4 2|28 FZeL|Ct Hlo[ES
SR8 & gl 22 ONTAPE HOIEIS SRIBI0F ol 27 AEHE shAISi Ch2 Afo|E2] LUNO| @Z2fel ehf
E|= S0t ot AJO|E 0 Y& MHIAS RYIHBLIC

CHE AEE[X] H3H =7 &840 Z2| SnapMirror Active Synce HIHEH SHUE FAYS S ELIC 2 AO[EQ|

SIEMoE 2 t. O] 7|52 Ar&3IH SnapMirror #E|E S7|2HE J<|°J°P‘ o ME8El=
SIESE HA g = ASLICE TH 2S AIZEE X/} 0f 5= 32 #H AE2[X] A|A-0] 7=

AMO|EQt SYY & UX|TE M= 2AoH 1/07F L B HH AO|EQ| A2 A|AREL} HIE X QLICE

ONTAP Zx{X}

ONTAP ZTHAH= NetApp X 0|A CIHRECEE= ATEQ0 S8 T2 1WO|H YHHMOZ XH2 JHA ZEE{0f
TEE/LICE. ONTAP mediator= SnapMirror active synct ?:.”}II At2% ml Tiebreaker?t Of"' LICt. SnapMirror &4
7|3t SH|0f| &ofst= & S A CHet CHA| S4 RHEJLICH XSSt 2F 2 ZF™ HA 9 SHALE S
IEHZEH 22 SEol| w2t ONTAPO| ofsf == ELICH

ONTAP =Xl X}

Yol ZX|E LTSI AtSetstH SMAZE 2L O[4Ho 2= SRIXQl 3Kt AfO|E0|
IﬂHjilEIXI':'*E?(I | &0lot= EHAE & otLtet Z2 ?IX[ofl B X|oHH H—'?'——E— | 7 Al
Lol T3] 7|52 +=dE &= ASLICE

# 7|'5% HMSefLIct SMA= 22 AH 29|

SMAtE dHz SES M= JES ohA| 8K QQEQEE
A IN ZMAE XIFYLICH STHAL= oot S&0M T

HEHE ZTt= Ol =FS 10 MO[E Foif &l Al

HIO|E & T &0HX| g LCt.
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A/A replication

LUN1 LUN1

A/A replication

LUN2 LUN2

A/A replication

LUN3 LUN3

Site A Site B

XS Holf =x|2| 7 2 2tdl= 2| 28 EX0|H, £ AMOIEZL M2 HZO| JBO{X[H O] EX|7F LMBfL(Ct
OfEA| sliof &LI7t? M= CIE & ALO|ETJL Xt S CIIO|E{ 2| HHHRl EMEo = X|HStE S St HX| g4X|2H T
APO|EJt Tl ALO|EQ| M| &4 ut BiHZE AtO|EQF S4IY 4= Gl= 2t2| X0 OEA| & & JASLIIN?

SMAE AMEIS Y2Sts AXRIULICE Ml ) AFO|E0f| BiX|=|10 2} A0 E0]| oS AtO|EOf gt B=o WER 3
HEO| A= 2 2 A0 E0] thist =7t A= E Sl CHE AtO|E2| HEHE 2flet = JAFLICE 919 D-S LAl E1
CHE AlLIE|2E 1St AIL.

* SMALIL S AO|E = & AMO[EO|M 2SSHX| gLt AEE = Gl= B2 HEA LIt
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° & 2 AHE SH MH| A0 AEEl= S FAE Soll M2 A& SHE + ASLICH
° RPO=0 22 2 H|0[H{E A& ®MSELItt

* AtO|E AOH| ZoH7t 2 sHH ofEA| EL(nt?
° MOIE BE & St MHE0| B&F O2E[= ASE = &= ASHCH
° AO|E BZ} E|O|E| MH[AS QI3tX|ZERPO =010

* AtO|E BOf| ZHoi7t ZASHA oA EL7t?

° MOIEAE & S HE0| & CI2E[= A2 & & ASLIH.
° AtO|E A7} H|O|E| MH[AZE 214=351X|2H RPO = 0 0| 0| §lZ

Je{olior & CHE AlLt2| 27t AAELICEH CIO|E =x| 2139] &4, AO|E 2 SX| @37t &4 E[H RPO=0 0|20
E7tsg ALt a22{H ofEAH Lt

O]= M= AO|E EHOf| 23| MIOELICE. SM-AS ZtA[0|A ALO|E & L7t CHE ALO|E0f| CHet H 2 AO|EQIL|CE.
O 2t 2 Lt ZHolli= JebS FX| %0 = C|0|E AMAE= CHEOIX| 2 ZH|7F STHEH ZHS THIHSH
HES 0o LICt. O 2t 7|= ALO|EZ} 0|21 glo] 2F S Al&st =X S40| S E W7HX| 2Z AtO[ET}
UEH M2IE SKIGLIt

SnapMirror &4 S7|8H= ot AIO|ES "AA"Z ZEESH 0 THE MO|EE 4" = ZEFFILICE O] = BHyer =X
HAE QOotx| 2t A= SEoll= MEEX ELILE SXl= Yol tEo|H L& SE AlZI2 O[22

AR S

‘source X|HE 7|2 AMO|EE HNOELICt. =x 37 24EH AA =EXE9 Lun EEE
A& dlo|[HE HM3stn Y SHES run 2E2E2= SH7t CHAl BEED SnapMirrorZt S7|4
HEfZ CHA| MehE Wi7bX] Abger &= Al ElLCh. J2{H F=27¢ ol MSS THHELICEH.

AN A TH LS SystemManagerS Edfl £ £ U&LICE

Relationships

Local destinations Local sources
=¥ = Downloa g - St = Filte
Source Destination Palicy type
W i astyealfsAdl jfeasd:fog/isAA Synchranous

EE= CLIOIA:
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Cluster2::> snapmirror show -destination-path jfs as2:/cg/jfsAA

Source Path: jfs asl:/cg/jfsAA
Destination Path: jfs as2:/cg/jfsAA
Relationship Type: XDP
Relationship Group Type: consistencygroup
SnapMirror Schedule: -
SnapMirror Policy Type: automated-failover-duplex
SnapMirror Policy: AutomatedFailOverDuplex
Tries Limit: -
Throttle (KB/sec): -
Mirror State: Snapmirrored
Relationship Status: InSync

SAS AAL Z2AE 19 SYMBLICE I0IA Q1Fet bhet 20| "el= 8l "t Arolzts 8of= SR o|Eo)
S22 MBS YALITH £ AO|E DE MI|S H2[5H01 HIHE AO|ES BR[E & UBLICH UR|2 & 22{AH
D= AAGERURILICE ShLto] SRIAES AAZ XYOHH X YA AME F AJ|-MT| AEAX| AlAHOZ
T4t 2AEE Hlof2 2 YALITH

HEQ3 EZZX|

T U UM A HERZ2 S AETLF AO|E(E= SET AIO|E L2 ol =H[2)e] B=E
HMAT = ASS 2| OIRILICH

SM-ASS| ZR°7t 7|52 2AEQ| 9IXE &
DRt wh S LUNO| X ™ E AEE|X] A|AR0| 2-THK| R E X|ge

ZHY2 5 2 AE WWN E= iSCSI O[LIA|Of0|E] ID7t 2 S AE0| &S LIEHH = 22{AHE F43
ofolgt LUN HMAE Fgot= F Hug MEX THA LT

M EHW CHAl= LEEEl igroup A ULICH ZF LUNS sHE LUNO| M| ABHOF 5= S AE S| WWN/ISCSI ID7}
3=l igroupd| OHE =|0OF SFL|CE LUNO]| CHat AM[A HBH0| U= SAEE HOfErL|Ct.
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[root@jfsl2 ~]# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

[root@jfsl3 tracel# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.
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[root@jfsl2 ~]# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

[root@jfsl2 ~]1# /grid/bin/crsctl stop crs

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'jfsl2'

CRS-2673: Attempting to stop 'ora.crsd' on 'jfsl2'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on
server 'jfsl2'

CRS-2673: Attempting to stop 'ora.ntap.ntappdbl.pdb' on 'jfsl2'

CRS-2673: Attempting to stop 'ora.gipcd' on 'jfsl2'

CRS-2677: Stop of 'ora.gipcd' on 'jfsl2' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'jfsl2' has completed

CRS-4133: Oracle High Availability Services has been stopped.

[root@jfsl2 ~]# /grid/bin/crsctl start crs
CRS-4123: Oracle High Availability Services has been started.
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30 2H CH7[fL|Ct.

CRS H|A|X|= o2t FAFRILICE 30X2| EfR0tR EIRJMAE = = USLICH AO|E A0 U= jfs12 jfss_criticalO|
MHEE|K 7| Tf20| AO|E BO| U= jfs130] MAHELICE

2024-09-12 10:56:44.047 [ONMD (3528) ]JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 6.980 seconds
2024-09-12 10:56:48.048 [ONMD (3528) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.980 seconds
2024-09-12 10:56:51.031 [ONMD (3528) JCRS-1607: Node jfsl3 is being evicted
in cluster incarnation 621599354; details at (:CSSNMO0007:) in
/gridbase/diag/crs/jfsl2/crs/trace/onmd.trc.

2024-09-12 10:56:52.390 [CRSD(6668) JCRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:33194; "', interface list of remote node 'jfsl3' is
'192.168.30.2:33621;"

2024-09-12 10:56:55.683 [ONMD (3528) ]JCRS-1601: CSSD Reconfiguration
complete. Active nodes are jfsl2

2024-09-12 10:56:55.722 [CRSD(6668)]CRS-5504: Node down event reported for
node 'jfsl3'.

2024-09-12 10:56:57.222 [CRSD(6668) JCRS-2773: Server 'jfsl3' has been
removed from pool 'Generic'

2024-09-12 10:56:57.224 [CRSD(6668)]CRS-2773: Server 'jfsl3' has been
removed from pool 'ora.NTAP'.
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2024-09-10 15:21:24.702 [ONMD(2792)]]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99340 milliseconds.
2024-09-10 15:22:14.706 [ONMD(2792)]]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49330 milliseconds.
2024-09-10 15:22:44.708 [ONMD(2792)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19330 milliseconds.
2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-10 15:23:04.710 [ONMD (2792) ]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.716 [ONMD(2792)]]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.731 [OCSSD(2794)]CRS-1652: Starting clean up of CRSD

resources.
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ALO|E 2t S| &30} &38| £2A 5™ SnapMirror 24 57|32t Oracle RAC €Z0| 25
STHELICH

Oracle RAC2| 232l 28 ZX|= Oracle RAC AEZ|X| StEH|E0| o|ZEIL|C} ALO|E ﬁ | 274 RAC
HEY3 SIEHIE 5 AER|X]| Exﬂ MH|ATE SA0]| 24 2|H RAC AIO|E7F RAC 4% HZ = RAC HE
CIASE Solf WXt AIO|EQF S4IE &~ §iA| ELICH 2o = R4 LE ZP0| 7|2 MEU A & AIO|EE 2%
HAHE 4= JAESLICL Hetst S22 O|HIE Q| A2t RAC UWIES|A 8l C|A 3 SIEH|E Z219| A|Ztof| w2t
EratEL|Ct.

270 MOIE BTt 22 F 7HX| YHO = s 2 4= ASLICH HA, "EtO|E2|0[7"EFY S A8Y = AFLICH
Ml W AO|EE MEE £ gl= 22 RAC 22{AH|M miscount OH7i HKE RHGSH0] 0] /IRS -
t

USLIC. 7| =tof A RAC HIES|Z SHEHIE Alzt ZiH= 30Z 2L AYEOZ RACKE HO}
wES AHe0] S2AAEOM M5t Ol ASEILICH ot e [|A3 SEH|E0|E HZE|0f aL|

0|E £0{, Oracle RAC2} AEZ|X| 2X| MH|A D0 CHSH AIO|E 7F EEfEIE FMESt= 20| i S
MZIE|H 30X @F FHR2ELCHR0| A|ZEIL|CH RAC 7|2 AtO|E =7} 30X O|LHo]| HICHZE AtO|EQt HZAS
HEE g7, £ EH C|AIZ ALBH0] BITHE ALO|EJH S YUt 30X 7|2 Lo CHRE|UER] Shole 4 gl

o—?— 7|2 AMO|E LE: MAELICH O A1}, C|O|E{#|0]| A7} 25| STHELICE

RF FIRE7 Z2YE|= AIHo| w2t 3027t £E35H0 SnapMirror 24 57|t A|7F0| ZX3HE| 11 30 7|ZH0] Btz E| 7|

45



Hofl 71:= AOIEQ| MEATF ME|AS CHA| A[ZHe 4= RIELICE 0] 30% 7|2t 5% &+ ASLIC

[root@jfsl2 ~]# /grid/bin/crsctl set css misscount 100
CRS-4684: Successful set of parameter misscount to 100 for Cluster
Synchronization Services.

Of ZtS AFESHH 7|2 AIO|EQ| AEE|X| A|ARIM FH2E ErQ OFR0| B E[7] Hof| ZHS THHE 5= ASFLICH
2™ LUN 27t HAHEl AO|EO|A L= =2F H| A ElL|Ct. of2f of:

2024-09-12 09:50:59.352 [ONMD (681360) JCRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 49.570 seconds
2024-09-12 09:51:10.082 [CRSD(682669)]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:46039; "', interface list of remote node 'jfsl3' is
'192.168.30.2:42037;"'.

2024-09-12 09:51:24.356 [ONMD(681360) JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 24.560 seconds
2024-09-12 09:51:39.359 [ONMD(681360) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 9.560 seconds
2024-09-12 09:51:47.527 [OHASD(680884)]]CRS-8011: reboot advisory message
from host: jfsl3, component: cssagent, with time stamp: L-2024-09-12-
09:51:47.451

2024-09-12 09:51:47.527 [OHASD(680884)]]CRS-8013: reboot advisory message
text: oracssdagent is about to reboot this node due to unknown reason as
it did not receive local heartbeats for 10470 ms amount of time

2024-09-12 09:51:48.925 [ONMD(681360) JCRS-1632: Node jfsl3 is being
removed from the cluster in cluster incarnation 621596607

Oracle Supportdl = A 2X|E sZ5t7| I8l misscount EE= disktimeout Oi7H H4E HASIX| o= Z40|
ZELICEH 2L} o]2{st o7 H4-E HASH= 242 SAN 28, J7Halet 5l AER|X| X 242 o
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FR 7|2 EME sllZstn 2F FIRELL C|A3 A[ZE X1t gH2 HSHX| Qtotof ELICEH 24 RFE s ASHY| 2l
A2t MigtE HESHH EX7F sl 2= 20| ofL|2t EX|E OtAZSH= AYLICE 7|H QIZ2te| A ZHE 7|Ho =
RAC &2 2 SHIEA| 7 4517| flsh o[2{at 0i7 H4-E HASH= A2 Oracle X[ 0| L&A AL|CH SAN
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sS4 YEE! Mof| EUBF 200X C|AT A|ZF X1} FIRELCIRE A|EFSL|C}

2024-09-11 13:44:38.613 [ONMD(3629)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99750 milliseconds.
2024-09-11 13:44:51.202 [ORAAGENT (5437) ]CRS-5011: Check of resource "NTAP"
failed: details at " (:CLSNOOOO7:)" in
"/gridbase/diag/crs/jfsl3/crs/trace/crsd oraagent oracle.trc"

2024-09-11 13:44:51.798 [ORAAGENT (75914) ]CRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 75914
2024-09-11 13:45:28.626 [ONMD(3629)]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49730 milliseconds.
2024-09-11 13:45:33.339 [ORAAGENT (76328) ]CRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 76328
2024-09-11 13:45:58.629 [ONMD(3629) ]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19730 milliseconds.
2024-09-11 13:46:18.630 [ONMD(3629)]CRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-11 13:46:18.631 [ONMD(3629)]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.638 [ONMD (3629) JCRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.651 [OCSSD(3631) ]JCRS-1652: Starting clean up of CRSD
resources.

AEE|X| MH|AT} &M= RAC LE9| SAN Z2 AEj= Ct21F Z25L|Ct

oradata7 (3600a0980383041334a3£f55676c697347) dm-20 NETAPP,LUN C-Mode
size=128G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
| -+- policy='service-time 0' prio=0 status=enabled
| "= 34:0:0:18 sdam 66:96 failed faulty running
‘—+- policy='service-time 0' prio=0 status=enabled

- 33:0:0:18 sdaj 66:48 failed faulty running
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2024-09-11 13:46:34.152 [ONMD(3547)]CRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 14.020 seconds
2024-09-11 13:46:41.154 [ONMD(3547)]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 7.010 seconds
2024-09-11 13:46:46.155 [ONMD(3547)]CRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.010 seconds
2024-09-11 13:46:46.470 [OHASD(1705) ]CRS-8011: reboot advisory message
from host: jfsl3, component: cssmonit, with time stamp: L-2024-09-11-
13:46:46.404

2024-09-11 13:46:46.471 [OHASD(1705)]CRS-8013: reboot advisory message
text: At this point node has lost voting file majority access and
oracssdmonitor is rebooting the node due to unknown reason as it did not
receive local hearbeats for 28180 ms amount of time

2024-09-11 13:46:48.173 [ONMD (3547) JCRS-1632: Node jfsl3 is being removed
from the cluster in cluster incarnation 621516934
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Relationships

Local destinations  Local sources

Q) Search 4 Download @ Showhide ™ = Filter
Source Destination Policy type
v s asTifca/ifsAs : ifs_asZ:/ca/ifsiA Synchronous
Edit
LIpdate
Delete
Eallover

CLIE Sl CHA| HBSH= of:
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Cluster2::> snapmirror failover start -destination-path jfs as2:/cg/jfsAA
[Job 9575] Job is queued: SnapMirror failover for destination
"jfs as2:/cg/jfsAA U

Cluster2::> snapmirror failover show

Source Destination Error
Path Path Type Status start-time end-time Reason
jfs _asl:/cg/jfsAA
jfs as2:/cg/jfsAA
planned completed 9/11/2024 9/11/2024
09:29:22 09:29:32

The new destination path can be verified as follows:

Clusterl::> snapmirror show -destination-path jfs asl:/cg/jfsAA

Source Path: jfs as2:/cg/jfsAA
Destination Path: jfs asl:/cg/jfsAA
Relationship Type: XDP

Relationship Group Type: consistencygroup
SnapMirror Policy Type: automated-failover-duplex

SnapMirror Policy: AutomatedFailOverDuplex

Tries Limit: -

Mirror State: Snapmirrored

Relationship Status: InSync
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