IE LUN YEE
Enterprise applications

NetApp
February 10, 2026

This PDF was generated from https://docs.netapp.com/ko-kr/ontap-apps-dbs/oracle/oracle-migration-fli-
planning.html on February 10, 2026. Always check docs.netapp.com for the latest.



=

QE LUN Y E
A=l &

LVM LUNS AlgshL|Ct

ASM LUN Al

HE

FCUIERI ©Z AIY

Q|F of2f|o|E Al et

Q& LUN Al

o|F AER|X| LUNS 7rx4sa | =22 SEFLCE
00| 20| ME LUNS =AEY EES MAect

ONTAP LUNS AMMgtL|Ct
IIHe7| #AE HELCH
O|L|AJ0l[O|Ef O E& MAEtLICt
SAEO| A LUN OH™

HQH
HIO|E{H|0| A8 SZRfLICH
J2|E MH|AS =L
o A|AES OF2E SHAELIT
=85 &S HIgdstgftt

FC UIEYA ¥ M@
7t 7| EEAlﬁ

CHES QXIE sholgfL|ct

LVM %% OFS ChAl ZdefgfLict

It AARLS CHA] OF2 ERHLCE

ASM ZX| S CHA| ZAtgtL|ct

J2|E MH|AE CRA] AJEFRILICE

HIO|E{H[O]| A CHA| A[ZFEiL|CE
=

A | E 4

Q2 LUN S22 F|aghct
DTZEZS HE

iSCSI O|L|A[0fO|HE gxwucr

iSCSI O|L|A[0f|O|E{ O|E S AIE

M O[L|Alol[o|Ef O &S @ﬂgzwlcr

SE2 SELICH

FC UIE 30|l M LUN OHZ!S Sl EtL|Ct

LUNZ IP U|E®{30f| CtA| DEISLICE

iSCSI CHAMS ZAMBhL|Ct

© © © 00 0 N N O o g b B B WO WDNDN-_22~ 2 -

N N DN N DN DN D2 =
- 20 O O O O 0 0o N NO o o A W W ~ O ©



iSCSI LUNS ZMghL|ct
S CRAl ARSI

22
22



FLIE AtE5t0{ SAN 2|~ A S 0F0| 22{[0] MSHs EAH= NetApp0i| 2B =0 "ONTAP 2| F
LUN 2ZE HBEAM" JAELIC.
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Hzxohs A2 FLIO ofoh =&l HE AletS BHEot =5 M0 E&|0{0F L Cf.

@ X|2lEl= M0 Chh XEMISH LH2 2 NetApp S8t IHEZIA S A ZTSHUA| L. A2 2HAH0| ZEHE|X|
%42 22 NetApp X0l A| ':'°|0f*')\|9.

O] oMl = Linux AHO|A S ARE[= ASM 5 LVM LUNZQ| Ot0|22j[0| M 04"L|Ek FLI= CHE 29 HIH[of| A

XHEH S AEX HFHO| CHE 4= UK A 0| SUSHT ONTAP Bit= SLRLICE

LVM LUNS AlESHL|C}

ZH|o| A Hmy thA|= Oto| Jgjjo| Mg LUNO AESH= AULICE of7(0f L2t QL= ool A= SAN 7|8t I A| AR
£ 747t of| OF2EE| JAELICE /orabin ¥ /backups.

[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install
/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups
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[root@hostl ~]# pvdisplay -C -o pv_name,pv_size,pv_fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

ASM LUN Al

ASM LUNEL Oto|zj|o|MsHoF BLICt sysasm AFEALE sqlplusOflAl LUN S LUN B2 2 7143 H O3
HIS HALICE

SQL> select path||' '|los mb from v$asm disk;
PATH||''||OS_MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FC LIE®Z HE Afet
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WWNOI| CHot AN Hots R o{8Hof ehLCt.

O] TtA|7} 2t2El = ONTAPE £ AF25IY 2|8 AEZ|X| ME|0|E & £ U0 ELICt storage array show
FE. gioth][= 7| HE= A|ARIOAM 22 LUNS AlE5H= O AHEE|= HFAIRILICE o2 ool M = 2| F AEE|X]|9|
LUNS 20 EL|Ct FOREIGN 1 o HFALE A3 ONTAP L{O]| LIEFEL|CH FOR-1.

Q|& of[0|F AlEELCt

Cluster0l::> storage array show -fields name,prefix

name prefix

FOREIGN_l FOR-1
Cluster0l::>

LUNS E MYt LIEY & JELICH array-name & $ELICH storage disk show EH. BtetE|= O|O|E =
|:|f0|_'31|0|*._1 HXt =of o2 H Z=FL|CE

Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk serial-number
FOR-1.1 800DTSHUVWBX
FOR-1.2 800DTSHUVWBZ
FOR-1.3 800DTSHuUVWBW
FOR-1.4 800DTSHUVWBY
FOR-1.5 800DTSHuUVWB/
FOR-1.6 800DTSHuVWBa
FOR-1.7 800DTSHuUVWBA
FOR-1.8 800DTSHuUVWBb
FOR-1.9 800DTS$SHuUVWBC

FOR-1.10 800DTSHuUVWBe
FOR-1.11 800DTS$HuUVWBE
FOR-1.12 800DTSHuUVWBg
FOR-1.13 800DTSHuUVWBi
FOR-1.14 800DTS$HuVWBh
FOR-1.15 800DTSHuUVWBj
FOR-1.16 800DTSHuUVWBk
FOR-1.17 800DTS$SHuVWBm
FOR-1.18 800DTSHuUVWB1
FOR-1.19 800DTSHuUVWBO
FOR-1.20 800DTS$HuUVWBN
20 entries were displayed.
Cluster0l::>
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign true

ClusterQ0l::*
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USLICE M2t §SEX| @b= IO|E 7t A AR M E|7| 20| 2 AHMS o= 32 32 AH|[7F 3 A
37t & JAELICE

Cluster0Ol::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0l::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

Cluster0l::>
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ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUNO -ostype
linux -foreign-disk 800DTSHuUVWBW

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTS$SHuUVWBN

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTS$SHuVWBO

Created a LUN of size 10g (10737418240)
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ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new_asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {y|n}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

LUNO| @I2|Ql MEf7t =l = Q& LUN ¥ HS E of| MESI JIZE A E A-Y & JELICH lun import
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ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DT$HuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUNS8
-foreign-disk 800DTSHuUVWBnN

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWRO
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ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
ClusterOl::*> lun online -vserver vserverl -path /vol/new_asm/LUN1

ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUNS8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9
ClusterO0l::*>
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Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51
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NetApp= 0F0| 22{|0]d EZ H[A0]| A O] EHA[0|M =AETF ONTAPO| &= |E|I| 9;3 HOZ JpAEIL|CE 0=

m

SAET} QIR AEE|X|QF M| ONTAP A| AN SAlOf| k= 22 Set @H Mo E 7HE LUNO| 2t 0{2{|0]0l| A
HAME 0| A7| W20l SQELICE. O] &2 LE F2 2ESO|Lt H|0fE —’.'_*—o_ O[0{& &+ AFLILY.



Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost
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[oracle@Rhostl bin]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base remains unchanged with value /orabin
[oracle@hostl binl$ sglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, Automatic Storage Management, OLAP, Advanced
Analytics

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL>

a2 MHAS SRt

O0r0| 18|0|ME|= SAN 7|gt I A|AEl = StLEOY| Oracle ASM AMH|AE ESHEIL|CH 7|2 LUNS ™ X|ot2{H o
AAHIZ OLR2E SiM|sHOF &fL|C} &, O] It A|ARIOAM E2] Q= THY0| Y= IZNAE B5E FX[SHOF ghL|Ct.

[oracle@hostl bin]$ ./crsctl stop has -f

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'hostl'

CRS-2673: Attempting to stop 'ora.evmd' on 'hostl'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'hostl'

CRS-2673: Attempting to stop 'ora.LISTENER.lsnr' on 'hostl'

CRS-2677: Stop of 'ora.DATA.dg' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'hostl'

CRS-2677: Stop of 'ora.LISTENER.lsnr' on 'hostl' succeeded

CRS-2677: Stop of 'ora.evmd' on 'hostl' succeeded

CRS-2677: Stop of 'ora.asm' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.cssd' on 'hostl'

CRS-2677: Stop of 'ora.cssd' on 'hostl' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'hostl' has completed

CRS-4133: Oracle High Availability Services has been stopped.
[oraclefhostl bin]$
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[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

XNgel 28 152 2= Tt A[2-0| ORE dfiMlEl = 28 1&5S Hlgdete = JASLICH

—

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FC UIEYT W Abgt

0f 1| FC Z2 YHI0|EdtY 2 AENM 2[F AE2[X[0f tigt ZE MM AE M5t ONTAPO| Cheh HMA S BHS

M| Z2MAS AIZFRLICE

LUN 7tM 27| Z2MAE AZSH2H E HAYLICH lun import start BE.

ClusterOl::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new_asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new 1lvm/LUNS8

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUN9

Cluster0l::1lun import*>

ItHR7| T dEs ZLE-RELCH

E MESIH 7127 HYUS DLIHEE £+ UELICH lun import show EE. Of2iet 20| 207H2| LUNS 25
7fx19L Aol Il ZLICE mh2tA OfA| Ci|o|E SAF 20| A& Jc.."3_1,'|5||:‘|E|‘E ONTAPE Sl H|O|E{0]] AMAZ
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Cluster0l::1lun import*> lun import show -fields path,percent-complete
vserver foreign-disk path percent-complete

vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2
20 entries were displayed.
IRl TZMATF ot Z2 HFO| EE 010[1220[H0] 435t 2= E|RASS LIEFE TH77EX| AH|A XHZ M

L= THAIZFS K|HAIZLICEH 1un import show 1% CHS O AHEI CHZ OFO|T2|0|M T2 MHAE 22T
"QIE LUN 2 EZE - 2rF"USLICT

22tel oro]dzf|o[do] HRot AR M A LUNS CHA| AMSHD MH|AS AIZFRILICE

—

SCSI FX| HE Afets HMPfLICE

Cht 20l 29 M LUNS Chl 2881 71 dlerdt SHie SASE HASISHE 2L 0127 S8t Qufel ooy
X7 AHEO 2 HIAE T BE A LUNO| SHHEA| ZME| CHS 22 &HK|9f 22 B X7t AL of
OIFIOINE DS 93t 2Fiet 2at0l T2 MAZ b FLCH

FO|: IAES CHA AJZfSHY| Hofl o] 2= &=0| UA=X] AL /etc/fstab OHO| 22|04 E FZE SAN
2|AaATEFM M| = AJSLICH OIFA SFX| &0 LUN M0 X7t ALH 2 MH7t FEE[X] S + ASLICEH
O] Azt2 H|O|E{E 2 4A|7|X| ZELICEH O2{Lt X 2E = QA ZER BEI5tT & £H6HE 2 0|2 EWE

& UELICE Jete/fstab 2X SHES ?ld 2F MAE 2L = USLICH

O o[l A=l Linux HE S| LUNS 2 CHA| HAME & JUELIC rescan-scsi-bus.sh B, HHO| MZsHH 2}
o o
=0 =

LUN Z 27} Z=0]| EA|Z|0{0F LTt =20l M 31 M5t7|7t o2 E & AUX|TH = R igroup —T““OI =H=H
HoHE B2 LUNO| EAIL[O{0F &LICt NETAPP SEYM ZAIE
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[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
Scanning host 0 for SCSI target IDs O 1 2 3 4 5 6 7, all LUNs
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1 Rev: 2.13
Type: Direct-Access ANSI SCSI revision: 05
Scanning host 1 for SCSI target IDs 0 1 2 345 6 7, all LUNs
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H Rev: 1.41
Type: CD-ROM ANSI SCSI revision: 05

Scanning host 2 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 3 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 4 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 5 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 6 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 7 for all SCSI target IDs, all LUNs
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05

0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

CHE 3= TAIE el

LUN 2N Z2M|A L OHS F2 TR MRS E2|AHSHK|E Linux THS 2 E2fo|u{oli= ZFEX0l 2117t li=
208 ¥3{M &LICt o ZHYLIChmultipath - 11 £2{0| o|AFet 2 LIEFLHEX] Sholsof ELiCt o) S
£0f, o2l Z240lli= o HZE CE FZ FAI7L Lot UBLICE neTare SZUM EXHY 2t ClHto|A0= 4749
27}t o, 244 2917t 50011 244 917+ 109! 2740 BRIt ABLICE e 2 Linux HH0| of2f CtS £
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UAX[TH O] ZH2 ofj&fet CHZ EA|ELICE

12

@ A8 3H= Linux HAOf| Ciot SAE REEZ|E| HEME HESH0 E QIsHHAIL
/etc/multipath.conf AH0| SHFELICE

[rootQ@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"— 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| "= 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"— 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running



LVM 28 152 CHA| EMstetL|Ct

LVM LUNO| NICHE AME|™ I} LIEFEL|C vgechange --activate y @E0| A36l0fF gL|Ct O] A2 =2|H

=& 2|R12| Zlof et Z2 ol@lLICh 25 15 HEITIO|EN 7k LUN A0 7S5 2 LUNS| WWNO|L et
WS T A A2 ZR8HK 2ALIT

OS= LUNZ AMBHe LUNO 7| &l 20| H|0|HE EAMSLICE O] HIO|E = LUNO| £3 =22|X =822
of 2= HKE EJSLILL 2B AES A

o

ru*.‘;*
0x
fot
OF
N
ra

MHEILICE sanvg volumegroup. 13 [ 2Rt
===

[root@hostl /]# vgchange —--activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TJjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

50| ChA| 2y atel

s S DS 2 GlO[E{7 ANEX| 42 MERT T AAHS OIRES & AUSLICH YA
g0l # IO A tfo] |

= 1I7f Ot2| 2 dEfQ! FR0| T Thd A[ARO0] 275

—
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[rootRhostl /]# mount /orabin
[root@hostl /]# mount /backups
[rootRhostl /]1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 0% /dev
tmpfs 6291456 84 6291372 1%
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 16 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

ASM ZX|E CHA| HAgtL|Ct

SCSI ZX|E CA| ZAle ] ASMIib XIS ChA| ZAH8HOF BfLICH ASMIIbE CHA| AlZFet THE CIAS S HALSH
o

2210102 MMS Solst 4 YLt

®

Z9|: ASMIibE ALESHX| = AL /dev/mapper C|HIO|A T} XFS O 2 CHA| MM E|0{OF SIL|CH 2Lt A #$HO|
SHIEX| 42 & JAESLICEH ASMIib7} §lE 22 ASMO| CHSH 7|2 & X[o| E4 ‘?J‘.’Jg ANdfof grL|Ct o|2{t A2
UHIHMOZ = & otLtC| Ex A¢=2 Edl| - EILICE /etc/multipath.conf = udev & & UM ALES
= AELICE O|E‘|°} o2 WWN e dd Hs ZHOM 2HE2 HE AL S tﬂ%'OfEE AHI0|ESIH] ASM ZHX|of
SHIE oto| JE=X| =elsfof & 4~ USLILCE.

0| £HAl= ASMIib7} AFEE|= ASM 0] 2t 2t210] & LT

Of of|ofl M= ASMIibE CHA| A|ZFSHL C|AS HMS Sdf 22 2F 0t S LS 10712] ASM LUNS EAIRILICE.
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[rootRhostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

O2|= ME|AS CEAl AEFELIC

O LVM 3! ASM X7t 221Q! HEfO| 1 AL JHSEHB/ R 2 2| = MH[AS THAl AIRFE = ASLICE

[root@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

CO|E{H|O| A S CIAl A|ZFEL|CH

1 =
AES MY = AEE H E YT 7|Ctor &

—

2|= MH[ATHCEA] AIZHE = HO[EHIO| A S S2{E 4 AGLICE H|O|E{H[O|AS A|ZSE7| 0| ASM MH|AS
A o|¢|__||:|.
T M- -



[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

2=

SAE ZH0AM 2 010]| 224|0[M0] 2t=E|X|2 7FM 7] EHA|7F AMKIE WH7EK] 2| &
AEZ|X|0A Y=2H0| AL WS ELCH

HAE AHSH7| Holl 2= LUNO| CH3l 00| 32{|0]Md 2 M| AT} 2 E|RA=X] 2HQIsH{of L T
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Cluster01l:

:*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk

path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

A It 27| AFigLlch

Oro|a2{|0] M 2 M|A T} 2tZE|H 00| 22{|0]Md 2HAH| S APK|El

I/OE Me|gLct.

Cluster01l:

Cluster01l::
ClusterOl::

IE LUN S&

OX|2e2 C{A3 S

g WS
ClusterOl::

x>
WD

=22
=

lun import delete -vserver
lun import delete -vserver
lun import delete -vserver
lun import delete -vserver

F|aghfct

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

fLICL I/0E

vserverl

vserverl

vserverl

vserverl

+=H5t0] E MAYLIC is-foreign X|J.

-path
-path

-path
-path

/vol/new_asm/LUNO
/vol/new asm/LUN1

/vol/new 1lvm/LUNS8
/vol/new lvm/LUNY

=25t 20i= ONTAPS| E210|H0j| ATt
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Cluster0l::*> storage disk modify {-serial-number 800DTS$SHUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false

ClusterQ0l::*

OZEZ Het

LUNO|| HM|ASH= O ArBEl= Z2EZS HESH= A2 LEHEQl ARG lL|Ct.

E|

O|E{E S2tREZ 0to[a2y|0| 5= TA| HEfe| 2H0[7| = oF AR = ASLILE TCP/IP= 22HRE9)

l_

T2 EZ0|0 FCO|M iSCSIZ HZSHH Ctefot S2tRE SF 0= £7| 0t0|12{|0| 84 ~ JELICE IHX| o™
iSCSI7t IP SANQ| ZA-Fl H|ES &&3t= 0| HiEfAY = JAELICH Z0] w2t 0Fo| 22{|0[d0] YAl =X =

CHE Z2EES AEY = ASLICL 01|% =01, 2|8 AEZ|X| A|AHIT ONTAP 7|2t LUNO| S %t HBAO| &Y
T = R VIE _EEIXI°| CIOIHE =xe = AS FEE 71iSCSI LUNE AF8E 4= IELICH J3 Ch2 o[
LUNS A|ARIO|M ®|HE = FCZ CHA| “45._*%* ALt

CHE FAHS FCOIM iSCSIZ H2tshs WS Hoj FX|2 HEbAQl X2 HurstiSCSIOAl FCE Hkets o]

MLt

iSCSI O|L|A[O[O]E{S S XIRLICE

ol & MHols J|2HOR £ ZER0] ISCSI £7|X7H HEE|0f RO ZHE0] IX| 22 A2 2 LXIY
+ UL
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[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

manager
Resolving Dependencies
--> Running transaction check
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated



-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
will be an update

--> Finished Dependency Resolution

Dependencies Resolved

Package Arch Version Repository
Size
Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k

Updating for dependencies:
iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k

Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2): iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el1l7.x86
1/4
Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.el7.x86 64
2/4
Cleanup : lscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4
Cleanup : lscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00
Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el7.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.e17.x86



2/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /]1#

iSCSI O|L|A|0||O[E] O] S5 AERILICE
x| Z2A2 0| 13 ISCSI O|L|Al0l|0]Ef 0|S0] MAELICH Linuxol M= off l&Lct

/etc/iscsi/initiatorname.iscsi It O] O|E2 IP SANUIA SAEE AlHSHE= O A2 EIL|CE.

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.1992-05.com.redhat:497bd66cal

M O[LIAO[O|H O ES MMetL|Ct

igroup(0|L|A|01|0|E1 )2 ONTAP LUN OtAZ O || LR QUL|CEH SAEN HBZ MHMHA HTH0| 2O E|X|
Ao MZ MME LUNO| HMAL 4 RISLICE O] THA|l= HMATH EHRFH FC WWN EE= iSCSI O|L|A|0f[O]E
|.=. LIESH= igroup2 A0 EBfLICE.

0| oflof M= Linux A E2Q| iSCSI O|L|A|0f|O[E{7} ZESHEl igroupO| M A ElL|Ct,

ClusterQ0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator ign.1994-05.com.redhat:497bd66cal

o

A
(]

o
O
u
ret
C
Iul

LUN Z2EZES HEF5H7| ™| LUNS 25| FX|3H0F gLt et Q1 LUN & 5tLte| HIO|EH|0| AE S=R5H
o A|AEE OF2E SiA|3H0F ol 28§ 21&S HIZd=tolof fLICt ASMO| AFEE[= B2 ASM C|A3 OF0
=52 BE J2|=E MH|A7} ZSRE=X] 2elgtL|C).

|I>-|

FC HIE®{Z0{M LUN oHEZ s x[gfL|Ct

LUNO| 2t88| FX[E = /2 FC igroupdilA OHE S HZA gL Ct.
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ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new asm/LUNl -igroup
linuxhost

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxhost
ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

LUNZ IP UIER 30| CtA| DHE BtL|C}

M iSCsSI 7|t O[L|A[0f|O]Ef 1 F0i| ZF LUNO]| CHet M| A HMots Fo{gtL|Ct.

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxiscsi
Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNl -igroup

linuxiscsi

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxiscsi

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxiscsi

Cluster0l::*>

iSCSI CHAS ZABtL|C}

ISCSI BMOIE & EA7} SUELICH 3 M LUN 2424 C1E EINE Zutet AULICH B BABLIC) sscaizan
Of2l HAIE HHE oM X HE T 1SS AMBICH -p argunent X = ISCSI MHIAZ HIste BE P x4
ol TE0| BEE HEELILE 0] 22 7% EE 32600] 1SCS MUIATL AL t el P F471 eI

() o P za0) eEE 4 2l 32 0] P

o

2=t

O =2 dx: 28 + AL

rr
rr

[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl
10.63.147.197:3260,1033 ign.1992-
08.com.netapp:sn.807615e%ef6l1lleb5a5ae90e2babb9464:vs.3
10.63.147.198:3260,1034 ign.1992-
08.com.netapp:sn.807615e9%ef6llleb5ab5ae90e2babb9464:vs.3
172.20.108.203:3260,1030 ign.1992-
08.com.netapp:sn.807615e9%9f61l1leb5ab5ae90e2babb9464:vs.3
172.20.108.202:3260,1029 igqn.1992-
08.com.netapp:sn.807615e%ef6llle5a5ae90e2babb9464:vs.3
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iSCSI LUNS AT}

iSCSI CH&0| HMEl =
C|HIO|AQ} Z+2 Bt T

—_ -

iSCSI MH|AE CHA| A|ZFSH0] AH2 7hshiSCSI LUNS M5t CE Z =2 = ASMIib
HIO|AS T LT}

[root@hostl ~]# service iscsi restart
Redirecting to /bin/systemctl restart iscsi.service

SES CHAl Al EFEL C

ML
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