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Oracle Linux 712 H# of:
6.12.0-1.23.3.2.el9%uek.x86 64

- "NVMe-CLI" 7| X| & EX[eL|Ct.
rpm -galgrep nvme-cli

CHE oflof| A= CHE 2 EHFELICH nvme-c1i IH7|X| HH:
nvme-cli-2.11-5.e19.x86 64

. & MX|ELICt 1ibnvme I{7|X]:
rpm -galgrep libnvme

CtE oflofl M= CHE2 EHELICE 1ibnvme IH7|X| HH:
libnvme-1.11.1-1.e19.x86 64

. Oracle Linux 9.x SAE0|A CHZE &QISHM|R. hostngn 2AE /etc/nvme/hostngn :
cat /etc/nvme/hostngn

CtE ool M= EHE2 EHFELICH hostngn HA:
ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-1lec-b8d1l-3a68dd6lalch

. ONTAP A|ABIO|M CHE 2 QIS A2, hostngn EXEO| LXIELICH hostngn ONTAP AEE|X| A|AHIQ|
SHE St A|ARIO) CHot 2XFSE:

vserver nvme subsystem host show -vserver vs 203



ol 271

Vserver Subsystem Priority Host NOQN

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl1-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68ddelalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb

=XHEO0| YX|SHX| O™ hostngn BEE AFESI0] ST ONTAP HHE 52| A|AEIS| EXIES
@ /etc/nvme/hostngn @AEL| EXIE I} YK|SHEE hostngn FHIOIEY hostngn &
vserver modify U&LICE.

3CHA|: NVMe/FC 5! NVMe/TCP 1A

o

Broadcom/Emulex EE= Marvell/QLogic ({RIE{E A3 NVMe/FCE 7ot LT =5 ZAM 3 HE =Y
A8 NVMe/TCPE A BILICE.



NVMe/FC - Broadcom/Emulex
Broadcom/Emulex H{HE{E NVMe/FCE FA &L C}.

EHA|

1. XIYEl= OjHE ZHES AL FelX| oleti|ct.

a. I 0|E2 HEAIRLICE

cat /sys/class/scsi _host/host*/modelname

Ct2at 22 20| EAIELIC.

LPe36002-M64-D
LPe36002-M64-D

cat /sys/class/scsi _host/host*/modeldesc

CHZ ofl2t H|ot 20| FA|=|0{0f BL|Ct.

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. H% BroadcomZ AtE3t11 QA=K QBT 1prc HAUO & 22 HX[eh E2t0[H:

a

a. o] HES EAIRLICH

cat /sys/class/scsi_host/host*/fwrev

CHS GlolM = HAUH HT S EHELICE

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version



Lt ool M= =20 MBS EHELIC

0:14.4.0.8

=+

K| @&l= O{HE] =20 3! Hlo M2 oiXlf S5E2 & XA Y 28

. SQISLICt 1pfc_enable fc4 type 7t 2 BH™E[0] J}ESLICE 3:

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

- O|LIA[OfO]E] ZEE & = AU=K| 2HeletL|C}.

cat /sys/class/fc _host/host*/<port name>

Ct2 o)M= ZE IDE 2L}

0x2100f4c7aa9d7cbhc
0x2100f4c7aa9d7c5d

- O[L|Aloj|o[Ef ZET} 2etQl & QIX| SfelgtL|Ct.
cat /sys/class/fc host/host*/port state

Ct2at 22 £2H0| EAIELIC.

Online

Online

- NVMe/FC O|L|A|0f|OEf ZET} S Ste| A0 EF2I LETF HA|Z|=X] 2HQIRfL|Ct.

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

Xmt 0000027ccf Cmpl 0000027cca Abort 00000014
xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f



LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017
LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017

Total FCP Cmpl 000000000006369d Issue 00000000000636%9a OutIO

TEfffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth

00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - Marvell/QLogic
Marvell/QLogic H'HE{E NVMe/FCE A gfL|Ct.

1. X 2&l= o] =2tolH 5! HeYo] TS HAstn A=K 2HQletL|ct,

cat /sys/class/fc host/host*/symbolic name

CtZ oflofl M= =2to[Het Heof HE S EHFLIC

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. EOISL|C}H gl2xnvmeenable 7t MM EL|CH 22{H Marvell {HE{7} NVMe/FC Initiator2 E

ALt

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

NVMe/TCP

NVMe/TCP ZEEZ2 Xt5 HEA &S X|oHK| &L I:|' CHA NVMe/TCPS =

AAEIDHUATO|AE ZHMSE & QUEL|CE connect EE connect-all &=

|

1. O|L|A|0f|0|E| ZEJ} X|2E|= NVMe/TCP LIFO|A ZAH 21 m|0|X| H|O|E 2

nvme discover -t tcp -w host-traddr -a traddr

o= FRBLICt
THHE 4 YEX

sto
=)

N
s T

A5 NVMe/TCP 5t

o| 5|},
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nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm



traddr: 192.168.31.98
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.30.98
eflags: none

sectype: none

2. CH2 NVMe/TCP O|LIA|OfO|E{-EF2 LIF Z%0] Z4 271 Ho|X| o[BS ABHOR JMS 4 Y=X|
stolgti|ct,

nvme discover -t tcp -w host-traddr -a traddr

ol 271

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme discover -t tcp -w 192.168.31.10 -a 192.168.31.59

ASHSH |C} nvme connect-all = E0| M X/ E= 25 NVMe/TCP O|L|A|0f|O|E{-E}2I LIFO]| CHSt

nvme connect-all -t tcp -w host-traddr -a traddr

11
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nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59

Oracle Linux 9.42E NVMe/TCP 88 ctrl loss tmo timeout AASLE "HA"C=ZE AF™ELICE O A1}

* WA= Sl2=0f MEHo| S LITHRI It A R).
%

+SOE MY HRIL GIELICE ctrl loss tmo timeout AFE Al X|& AlZt nvme connect
L= nvme connect-all BEM (M ).

* NVMe/TCP ZIEES| = ZZ Fol7t Zdoi e AlZh Z20p7F LMSHK| pioH R7(¢t HE HEiE FXAILIC

ATHA|: MEHMO 2 udev 20| A iopolicyE =~ erL|Ct.

Oracle Linux 9.x @A E = NVMe-oF0]| CH$t 7|2 iopolicyS CHS1t 20| MABILICH round-robin. Oracle Linux
9.6 E{ = iopolicyg HAY = UELIC queue-depth udev & TIL S - O 2 M JHsTL|CH

EHA|
1. 2E Ao Z HIAE MET|0|M udev %! IHAS HL|CH

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
Ctaat 242 £=20| EA|ELICH
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. NetApp ONTAP ZAIEE2{9| iopolicyE HEst= &

fjo

HFoMANR.

CH2 olAl= FAI2 HAIE 2 FLIC

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model}=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. A2 Ch20t 20| £H™SIMR. round-robin EICt queue-depth :

12



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. ydev 742 CHA| 2E3T M2 Alete HReL|Ct

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O. 5t9| A| ARO[ $i iopolicyS &QIBHMIR. OIS S0 <5t9| A|AR>S CHEa 20| HHM K. nvme-subsyso0 .

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
Ct2ot 22 ==0| EA|ELICH

queue-depth.

@ *HE—-— iopolicy= 2 X|5t= NetApp ONTAP ZAEE2] &X|0| Xis2= MEEL|Ct HFEE o] 2
SLCh

5CHA|: MEHM O Z NVMe/FCOi| CHall 1MB I/0E &M stetL|Ct.

=
= Ty

ONTAP Identify Controller GIO|E{0{|A{ %|CH CI|O|E] & 3 7|(MDTS)E 8= E1gtL| It /0 & A7|=

C} %
1MB7HX| 75 8fLIC}H Broadcom NVMe/FC SAEO| CHE 1MB 37|2| /0 X8 wallslz{H 28 S2{0f gfL|Ct.

lpfc | 7tX| 1pfc sg seg cnt OWHHSE 7|27 640|lM 25622 HASIL|CL
(D 0| &tAlE Qlogic NVMe/FC SAEN|= MEE|X| Q4&LILCE,

chHA
1. "Ipfc_sg_seg_cnt' Of7HHE 25622 A™BLIC

cat /etc/modprobe.d/lpfc.conf
CHS of|2t Bt Z20] HEA|=|0{0f hLCt.
options lpfc lpfc sg seg cnt=256

2. *dracut -fHHS At 0 SAEE IHEEIBHLCE.

3. 9| 20| 25621X| 1pfc sg seg cnt ZQITL|LCH,

13



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

6CHAl: NVMe HE! AH|A 2ol

Oracle Linux 9.55E{ nvmefc-boot-connections.service 2|1 nvmf-autoconnect.service
NVMe/FCO| &=l HE! MH|A nyme-cli IN7|X[= A|AEHIO] HEIE of XSO F S SHEIL|CE

HEIQ| &t &l F LSS 2RISIM|R. nvmefc-boot-connections.service 12|10 nvmf-
autoconnect.service S8 AH|AJ} 2 MOE|UESLICE.
EHA|

1. 7} 24315 Q=X| nvmf-autoconnect. service 2QIBtL|CE.

systemctl status nvmf-autoconnect.service

OlH| &2 EAIGLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Tue 2025-10-07 09:48:11 EDT; 1
week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)
CPU: 19ms

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. 71 ZM3IE|0] Y =X| nvmefec-boot-connections.service 2QIgfL|CH

systemctl status nvmefc-boot-connections.service

14



OlN| €212 EAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-

NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1

week 0 days ago
Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4dms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to

subsystems on FC-NVME devices found during boot...
Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

TEHA: OE B2 74 =t

712 Ul NVMe CtE 22 HEHi, ANA &El 3! ONTAP WA 0| AZF NVMe-oF T4 0i| Hefetx| gfelgtLct.

|

1. in-kernel NVMe multipath7t ZA43}5[0] QE=X| 2FQlgtL|Ct,

cat /sys/module/nvme core/parameters/multipath

Ct2at 22 =30 EAIELIC.

=

2. Z} ONTAP W2 Am|o| A0 CHTt METH NVMe-oF X (Cll: NetApp ONTAP ZHEEZ|E AFE &
ZHIoZ MHYE 2E WHA |Policy?t SAE0| SHIEHA| BtH | =X| =QletL|C,
a. 59| A|AEIS TA|BHL|C}

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 20| EAIELIC.

15



NetApp ONTAP Controller
NetApp ONTAP Controller

-
fjo
fot
o
o
>
o

0| £0, iopolicyd| ™= 2t

queue-depth
queue-depth

3. TAEOM HIYATO| AT} HHE| 1 SHIEH| HME|=X] =HolstL|Ct.

4

16

nvme list

—

oflw| 271
Node Generic SN Model
Namespace Usage Format FW Rev
/dev/nvmel02nl /dev/ngl02nl 81LLgNYTindCAARAAAAAKk NetApp ONTAP
Controller Ox1 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1
/dev/nvmel02n2 /dev/ngl02n2 81LLgNYTindCAARAAAAAK NetApp ONTAP
Controller 0x2 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1
/dev/nvmel06nl /dev/nglO6énl 81LLgNYTindCAAAAAAAs NetApp ONTAP
Controller Ox1 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1
/dev/nvmel06n2 /dev/ngl06n2 81LLgNYTindCAAAAAAAs NetApp ONTAP
Controller 0x2 2.25 GB / 5.37 GB 4 KiB + 0 B
9.17.1

2t Z29| ZIEE HEf7t 2t0[20| 1 SHHE ANA HEHQIX| &fQlgtL|Ct.



NVMe/FC

nvme list-subsys /dev/nvmedn5

ORI 271

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe/TCP

nvme list-subsys /dev/nvmelnl

17



ol 271

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

o. NetApp £2{72210{| 2} ONTAP UIJAH[0]A ZX|of Cist SHHE 2t0| EAI=|=X] 2elgtL|Tt.

18
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(o]
=

nvme netapp ontapdevices -o column

o 271

Device

Size

/dev/n
00e760

NSID UUID

Vserver Namespace Path
vmelO2nl vs 203 /vol/Nvmevol35/ns35
c9-edca-4d9f-b1d4-e9a930b£f53c0 5.37GB
vmel02n2 vs 203 /vol/Nvmevol83/ns83

/dev/n
1fa975

24-T7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSONS E XA

nvme netapp ontapdevices -0 json

Oflxl 271

"ONTAPdevices": [

{

"Device":"/dev/nvmellnl",

"Vserver":"vs 203",

"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":2262282240,

"Version":"9.17.1"

}

19



8CHA|: QHXIBE OlHHE Ol

— —

NTAP ZAEZ2{ 7t9| NVMe/TCPE Edff ot™

rot
ro
=
n

Oracle Linux 9.x SAEQ} Q1Z0| X| & EL|C}.

@)
2t SAE E= ZEER = Het Q158 HH6H| f/sif DH-HMAC-CHAP 7|2t A2 E|0{0F gfL|Ct. DH-HMAC-CHAP
71 NVMe S AE = Z1EEE{9] NQNIt 22| X7t 714 %t Q15 H|ZH S 9| ZeIQUL|LE D0 E 153t H NVMe
SAEL AEERJL m|ojet AAE 7|1E A8l OF gL T
|

CLI = 74 JSON LIS AHE5H0] otot QI E QI15S A BfLICt. CHE Shel AIARIO Cidl CHE dhchap 712
X|sl{0F = 2% 74 JSON IUS ALESHAN K.

20



CLI
CLIE

1.

S YESHAIR
= A

AtESHO] Het ot Q1SS Attt

SAE NQN 7HHR27|:

cat /etc/nvme/hostngn

Linux A E0|| CH$t dhchap 7|5 MM stL|Ct.

f

ol

Z30j| M= HY o7 H0f Ciol gen-dhchap-key AEEL[CE.

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0]1[2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

CHS of|0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 ElL|C}

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633
DHHC-

1:03:xhAfbADSIVLZDx1VbmMFEOASJZ3F/ERGTXhHZzZQJKgkYkTbPI9dhRyVtr4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNc6ok=:

3. ONTAP HEEZ{0|M ZAES FI}5t1 & dhchap 7|15 25 X|FHELCH.

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

SAEE e Sl rekO|2tE & I ROl )IF YHS XHELILE 2 AE0A ONTAP HAEEE{0
HZstn MEtist Q1F L et dhchap 7|18 AIFELICH

21
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0% 10

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

22 AMELICH nvme connect authentication TAE 5 ZHAEEZ dhchap 7|12 &HQI6H0d

EE

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkKkKkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VKkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBO]G
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. ZAEZ2{ dhchap 7|2 &QlgtL|Ct.

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



o= et g9l £ o7 Liet AL

rr

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSONS EZESHIAR
HEE

ONTAP 2] FHOM o{2] NVMe MEA|ARIS A Y £ U= F2 TS 1 & nvme

connect-all AF2E £+ /etc/nvme/config.json USLICH

AFE3MIR -0 JSON IS WH5h= SHQLICE XpMet 72 SM42 NVMe Connect - 2= 2EAM H|0|X| S

HZSHHUAL.

1. JSON It 74:

23
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2.

3.

ol 271

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.09035a8d8c8011f0ac0fd039%eabac370:subsystem.subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

}

@ 212] o|H[0l A = dhchap key Ofl 823t 0 dhchap secret dhchap ctrl key
dhchap ctrl secret SHEELICE

config JSON IIUZ A5 ONTAP ZHEE2{0f| HZATLICE
nvme connect-all -J /etc/nvme/config.json

2} 5k9| A|AEo)| chel sie AEE2{0fl Chdl dhchap 2= 7t 24RO U=X| &QlEfL|Ct.

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



CHe ool M= dhehap 7|1E E0{ELICL
DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:
b. ZIEE2{ dhchap 7|1E =QIELILCE.

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

CtZ ofl2t B2t Z20| EA|=|0{0F LTt

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

oLtA: LTl =X E AERLIC

2T ZH7t AELIC.

ONTAP AEZ|X|E 9|2 NVMe-oF £ Oracle Linux 8.x 74

Oracle Linux SAE &= H|CHE HJADHO|A HHAANA)E ooH NVMe over Fibre
Channel(NVMe/FC) 2% NVMe over TCP(NVMe/TCP) Z2E = IEJOH-IEr ANAE iSCSI
5! FCP 2HA0| A ALUA(HICHA =2 ZHA| HA|A)QF SUSH LIS 32 7|52 Az gL

Oracle Linux 8.x0| CH3H NVMe over Fabrics(NVMe-oF) SAEE 1 45H= WHE AOIEN . FILX|H U 7|s
MEE 2SS & XM, "Oracle Linux ONTAP X|€l B! 75"

Oracle Linux 8. x2 Al23l= NVMe-oF0|= CI2a} Z2 o

i)

T HIgE Areto] QIS LT

* NVMe-oF ZZE=2 A28t SAN BEI2 X|&|X| &L},

* NetApp sanlun A E QEIZ|E|= Oracle Linux 8.x A E S| NVMe-oFOf| CHaH K| E|X| Q& L|Ct CHAL
7122z ZotEl NetApp E2{3012 AI2E £ JELICE nvme-c1i 2 E NVMe-oF H4S 98 Ii7|X|L|Ct.

Im
i

NERES

* Oracle Linux 8.2 & O|™ HZX2| Z2 nvme-cli If7|X|0| A 7|2 NVMe/FC XI5 €& A3 2!
S1&LICH HBA 327t HSsts QAE At HE AIZEE AIEIM Q.

* Oracle Linux 8.2 % O|™ H{T 2| A2 NVMe HE|I| A0 CHTt 22 28I 2ot 2A10| 7| 2X o2 2HHotE|o
QUX| ¢&LICE O] 7|52 &M P3PE1'I' CtS SHAIZ 0| SotMIR.udev & 24 |

1CHA|: Oracle Linux 2 NVMe A X EQ||0 AX| &l 1AM =0l

Ct2 =xtof w2t X[ &= %A Oracle Linux 8.x 2T EQ0] HAE SIS 2.

25



|

1. M| Oracle Linux 8. xS MX|gfL|Ct. MX|7t 2tZEl = X|HE Oracle Linux 8.x HES Adlistd JU=X|
SHoIStN|R.

uname -r
Oracle Linux 7{'d HZ of|:
5.15.0-206.153.7.1.el8uek.x86 64
2. "NVMe-CLI" IH7|X| £ EX|gfLCt.
rpm -galgrep nvme-cli
CHE ool M= tES EHELILE nvme-c1i H7|X] H7H:
nvme-cli-1.16-9.e18.x86 64

3. Oracle Linux 8.2 ¥ O|™ T2 AL Lt EXtE S Bx 2| udev FEIQE F7HtLCE.
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules . 0| s NVMe ZE|I{AOf CHTH
2t2E 28 25t 2440] JHsdHELICH

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. Oracle Linux 8.x SAEO0|AM LIS 2 &QISHM|R. hostngn 2XAFE /etc/nvme/hostngn :
cat /etc/nvme/hostngn
CHE ool M= CtE S 2 ELICE hostngn HE:
ngn.2014-08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9dc-4d8ae0cd969a

OIS A| 2. hostngn EAIE 0| YX|LICE hostngn ONTAP AEZ|X| A|AHIC|

=
=
=XFE:

5. ONTAP A|AHIO|M CHS
i ol A|ARlof| CHSt

26



vserver nvme subsystem host show -vserver vs coexistence LPE36002

ol 271

Vserver Subsystem Priority Host NOQON

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme?2
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a9%dc-4d8ae0cd969%a
4 entries were displayed.

SXt0| UX[SIX| YO hostnan BHE hostngn ALBBI0] vserver modify &
(i)  ONTAPHZ 512l A|ABIS| BXIUS /etc/nvme /hostngn SAES| BXIRL UKISHES
hostngn O[O EgL|CE.

6. MEHXOZ STt SAEN|AM NVMe?t SCSI 2Z EZfLE 25 M3SI2{H NetApp ONTAP | AH|O| A0
CHSH {2 LH NVMe CHE HZE AF25t= 210 EELICH dm-multipath 282 ONTAP LUNO]| CHaH. O|ZA|
StH ONTAP HIJAHO| AT M| E|{OF EHL|CE dm-multipath 22|10 GIESICH dm-multipath ONTAP
U AHO|A EX|IE HAELICE

a. FII5IM|R enable foreign 8% /etc/multipath.conf IHY.

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. CHAl A|ZSHM2 multipathd ME2R HFE ME32{H L2228 HASHMR.

systemctl restart multipathd
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2CHA|: NVMe/FC 5! NVMe/TCP A

Broadcom/Emulex EE= Marvell/QLogic O{RIE{E A5t NVMe/FCE #&5tHLE =5 M S 6 A
A2 NVMe/TCPE T4 RILICE

28
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A
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FC - 22EZ0|22A

Broadcom/Emulex H{HE{€ NVMe/FCE A gL|LC}.

|

1. X|=l= ol e ZEE A2 F2IX| =HelgfL|ct.

a. B 0|FS EAIRLICE:

cat /sys/class/scsi host/host*/modelname

Ct2at 22 20| EAIELIC

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi_host/host*/modeldesc

CHZ ofl2t B2t £20| EA|=|0{0F LTt

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. M BroadcomE AtE3t1l A=K &QUBILIC 1prc B0 I 22 HX[eh =210 :

a. Hefof HES EAISLICH

cat /sys/class/scsi_host/host*/fwrev

CHZ ool M= HAU HEE 20 FLIC

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. 2 MX|gt E2t0|H TS EA[SLICH

cat /sys/module/lpfc/version



30

Lt ool M= =20 MBS EHELIC

0:14.2.0.13

+
K| @&l= O{HE] =20 3! Hlo M2 oiXlf S5E2 & XA Y 28

- 2t"3" o2 ABE| J=X| 1pfc_enable fcd type EIfL|CE

cat /sys/module/lpfc/parameters/lpfc enable fcd4 type

- O|LIA[OfO]E] ZEE & = AU=K| 2HeletL|C}.

cat /sys/class/fc _host/host*/<port name>

Ct2 o)M= ZE IDE 2L}

0x100000109p0£0449c
0x1000001090£0449d

- O[L|Aloj|o[Ef ZET} 2etQl & QIX| SfelgtL|Ct.

cat /sys/class/fc host/host*/port state

Ct2at 22 £2H0| EAIELIC.

Online

Online

- NVMe/FC O|L|A|0f|OEf ZET} S Ste| A0 EF2I LETF HA|Z|=X] 2HQIRfL|Ct.

cat /sys/class/scsi_host/host*/nvme info


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

ol 271

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC - OtE/Q=EZ|
Marvell/QLogic HHE{& NVMe/FCE & LILCE.

A

1. X|=l= O E] E2t0|H 2 HYYo| TS HAHst D A=K QIS Ct

cat /sys/class/fc _host/host*/symbolic name
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CHZ oflofl M= =2to[Het Heof HES EHFELIC

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

2. 2OIBtL|Ct gl2xnvmeenable 7 MHEIL|CH 32{H Marvell HEE{7} NVMe/FC Initiator2 XHEE

TCP

NVMe/TCP ZEEZE2 Xts HE HUS XIJSHK| ef5L|CE THAl NVMe/TCPE =50 NVMe/TCP 5t¢
A AEID HUATHO|AES HMSH & QIEL|CH connect EE connect-all £SO 2 ZABIL|CE

1. O[L|A|0l|O|Ef ZET} X|¥&|= NVMe/TCP LIFOIA M 27 H|0|X| HIO|HE 7tME = YA=X| gelgtct.

nvme discover -t tcp -w <host-traddr> -a <traddr>



ol 271

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-
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08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. C}E ZE NVMe/TCP O|L|A[0f|O|E{-Et2 LIF Z=8to| AM 21 H|0|X| HIO|HE H3HOR IINE 5
UAE=X| elghct.

nvme discover -t tcp -w <host-traddr> -a <traddr>

Oof|®| =71

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

AHMBIL|CE nvme connect-all =E0| AX X[} E= 2= NVMe/TCP O|L|A|0f|O|E{-E}ZI LIFOf| CHot
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nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Oof|®| =71

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =1
nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.25
=1 =i
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.24
=1 =1
nvme connect-all -t tcp -w 192.168.6.1 -a 192.168.6.25
=1 =1

St= 40| ZEELICE ctrl-loss-tmo option HA -1 AZ £40| &gt A2 NVMe/TCP

NetApp LS8 XStz 40| £&
O MAHEE AETLICE

HAIREZE 2212

3CHA|: MEHX O Z NVMe/FCO| CH3H 1MB I/OE &M 3hstL|Ct,

ONTAP Identify Controller GH|O|E{0{| A X|CHf CIO|E{ & 37|(MDTS)E 82 E1StLICE &, 2|t /O @M AJ|=
1MB7}X| 75 EHLICt. Broadcom NVMe/FC S AEO0]| CH3H 1MB 37|9| I/O RS gsiistz{™ Ct28 s2{of gLt
1pfc O 7tX| 1pfc_sg seg cnt DWHHSE 7|27 6401 2562 = HASL|CH

() ol &= Qlogic NVMe/FC EAE0= HEEIX giaLich

ChA|
1. "Ipfc_sg_seg_cnt O7HHSE 2562 2 A™BL|C

cat /etc/modprobe.d/lpfc.conf
CHS Of|2F H| 8t £20| FA|E|0{0F LT},
options lpfc lpfc sg seg cnt=256

2. “dracut -fHHS A&t D SAEES HREIBHL|CE,

3. 9| 210] 256QIX| 1pfc_sg seg cnt EQIPLICE.
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ATHA|: CtE =2 74 =9l
Y L NVMe CtE ZZ MEf, ANA AEH 2 ONTAP UIRJAH O] AT} NVMe-oF A0 MetSHX| 2holgtL|Ct.

CH
1. in-kernel NVMe multipath7} &A42}=|0] U =X| 2elgiL|Ct.

cat /sys/module/nvme core/parameters/multipath

Ct2at 22 =30 EAIELIC.

=

2. Z} ONTAP WY AH[O|A0] CHEH X H St NVMe-oF HH(0l: NetApp ONTAP ZHEE2{Z MAE DE 5l 2L
ZHIOZ MYEI 2= WA A |Policy7t SAEO| SHIZA| Bt 2| =X| =HQIghL|Ct,
a. 5t A|ARIS HA|RLICE
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 20| EAIELIC.

NetApp ONTAP Controller
NetApp ONTAP Controller

b. S EAISLIC.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct3at 22 30| EAIE LI,

round-robin
round-robin

3. ZAEOM HIYATO| AT HEE| D SHIEH| HME|=X] 2hQlstL|Ct.

-
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nvme list

ol 271

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 85.90 GB / 85.90 GB 4 KiB + 0 B PETEITETE

2 85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF

3 85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. 2t 229 ZIEE2| HEfJt 2t0[20|11 SHIE ANA HEHQIX| =0l

=/ -

gfLct.

nvme list-subsys /dev/nvmeOnl

NVMe/FC O|A| 7]

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized



NVMe/TCP O|X| 27|

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

optimized

optimized

non-optimized

non-optimized

S. NetApp E2{12210{| 2t ONTAP HIZAH[0]A ZEX|of Cist SHHE 2t0| HAI=|=X] &elgtL|Ct.

38



(o]
=

nvme netapp ontapdevices -o column

Off x| 271
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSONS E XA

nvme netapp ontapdevices -o json
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"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns"
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

5CHA|: MEHMOZ 1MB I/0 3 7|2 &AststL|Ct,

ONTAP Identify Controller C|O|E{0f| A |CH H|O|E| M& 37|(MDTS)E 82 E1gtLICt =, 2|t /0 8K 37|=
1MB7IHX| 7t SELICt Broadcom NVMe/FC S AE| CHSH 1MB 37(2] 1/0 XS Ldsi{H C2S =2{0F gL|Ct.
1pfc O 7HX| 1pfc_sg seg cnt DWHHSE 7|27 6401 2562 = HASL|CH

@ 0| EHAl= Qlogic NVMe/FC A E0|= ME&|X| Q&LILCE.
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ChA|
1. "Ipfc_sg_seg_cnt Oi7HSE 25622 MM BLICE.

cat /etc/modprobe.d/lpfc.conf
CHE ofl2t H| ot Z240] FA|E[0{OF BfLIC},
options lpfc lpfc sg seg cnt=256

2. “dracut F IHS AHeID SAES MBI

3. 2| 2t0] 256QIX| 1pfc sg seg cnt HQUPILICE

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

6THA|: L2l EHE dEYLIC

2T 22X ChSa Z2&LUC

NetApp 1 ID H=2 Mo

"1479047" Oracle Linux 8.x NVMe-oF SAEE= S5% NVMe-oF SAEONA nvme discover -p
PDC(Persistent Discovery Controller)=S HHS ALt PDCE MM E £ UE&LICE
Mgl Ct. O] HHE AHESHH JHAIXI-CHA ZetE

StLte| PDCR MM E|0{0F BfL|C, SFX|2F
Oracle Linux 8.xE NVMe-oF ZAEN|A|
AlisH= 2 ofH PDC7P S5 MMEL|CE
nvme discover -p & °H5|L|E|- 0|2 Qlsf
SAEQ A REUAM EERT 2[AA
AH20| 2L T,

ONTAP A EEZ|X|E 2|8t NVMe-oF £ Oracle Linux 7.x 74

Oracle Linux A E &= H|CHA WA O]A HHAANA)E c,OH NVMe over Fibre
Channel(NVMe/FC) & NVMe over TCP(NVMe/TCP) T2 EZS X|&HL|CH ANAS iSCSI
X FCP 2tZ 0| M ALUAHICHE =2 ZX| ANA )t S CHE 3 E 7158 M3eLCt.

Oracle Linux 7.x0l CHd NVMe over Fabrics(NVMe- oF) SAEE M5t WHE LotEMR. I X|H R 7|s
HEE CH22 HZESHMR. "Oracle Linux ONTAP X|& 8l 7|5,

x

—

Oracle Linux 7.xE Al236t= NVMe-oF 0= Ct2a} 22 o

i)

* NVMe-oF Z2EZZ A0 SAN 222 X[/ E|X| gt&L Lt

* NetApp sanlun A E QEIZ|E|= Oracle Linux 7.x A E 2| NVMe-oFOf| CHaH X2 E|X| QLT CHAL
7|20 ESHE NetApp 22012 ALRE 4 YALICH nvme-cli 2E NVMe-oF H42 9/st I7|X|L|Ct,

[MY)
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* 7% NVMe/FC XHE HZ ATZE S NVMe-CLI THZ|X|0f A ALS 4 QI&LICH HBA ZEYHOIM M2 3t 9/

Z A

s AE ATJZIEE Al- -‘ZL|

* NVMe ZE|IjA0| ZQ Bt2E 24| 23} 2Ae J|2X oz 2si|of
udev 72 ’E.“éjowlﬂ.

$0

x| gs&LCt o] 7|52 ArEdtE

1CHA|: Oracle Linux 2 NVMe AZEQ|of AX| &l 1M =tol
Ct2 &Extof| w2t X2 =)= %A Oracle Linux 7.x 2ZEY| 0] HF S 0I5 2.

£

1. M0l Oracle Linux 7.x2 AX|&L|Ct. MX|7} 2t2 =l & K™=l Oracle Linux 7.x 28 AdstD Q=X|
2POISHM|R.

uname -r
Oracle Linux 7{'d HZ of|:
5.4.17-2011.6.2.el7uek.x86 64
2. "NVMe-CLI" IH7|X| £ EX|gfLCt.
rpm -ga | grep nvme-cli
CHE ool M= tES EHELILE nvme-c1i H7|X] H7H:
nvme-cli-1.8.1-3.el7.x86 64

3. 12 EXIES ¥ x 9| udev HAIOZ F=IIBILICE /1ib/udev/rules.d/71-nvme-iopolicy-netapp-
ONTAP.rules . 0| &3l NVMe ZE|IfAO| CHSt 2HRE 28I 25t 24t0| 7hssHE LICH

cat /lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. Oracle Linux 7.x SAEO0|AM LSS 2QISIM Q. hostngn 2AtE /etc/nvme/hostnan :

cat /etc/nvme/hostngn

CHE oM = 22 EHELICH hostngn HZ:
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ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. ONTAP A|AHIO|M CHSE2 &0 l*rﬁl)\lg. hostngn 2AIE0| LX|ELICH hostngn ONTAP AEZ|X| A|AHIQ|
S okl A|AEI0| CHEE 2X1E

*> vserver nvme subsystem host show -vserver vs nvme 10

Oof|®| =71

Vserver Subsystem Host NON

ol 157 nvme ss 10 0
ngn.2014-08.o0rg.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

EXtE0| LXK o™ hostnqn HHEZ hostngn AFESIH vserver modify %
@ ONTAP HiE St A|ARISl EXMEE /etc/nvme/hostngn LA EL| EXIE 1 LK[SIEE
hostngn YOH0|EgfL|Ct.

6. SAEZ HREBLIC

2CHAH|: NVMe/FC A
Broadcom/Emulex HEHE{€ NVMe/FCE AL C}.
1. XEl= O{¥E REE AL SQIX| golgtL|Ct,

a. 22 O|F= EALICH
cat /sys/class/scsi_host/host*/modelname
Ct3at 22 30| EA[ELIC.

LPe32002-M2
LPe32002-M2

b. 2& HES EAGLICE
cat /sys/class/scsi host/host*/modeldesc

CtS oo H|=xgt E20] EA|Z|0{0F gL|Ct.
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Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

- 7t"3"e 2 HHE0 UJ=X| 1pfc _enable fcd type ZQITILICEH

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- = Ipfc AtS HE AR EE 2X[5HMR.

rpm -ivh nvmefc-connect-12.8.264.0-1.noarch.rpm

- NS HE 23R ET SR =YK 2RISR,

rpm —-ga | grep nvmefc

CtZat 22 30| EAIELIC.

nvmefc-connect-12.8.264.0-1.noarch

- O|L|A[OflO[E ZET} 22l AEfQIX| 2helgfL|Ct.

=

a. LE O|FS HAIL|CE:

cat /sys/class/fc _host/host*/port name

Ct2at 22 20| EAIELIC.

0x10000090faelecol
0x10000090faeleco2

b. E 0|22 BAISILICH

cat /sys/class/fc host/host*/port state

CtEat 22 £30[ EAELCH



Online

Online
6. NVMe/FC O|L|A|Of|O|E] ZZET} 2 Ste| AT Bt ZETF HA|E|=X] 2HQISL| T},
cat /sys/class/scsi host/host*/nvme info

o 271

NVME Initiator Enabled

XRI Dist lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80£f09 DID x010601
TARGET DISCSRVC ONLINE

3CHA|: MEHX O Z NVMe/FCO| CHSH 1MB I/OE & A 3tgtLCt.

ONTAP Identify Controller H|O|E{0{| A Z[CH CIO|E] H& AT|(MDTS)E 82 E0L|Ct =, 2|t /O 273 37|=
1MB7IHX| 75 ELICt Broadcom NVMe/FC S AE0]| CHH 1MB 37|9| I/O XS grsisz{™ Ct28 s2{0F S|t
1pfc 2| 7HX| 1pfc_sg seg cnt DWHHSE 7|27 6401 2562 = HASL|CH

@ 0| EHAl= Qlogic NVMe/FC S AEO|= M| X| t&L|Ct

A
1. "Ipfc_sg_seg_cnt' Of7HHSE 256202 A™BLICH

cat /etc/modprobe.d/lpfc.conf
CtE ofl2t H| ot Z240] FA|E[0{OF BfLIC},
options lpfc lpfc sg seg cnt=256

2. *dracut -fHHS AdSt 0 SAEE HEEIBHLCE.

3. 9| 2+0] 2562IX| 1pfc sg seg cnt HQIFILICH
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ATHA|: CtE =2 74 =9l
Y L NVMe CtE ZZ MEf, ANA AEH 2 ONTAP UIRJAH O] AT} NVMe-oF A0 MetSHX| 2holgtL|Ct.

CH
1. in-kernel NVMe multipath7} &A42}=|0] U =X| 2elgiL|Ct.

cat /sys/module/nvme core/parameters/multipath

Ct2at 22 =30 EAIELIC.

=

2. Z} ONTAP WY AH[O|A0] CHEH X H St NVMe-oF HH(0l: NetApp ONTAP ZHEE2{Z MAE DE 5l 2L
ZHIOZ MYEI 2= WA A |Policy7t SAEO| SHIZA| Bt 2| =X| =HQIghL|Ct,
a. 5t A|ARIS HA|RLICE
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 20| EAIELIC.

NetApp ONTAP Controller
NetApp ONTAP Controller

b. S EAISLIC.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct3at 22 30| EAIE LI,

round-robin
round-robin

3. ZAEOM HIYATO| AT HEE| D SHIEH| HME|=X] 2hQlstL|Ct.

-
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nvme list

ol 271

Node SN Model Namespace Usage Format FW Rev
/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF

4. 2t 229 ZIEE2| HE{Tt 2t0[20|11 SHHE ANA HEHQIX] 2ol

=/ -

gfLict.

nvme list-subsys /dev/nvmeOnl

ol 271

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339%909511e8a9b500a098c80£f09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faelecbl live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1cl1205:pn-0x1000001090b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

5. NetApp £2{12210{| Zf ONTAP LIJAH[0O|A ZEX|of Cit SHHE 2t0| HA|=|=X| &feletL|Ct.
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(o]
=

nvme netapp ontapdevices -o column

Oof|%| =71
Device Vserver Namespace Path NSID UUID Size
/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£f629-

4a318-9364-bbaee3f50dad 53.69GB

JSONS EZESHAIR

nvme netapp ontapdevices -o json

ol 271

"ONTAPdevices" : [

{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",

"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-b6aee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 40096,
"Namespace Size" : 13107200

5EH7: &l 2X 4E

2T ZH7t ASLILE
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