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- "NVMe-CLI" {7 |X| £ EX[EL|C}.
rpm -galgrep nvme-cli

CHE MloilM = CHEE EHELCH nvme-cli 7| X| HH:
nvme-cli-2.13-2.e110.x86 64

. & MX|ELICt 1ibnvme I7|X]:
rpm -galgrep libnvme

CHE oflofl M= CHE 2 EHELICE 1ibnvme IH7|X| HH:
libnvme-1.13-1.e110.x86 64

. ZAENM hostngn EXIEE &RISHMR. /etc/nvme/hostngn :
cat /etc/nvme/hostngn

CHE oflof| M= CHE2 EHFELICH hostngn HA:
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

SIS AR, hostngn EAFE0| YXIRLICH hostngn ONTAP AEZ|X| A|AHIQ|

o
=
EXE:

. ONTAP A|ABIOA CHS
S Shel AlAE0) Chst

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872
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Vserver Subsystem Priority Host NOQN

vs_ coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633

Otk hostngn 2XIE0| YX|SHK| LOH LIS S ARBIMR. vserver modify YCI0|E HH
(i)  hostnan i ONTAP AE2IX| NAH 619 AIARS 2XHS UXIMIHR. hostngn SXFH0A
/etc/nvme/hostngn @ AEO0|A],
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A28 NVMe/TCPE LA EHL|CE,
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NVMe/FC - Broadcom/Emulex
Broadcom/Emulex H{HE{E NVMe/FCE FA &L C}.

EHA|

1. XIYE|= OfHE ZES AF8St A=X| =l Ct.

=

a. L 0|E2 HEAIRLICE

cat /sys/class/scsi _host/host*/modelname

Ct2at 22 20| EAIELIC.

SN1700E2P
SN1700E2P

cat /sys/class/scsi _host/host*/modeldesc

CHZ ofl2t H|ot 20| FA|=|0{0f BL|Ct.

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. H% BroadcomZ AHE3ILl QU=X| ISt 1prc HYO] & 2 HX|et

— [==}

a. Hello HES EA[LLY.
cat /sys/class/scsi_host/host*/fwrev
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14.4.393.25, sli-4:6:d
14.4.393.25, sli-4:6:d

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version

E2tolH:
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0:14.4.0.9

X EE|= O{HE] =2t0|H Sl Hello] HES| oixlf =5

rlo
M

HESHAN 'Y 284 IHEEA &
. ZQIBILIC 1pfc_enable fc4 type 7t 2 MHE[0 JYSLICH 3
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
- O[LIA[OfO]E] ZEE & &= AU=X| 2HeletL|C}.
cat /sys/class/fc _host/host*/port name
Ct3at FAfSt £30] EA|ELICH

—

0x10005cba2cfca7de
0x10005cba2cfca77df

- O[L|A|0f|O[Ef ZET} 2etQl & QIX| SelgtL|Ct.
cat /sys/class/fc host/host*/port state

Ct2at 22 £20| EAIELIC

Online

Online

- NVMe/FC O|L|A|0f|O|Ef ZET} S Ste| 0 EF2I XETF HA|Z|=X] 2HQlIRfL|Ct.

cat /sys/class/scsi_host/host*/nvme info
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cbaZ2cfca7de WWNN x20005cba2cfca7de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%9eac03c33 WWNN x200cd039%eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005cbaZ2cfca7df WWNN x20005cbaZ2cfca’7df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d03%eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%eac03c33 WWNN x200cd039eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2



NVMe/FC - Marvell/QLogic
Marvell/QLogic HHE|E NVMe/FCE 74 EfL|Ct.

chA|
1. X E|= ofHE| =20l et Hello] TS AHst A=K gelstha.

cat /sys/class/fc _host/host*/symbolic name

CHS Oloi M= =2tole et Heof HES 2 ELIC.

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. 2OIBIL|Ct g1 2xnvmeenable 7t A™EILIC J2{H Marvell HHE{ 7t NVMe/FC Initiator2 258 £
USLICE
cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
of& =42 1JL|Ct
NVMe/TCP
NVMe/TCP ZEEZ2 Ats HE HAUS K| 6K &L Ef CHAl NVMe/TCPE £33 PO:I NVMe/TCP 8}%|
AABI HJAATHO|AE HMY &~ JSLICEH connect = connect-all 522 AHEL|C
CHA|

1. X[ == NVMe/TCP LIFE S8l JHAIXF ZEIF A 21 T0|X| HIO|HE 7tME 4= A=A 2elstM K.

!

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11f09545d03%eac03c33:subsystem.Bidi



rectional DHCP 1 O

traddr:

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype:
treq:

192.168.21.28

nvme subsystem

not specified

portid: 5
trsvcid: 4420

subngn:

ngn.1992-

08.com.netapp:sn.17e32b6e8c7£f11£09545d039%ac03c33:subsystem.Bidi
rectional DHCP 1 O

traddr:

eflags: none

sectype: non

2. C}2 NVMe/TCP ZHA|RF-CHAF LIF Z=%H0

efolgtLct.

192.168.20.28

| Z{4H 27 10| X| G|O|EE M2

nvme discover -t tcp -w host-traddr -a traddr

Oof|®| =71

nvme
nvme
nvme

nvme

discover
discover
discover

discover

tcp —-w
tcp —-w
tcp —-w
tcp —-w

192.
192.
192.
192.

168
168
168
168

.20.21
.21.21
.20.21
.21.21

192.
192.
192.
192.

MO 2 Z{Mst

[e]

A hxl
= OS2 T M

168.20.
168.21.
168.20.
168.21.

nvme connect-all -t tcp -w host-traddr -a traddr

28
28
29
29

AMAH#SHL|CE nvme connect-all =EO ZM X[} E[= ZE NVMe/TCP O|L|A[0|O|E{-EfZ!I LIFO]| CHSt
4

11
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nvme connect-all -t tcp -w 192.168.20.21 -a 192.168.20.28
nvme connect-all -t tcp -w 192.168.21.21 -a 192.168.21.28
nvme connect-all -t tcp -w 192.168.20.21 -a 192.168.20.29
nvme connect-all -t tcp -w 192.168.21.21 -a 192.168.21.29

RHEL 9.45Ef NVMe/TCP &% ctrl loss tmo timeout AHEQE "HE'C=Z MMELICt O H3t

* WA= Sl2=0f MEHo| S LITHRI It A R).
%

+SOE MY HRIL GIELICE ctrl loss tmo timeout AFE Al X|& A2t nvme connect
L= nvme connect-all BEM (M ).

* NVMe/TCP ZIEES| = ZZ Fol7t 2o AlZh Z20p7F LMSHK| pioH R7|ot & HEiE FXAILICH

ATHA|: MEHMO 2 udev 20| A iopolicyE =~ erL|Ct.

RHEL 10.02 NVMe-oF0f| LSt 7| iopolicyE Cta2t 20| ™Y LICE round-robin . RHEL 10.02 A3t
iopolicyE HASIH = P queue-depth, udev #2! TS CtS 1t 20| H-BILICE.

EHA|
1. 2E Ao Z HIAE MET|0|M udev 7% IHAS HL|CH

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
Ctaat 242 £=20| EA|ELICH
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. L2 of|A| FXl0]| LE2t = X NetApp ONTAP HAE Z2{9] jopolicyE AHst= &

o

oM.

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. #&I2 Ch21}F 20| £H™SIM|R. round-robin EICt queue-depth :

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

12



4. ydev FAIS CIA| 2C8lT HA AJSIS X

o

S-LCt.

udevadm control --reload

udevadm trigger --subsystem-match=nvme-subsystem

5. St A AEIS| HXY iopolicyE EQISHM|R. 0| §0 <ot A|AEI>S CHS I} 210 HH MR, nvme-subsysO .

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

Ct2at 22

E=0| EAIELICH

queue-depth.

@ AHET iopolicy= L X|8H= NetApp ONTAP ZIEZ2{ ZHX|0]| AIS2Z HEE
ASLCt.

5CHA|: MEHM O Z NVMe/FCO| CHH 1MB I/0E &M stetL|Ct.

ONTAP Identify Controller HIO|E{0f|A{ X|CH H|O|E| M& 3 7|(MDTS)E 82 EglL|Ct &,
1MB7HX| 7tsELICt Broadcom NVMe/FC S A EO0| CHsl 1MB 2719| I/0 RHES
lpfc @ 7tX| 1pfc sg seg cnt OWWHSE 7|22 640|1M 2562 = HARL|CE

od

xch /o 8¥ 37|
st Ch2S S2{0F LICt.

() ol el Qlogic NVMe/FC EAE0E F8E|x] 2&LIC
o

‘Ipfc_sg_seg_cnt ON7HHS-E 2562 2 MHBIL|CE
cat /etc/modprobe.d/lpfc.conf
CHS of|2t H| ot Z2{0| FA|E[0{OF BfL|C},
options lpfc lpfc sg seg cnt=256

2. “dracut -fHHS M0 SAES IHHEITLICE,

3. 9| 2t0] 2562IX| 1pfc sg seg cnt HQUPLICH

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

13



6CHA: NVMe EE! MH|A 2H9I

0FE nvmefc-boot-connections.service J2|1 nvmf-autoconnect.service NVMe/FCO| &=

a =l
S8 MH|A nvme-cli H7|X[= A|ARI0| REIE M X522 gdshE LTt

HEIQ| &t &l F LSS 2RISIM|R. nvmefc-boot-connections.service 12|10 nvmf-
autoconnect.service S8 AH|AJ} 2 MOE|RUESLICE.

1. 7t 2 M3tE|0] Q=X nvmE-autoconnect . service SQI8HL|CH
systemctl status nvmf-autoconnect.service

ofl®l 2212 EAIFLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Sun 2025-10-12 19:41:15 IST; 1
day 1lh ago
Invocation: 7b5b99929c6b41199d493fa25b629f6¢C
Main PID: 10043 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 50ms

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot...

Oct 12 19:41:15 localhost.localdomain systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.
Oct 12 19:41:15 localhost.localdomain systemd[1l]: Finished nvmf-

autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. 71 ZM3IE|0] Y =X| nvme fc-boot-connections.service 2QISL|CH

systemctl status nvmefc-boot-connections.service

14



OlN| €212 EAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day 1lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bcb
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[1l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

7THA: LS 32 74 20l
g L NVMe CHS Z2 AEH, ANA Al 3 ONTAP LA 0| A7} NVMe-oF T440f HEHetx| gelgt|ct,

THA|
1. SAEONA 2t ONTAP WA D 0| A CHSH HESH NVMe-oF X (0ll: 220| NetApp ONTAP ZHEEZ{Z

MAE|n 2 W2 Al jopolicy7} queue-depthZ MHEHE)0| SHIZA| HEA|Z=X| EQUSHMA|L.
a. 59| A|ARIS HA|RLICE
cat /sys/class/nvme-subsystem/nvme-subsys*/model

CtEat 22 E30| EAIELCH

NetApp ONTAP Controller
NetApp ONTAP Controller

o
)l

HS EAIRLICH



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct2at 22 =30 EAIELIC.

queue-depth
queue-depth

=

2. TAE0M HJADO| AT WHE| T SHIZ A HAE|=X| =St Ct.

nvme list

Old| E7]
Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqJIXhgWt sAAAAAAAT

NetApp ONTAP Controller

Namespace Usage Format FW Rev

Ox1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

3. 2} Z=o| ZIESE] HEi7t 2t0| 20|11 SHHE ANA HEfQIX] HlgtL|ct.

= -

16



NVMe/FC

nvme list-subsys /dev/nvme9n2

ORI 271

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.7¢c34ab26675e11f0a6c0d03%ac03c33:subsystem. subs
ystem 46
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039eac03c33:pn-
0x201bd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmelO07 f£c traddr=nn-0x2018d039eac03c33:pn-
0x2019d039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed2 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd/c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe/TCP

nvme list-subsys /dev/nvmedn?2

17



ol 271

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvme4d tcp
traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvmeb tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_
addr=192.168.20.21 live optimized

+- nvme6 tcp
traddr=192.168.21.28, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_
addr=192.168.21.21 live optimized

4. NetApp E2132/0f| Zf ONTAP U AHO|A ZX|0f| CHTH SHIE ZH0| EA|E=X| olgtL|Ct.

18



(o]
=

nvme netapp ontapdevices -o column

o 271

Device Vserver Subsystem
Namespace Path

/dev/nvmeOnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97

NSID UUID Size

1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB

JSONS HZSHAIL

nvme netapp ontapdevices -0 json

olx| E7]
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":4096,

"Namespace Size'":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"

19



8THA|: QHFISE QIS ©

— — —

RHEL 10.x ZAEQ} ONTAP ZHEE2{ 72| NVMe/TCPE Edff QX st 2l

n
ro
0%

O XA ELIct.

24 SAE L= HEZER| = L2 3F HZE|0{0F $LICt DH-HMAC-CcHAP HOt Q158 MXSt= 7|QL|C}t . DH-HMAC-
CHAP 7|= NVMe T AE = ZHEE2{9| NQNzt 2t2|XH7F A4t 015 H|ZHS o ZotILICH D E Q&5 sH={H
NVMe SAE = ZHEER{V} D0t HAE 7|E QI Al6H{OF BfL|Ct,

CHA|

CLIL} 7+ JSON LU S AHE30] QiTot QItHE 9153 M etL|Ct M2 CHE Shel AIARIO Choll CHE dhchap 715
X|I"eHof Sh= A2 74 JSON U S AFEsHof hLCt.
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CLI
CLIE

1.

Ct

S YESHAIR
= A

AtESHO] Het ot Q1SS Attt

SAE NQN 7HHR27|:

cat /etc/nvme/hostngn

RHEL 10.x @A E0] ti$t dhchap 7|2 MM EHL|CE.

=
=9

ol
ro

L2 AHELICE gen-dhchap-key B& OH7HH

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0]1[2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

CHS of|0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 ElL|C}

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034
DHHC-

1:03:AppJHkJIygA6ZCABxyQNtIST+4k4I0v4TMATKkOXBITWwFOHIC2nV/uE04RoSpylz2
SXYgNWlbhLe9hJ+MDHigGexaG2Ig=:

3. ONTAP HEEZ{0|M ZAES FI}5t1 & dhchap 7|15 25 X|FHELCH.

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

SAEE e Sl rekO|2tE & I ROl )IF YHS XHELILE 2 AE0A ONTAP HAEEE{0
HZstn MEtist Q1F L et dhchap 7|18 AIFELICH

21
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0% 10

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S

<authentication host secret> -C <authentication controller secret>

EE

22 AMELICH nvme connect authentication TAE 5 ZHAEEZ dhchap 7|12 &HQI6H0d

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

Lo

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00hIWf1g4Qt POXT11kREZ0qVulm2xvzdbaWR /g
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00h1IWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWf1g4QtPOXT11kREZ0qVulm2xvzdbaWR /g

b. ZAEZ2{ dhchap 7| &QlgtL|Ct.

o

=

cat /sys/class/nvme-subsystem/<nvme-

subsysX>/nvme*/dhchap ctrl secret

rir

opures 70| 3 017} Liet YBLICH

o O o o —i

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHWw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:



JSONS EZSHIAIR
ONTAP ZHE

A3t -0 JSON IS M dst= SMULIC o B
HZSHNIR.

1. JSON IS FMEL|CE

@ LIS Of|oll A, dhchap key Off CH

E2{0[A 02| NVMe o2 A|IARIZ MBS = U= F
/etc/nvme/config.json IIYE X% nvme connect-all

U2 12 FM2 NVMe connect-all 0w HO|X| S

CHE3ICt dhchap ctrl secret.

39t dhchap secret J2[11

dhchap ctrl key O

23
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ol 271

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREZzOgVuLm2xvzdbaWR/g:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£08d0ed039%ac03c33:subsystem.Bidi
rectional DHCP_1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAGLTnvEJ
81HDjBb+fGteUgInOfj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+£fGteUgIn0fj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHWw3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",
"traddr":"192.168.21.29",



"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

}

2. config JSON IS AHE35I0{ ONTAP ZHEE2{0f| HZALICL

nvme connect-all -J /etc/nvme/config.json

oflwl 271

traddr=192.168.20.28 is already connected
traddr=192.168.20.28 is already connected
traddr=192.168.20.29 is already connected
traddr=192.168.20.29 is already connected

w
N
Of
40
>
|>
0z
10
o
o
U
Im
M
i1}
=2
s
o
o
0
(@]
-0
Q
©
o
ng
T
fot
N
Mot
0x
fot
mn
$Q
rr
Ral
ot
ro
Of
=
fO

a. SAE dhchap 7| &QIgtLC.

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

Ct2 ool M= dhchap 71§ 2O &LICH

DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. ZAEZ2{ dhchap 7| &QlgtL|Ct.

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme4/dhchap ctrl secret

CHZ ofl2t B2t 20| FA|=|0{0F BfL|Ct.



DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ81HD
JBb+fGteUgInOfj8ASHZIgkuFIx8=:

OFEtA|: Al EHE HEHLICE

2T ZH|7F elSLIC

ONTAP A EZ|X|E ALE35I0{ NVMe-oF0i| Lot RHEL 9.x 4

Red Hat Enterprise Linux(RHEL) @A E = H|CHA W[ AH|O|A HHAANA)E Sl NVMe
over Fibre Channel(NVMe/FC) % NVMe over TCP(NVMe/TCP) Z2EZS X[l gL|LC.
ANAE= iSCSI B! FCP 2tZ0{| M ALUAHICHA =2| &X| HMHA )t ST CHE B2 7|82
HSgLCt.

RHEL 9.x0i| CHsH NVMe over Fabrlcs(NVMe oF) SAES F80h= SHS LOtEMR. FIH XE K 7|5 B&
CHSE &XSIMR. "RHEL ONTAP X[& 2 7[5

rir

RHEL 9.xE AtE0t= NVMe-oF 0= Ct32t 22 23T Mg Aleto] AISLICE.

* 183 nvme disconnect-all 0| S HASIH FELQ H|O|E] It A|AHIS HEAO| 2F H0{X|1
A AERIO| SCHHBHE 4= AUELICE NVMe-TCP = NVMe-FC WYAHO|AS S3l| SANOIM FEISH=
A2 A= 0] B-S HASHX| O Q.

1EHA: R0 T2t SAN RE S g-dstetL|rt

SAN REZ AMESIEE TAEES
IHEZIA =" Linux OS, SAE H
K| 2SH=X] <QlshM .

eio] TS Zhasteln HANS AU  YSLICL MBSk LS 224
2 O HE{(HBA), HBA H#ll0f, HBA S BIOS 2 ONTAP H{Z0| SAN S8

CHA|
1. "NVMe HJAHO|AE MMstT SAE OjEgL|Ct" .
1|

2. SAN 22! HJAH0|AT} DHEE ZEOf Cis MH BIOSOIA SAN 222 gdstetL|ct.

2CHA|: RHEL 2 NVMe A EQ|0] AX| & A &0l

NVMe-oFE AtESIEE SAEE JHSIHH SAE 8l NVMe 2ZEQ||0f 7| X|E MX|st1, HE|IHAS
stMStstn, SAEQS| NQN TS &Qlsljof Ehu|Ct.

CHA|
1. MHO|| RHEL 9.x2 MX|gL|Ct, MX|7} &t25|H Z st RHEL 9.x 2 S Astistn Q=X| 20lsHA Q.
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uname -r
RHEL 7{'2 H7 of|:
5.14.0-611.5.1.e19 7.x86 64
- "NVMe-CLI" {7 |X|§ HX|EfLICt,
rpm -ga|grep nvme-cli
Che oloiM = tteas EHELIC nvme-cli 7| X| HH:
nvme-cli-2.13-1.e19.x86 64
. & AX[ELICt 1ibnvme I7|X]:
rpm —-ga|grep libnvme
CHE ool M= CHES 2HELICE 1ibnvme IHF|X| HH:
libnvme-1.13-1.e19.x86 64
. DAEM hostngn EXIE S 2ISIMR. /etc/nvme/hostnagn :
cat /etc/nvme/hostngn
CHE ool M= e S 2 ELICE hostngn HE:
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

. ONTAP A|AEIO|AM CF2

o
=
SiiE ool AlAE0) Chiet 2XHE:

::> vserver nvme subsystem host show -vserver vs 188

SOISHMAIL. nostngn EAFEO| YX|BLICH hostngn ONTAP AEE2|X| A|AHIQ|

27



ol 271

Vserver Subsystem Priority Host NOQN

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-0b9c04f425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmel2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
48 entries were displayed.

Otk hostngn 2XIE0| YX|SHK| Lo LIS S ARBIMR. vserver modify YCI0|E HH
(i)  hostnan SiZ ONTAP AE2IX| AAE 619 AIAZIS 2XHS UXIMIHR. hostnan SXF0IA
/etc/nvme/hostngn @ AENA,

3&H7|: NVMe/FC 5! NVMe/TCP 4

Broadcom/Emulex EE= Marvell/QLogic 0{HIE{E ALE35H0 NVMe/FCE #dIHLE 5 B A HE RS
A28 NVMe/TCPE A EHLILCE,

28



NVMe/FC - Broadcom/Emulex
Broadcom/Emulex H{HE{E NVMe/FCE FA &L C}.

EHA|

1. XIYE|= OfHE ZES AF8St A=X| =l Ct.

=

a. 2 0|E2 BAIHLICE
cat /sys/class/scsi _host/host*/modelname
Ct2at 22 £=0| EA|ELICH

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi _host/host*/modeldesc
Ct= oot HI=xgt £20] EA|Z|0{0F LICt.

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. H% BroadcomZ AtE3I1 QA=K 2QUBILIC 1prc A0 & 22 HX[et E2t0[H:

a

a. Hello HES EA[LLY.
cat /sys/class/scsi_host/host*/fwrev

o] F2

19 mo
o

[=NE

rlo

=)
T
A
mjo
rz
[
ot
r
n

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version



30

Lt ool M= =20 MBS EHELIC

0:14.4.0.9

X EE|= O{HE] =2t0|H Sl Hello] HES| oixlf =5

rlo
M

. SQISLICt 1pfc_enable fc4 type 7t 2 HH™E[0] JESLICE 3:

HESHINQ S 28

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- O[LIA[OfO]E] ZEE & &= AU=X| 2HeletL|C}.

=

cat /sys/class/fc _host/host*/port name

Ct2 ololM= ZE IDE 2L}

0x100000109b£f044b1
0x100000109b£044b2

- O|LIA[OflO[E ZET} 22l AE{QIX| 2helgfL|Ct.

=

cat /sys/class/fc host/host*/port state

Ct2at 22 £20| EAIELIC

Online

Online

- NVMe/FC O|L|A|O{|O]E] ZET} 2ot Ef2l ZETF BA|E|=X] 22

cat /sys/class/scsi_host/host*/nvme info

2l gtL|Ct.


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

ol 271

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d03%eaa7dfc8 WWNN x201£d039%eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d039%e¢aa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d039%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000b8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d03%eaa7dfc8 WWNN x200£d039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE
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NVME RPORT WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x021301 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039%ecaa77dfc8 WWNN x2000d039%9eaa7dfc8

DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO
ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp 00000116 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfc3 WWPN x1000001090f044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2028d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x020101 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2012d03%eaa7dfc8 WWNN x200£d039eaa’7dfc8
DID x020102 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020105 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2029d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x022901 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2013d03%eaa7dfc8 WWNN x200£d039%eaa’7dfc8
DID x022902 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x022905 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO
ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth
00000000 wgerr 00000002 err 00000000
FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - Marvell/QLogic
Marvell/QLogic 0{#E{& NVMe/FCE & LILCt.



chA|
1. XY &= O HE] E2t0|tot Ho] TS AFBSI A=A 2QIsHM| K.

cat /sys/class/fc _host/host*/symbolic_name

CHS Oloi M= =2tole et Heof HE S 2 ELIC.

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. 2QIBtL|Ct gl2xnvmeenable 7t ™ EILICE O2{H Marvell 0{HE{7} NVMe/FC Initiator2 &g 4
UASLICH
cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
of& =42 1JL|Ct
NVMe/TCP
NVMe/TCP ZEEZ2 Ats HE HAUS K| 6K &L I:|' CH&I NVMe/TCPE -’F%t'°|'0:| NVMe/TCP &}2|
AAEI HJAATHO|AE HME 2~ JFLICEH connect = connect-all 522 AHEL|CH
CHA|
1. X|@El= NVMe/TCP LIFE Sdlf ZHAIXt ZEZ ZM 273 H[0|X| HIO|HE 7N E 5= UE=X] HQlsHM 2.

nvme discover -t tcp -w host-traddr -a traddr
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ol 271

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd039%aa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%eaa7dfc9:subsystem.Nvme
38

traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme
38

traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsveid: 4420

subngn: ngn.1992-



36

08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme
38

traddr: 192.168.30.49

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme
38

traddr: 192.168.30.48
eflags: none

sectype: none

2. Ct2 NVMe/TCP FHA|RI-CHAL LIF =8to| Z4AH 27 m|0|X| H|O|E{E MZXOZ HMSH & ol=X|
stolgtLCt,

nvme discover -t tcp -w host-traddr -a traddr

Oof|®| =71

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48
nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.49
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.48
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.49

SBIL|CE nvme connect-all =E0| AX X[ E= 2= NVMe/TCP O|L|A|0f|O|E{-E}Z LIFOf| CHot

nvme connect-all -t tcp -w host-traddr -a traddr



ol 271

nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

RHEL 9.45Ef NVMe/TCP &% ctrl loss tmo timeout AHSQE "HE"C=2 MMELICt O Z3t,

* WA= Sl2=0f S| S LITHRI It A E).
% A

£E02 —_rlo"'é TRt HM=.|—||-_-f ctrl loss tmo timeout AFE Al X|& AlZt nvme connect

* NVMe/TCP ZIEEZ = Z 2 Fol7t 2ol e AlZh Z20p7F MSHK| pioH 27(¢t & HEiE FXAILICH

LS — [

4THA|: MEHMO = udev 7|0 A iopolicyE & L|C}.

RHEL 9.62 NVMe-oF 0| CHgt 7|2 iopolicyE L2t 20| ™ELICH round-robin . RHEL 9.68 AHE%t1
iopolicy2 HASIH = B queue-depth , udev 7% IHYS CH2 ot Z2H0| SHEHLICE

=
1. RE AUSIOZ HAE HAJ|0f| M udev 74| THUS FLIC.

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
Ctaat 22 £=20| EA|ELICH
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. Ot2 ol A| FElof| Lot U= AKX NetApp ONTAP ZHEE2{9| iopolicyS MHst= &

o

HOMAR.

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. #&2 Ch21F 20| £H™SIM|R. round-robin EICt queue-depth :

37



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. ydev 742 CHA| 2E3T M2 Alete HReL|Ct

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

5. 12| A|AEIS| XY iopolicyE &RISHM|R. OIE S0 <ote| A|AEI>S CHS 2t 20| HHM|R. nvme-subsys0 .
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
Ct2ot 22 ==0| EA|ELICH

queue-depth.

@ AHE-- iopolicy= 2 X[5h= NetApp ONTAP HAEE2{ ZX|0f| X5 = MEEL|CH MEL e LRIt
SLIC

5CHA|: MEM O Z NVMe/FCO]| CHs 1MB I/0OE 2 atgtL|Ct.
ONTAP Identify Controller H|O|E{0f| A Z|CH C|O|E & 37|(MDTS)E 8= E1gtL| IcH 110 8K 37|

C} %
1MB7HX| 75 8fLIC}H Broadcom NVMe/FC SAEO| CHE 1MB 37|2| /0 X8 wallslz{H 28 S2{0f gfL|Ct.
1pfc O 7tX| 1pfc_sg seg cnt DWWHSE 7|27} 6401 2562 = HASL|CH

=
= Ty

(D 0| &tAlE Qlogic NVMe/FC SAEN|= MEE|X| Q4&LILCE,

chHA
1. "Ipfc_sg_seg_cnt' Of7HHE 25622 A™BLIC

cat /etc/modprobe.d/lpfc.conf
CHS of|2t Bt Z20] HEA|=|0{0f hLCt.
options lpfc lpfc sg seg cnt=256
2. “dracut -f EHS A¥stn SAEE HREEL|CE

3. 9| 20| 25621X| 1pfc sg seg cnt ZQITL|LCH,
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

6CHAI: NVMe EE! MH|A 2H9I

=

OFE nvmefc-boot-connections.service 18|11 nvmf-autoconnect.service NVMe/FCH| I

a
S8 MH|A nvme-cli 7|X[= A|ARI0| REIE M X522 ghdstE LTt

HEIQ| &t &l F LSS 2RISIM|R. nvmefc-boot-connections.service 12|10 nvmf-
autoconnect.service S8 AH|AJ} 2 MOE|UESLICE.
EHA|

1. 7t 24315 Q=X| nvmf-autoconnect. service 2QIBtL|CE.

systemctl status nvmf-autoconnect.service

OlH| &2 EAIGLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: obms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. 7t 2M3IE|] Q=X| nvmefc-boot-connections.service 2HQI8tL|Ct.

systemctl status nvmefc-boot-connections.service

St

a —
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OlN| €212 EAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; 6h

ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1]: nvmefc-boot-connections.service: Deactivated
successfully. Oct 29 00:41:51 R650-14-188 systemd[l]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

7HA: Ohs 3= 71 =l
712 L NVMe CHE Z 2 HEH, ANA 2Elf 3! ONTAP LI AH O] A7} NVMe-oF &0l X oHX| =tolgtL|Ct,

CHA|
1. in-kernel NVMe multipath7} Z-A3tE|0f Q=X SHelgtL|Ct.

cat /sys/module/nvme core/parameters/multipath

CtEot 22 £30| EAELCH

|_<

2. SAENA Zf ONTAP U AH O] A0 CHSH HESH NVMe-oF &X(0ll: 2210| NetApp ONTAP ZHEEZ|ZE
MPE T 2E WY jopolicy?t 2H2E ERICE MHE)0| SHIEA| AR =X| SIS A 2.
a. 5t A|ARIS FA[SLICE

cat /sys/class/nvme-subsystem/nvme-subsys*/model

CtSat Z2 £30| HAELCH

40



NetApp ONTAP Controller
NetApp ONTAP Controller

b. S FAISLICY.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct2at 22 =30 EAIELIC.

queue-depth
queue-depth

3. TAEOM HIYATO| AT} HHE| 1 SHIEH| HME|=X] =HolstL|Ct.

=

nvme list

oflw| 271

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller

Namespace Usage Format FW Rev

Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1
4. 2t Z29| ZIEE2] HE7t 2t0|20| 1 SHHE ANA MENQIX| EoltL|Ct.



NVMe/FC

nvme list-subsys /dev/nvmelOOnl

ORI 271

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%aa7dfc9:subsystem.Nvme
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%eaa7dfc8:pn-
0x2011d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl 1live non-optimized
+- nvme249 fc traddr=nn-0x200£d039%eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live optimized
+- nvme251 fc traddr=nn-0x200£fd039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvmeOnl



ol 271

nvme-subsys0 - NQN=ngn.1992-

08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-

b5c04£4444d33
\

+- nvmeO tcp

traddr=192.168.30.48, trsvcid=4420, host traddr=192.168.30.

src addr=192.168.30.15 live optimized
+- nvmel tecp

traddr=192.168.30.49, trsvcid=4420, host traddr=192.168.30.

src addr=192.168.30.15 live non-optimized
+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420, host traddr=192.168.31.

src addr=192.168.31.15 live optimized
+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420,host traddr=192.168.31.

src_addr=192.168.31.15 live non-optimized

9. NetApp Z212210f| 2t ONTAP HIJAMH0|A ZX|0f CHet SHHE 210] A= =X| 2helgtL|Ct.

15,

15,

15,

15,
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(o]
=

nvme netapp ontapdevices -o column

o 271

Device
NSID

/dev/n

d8efef

Vserver Subsystem Namespace Path
vmeOnl vs_ iscsi tcp Nvmel /vol/Nvmevoll/nsl
Size
7d-4dde-447f-b50e-b2c009298c66 26.84GB

JSONS EZESHAQ

nvme netapp ontapdevices -o json

Oof|H| =71
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

by

"

Subsystem":"Nvmel",

"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":409¢6,

"Namespace Size":26843545600,



23

8TH: OFEITH ol e ©

— —

ol

RHEL 9.x SAEQI ONTAP ZHIEZE2{ 7t NVMe/TCPE Sl 9t st QIHHiE 01=0| X| I ElL|C}.

2t SAE L= HEEY = L2 HZE|0{0F BLICt pH-HMAC-CHAP HOt QIS S MAHSHE 7|QLIC}H . pH-HMAC-
CHAP 7|= NVMe SAE &= ZHIEE2{Q] NQNI} #2|X7F 148 Q15 HUHS O FFQILICH I E QIEstH
NVMe SAE = ZHEER{V} D0t HAE 7|E QI Al6H{OF BfL|Ct,

CHA|

CLIL} 7+ JSON LU S AHE30] QiTot QItHE 9153 M etL|Ct M2 CHE Shel AIARIO Choll CHE dhchap 715
X|I"eHof Sh= A2 74 JSON U S AFEsHof hLCt.
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CLI
CLIE

1.

S YESHAIR
= A

AtESHO] Het ot Q1SS Attt

SAE NQN 7HHR27|:

cat /etc/nvme/hostngn

RHEL 9.x SAE0| i3t dhchap 7|1 A gtL|C}.

CIE 282 22 HYYLICE gen-dhchap-key B OH7HH

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0]1[2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

CHS of|0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 ElL|C}

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ONTAP ZHEER{0|lAM SAEE F7I8t1 T dhchap 7|1 25 X|FgLICH

rQ fot

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

AEE CHY Sl eko|2t=E £ MK ROl oIF UHS X|HELILE 2 AE0A ONTAP AEEE{0f
Zotal MEfot Q1F v of| 2} dhehap 715 XY ELICE



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

Fad28 AAFLICH nvme connect authentication @AE % ZHEEZ dhchap 7|12 2H215H0
ad.
o

0% 10

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:

b. ZAEZ2{ dhchap 7| &QlgtL|Ct.

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret
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o= et g9l £ o7 Liet AL

rr

cat /sys/class/nvme-subsystem/nvme-
subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHfSMmSEM8nLjESJdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHfSMmSEM8nLjESJIdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHEfSMmSIM8nLjESJIdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHEfSmSIM8nLjESJIdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

JSONZ EZESHMAIL

ONTAP HEZ2{0f| M ¢{2{ NVMe 3t AI*E“C’ MEY = U=
/etc/nvme/config.json MHYE H&E nvme connect-al

= oox

AESILE -0 JSON IS MMS= S MAULICH O B2 22 SM42 NVMe connect-all I+ H|0|X|
HZSIM .

1. JSON IS FMEL|CE

@ Ct2 Ol0| A, dhchap key Ol CHE3ICE dhchap secret 2|1 dhchap ctrl key O
CHE3IEE dhchap ctrl secret.



ol 271

cat /etc/nvme/config.json
[

{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04f£444d33",

"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",

"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJs3/f:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJI1lgTy22bVoVOdRnIM+9Q0DfQRNVWIDHf PU2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1M+9QDfQRNVwWIDHfPU2LrK5Y+/

XG81iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"
by
{
"transport":"tcp",
"traddr":"192.168.31.44",
"host traddr":"192.168.31.15",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:
GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
c
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RtBCAm3fYm3ZmO6NiepCOROY5Q=":"
{

"transport":"tcp",
"traddr":"192.168.31.45",
"host traddr":"192.168.31.15",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:

by

GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+9QDfORNVwIDHfPu2LrK5Y+/XG81iG

cRtBCAm3£fYm3ZmO6NiepCORoY5Q=:"
}

2. config JSON I} 2 AR50 ONTAP ZHEE2{0f| HZEEL|C

nvme connect-all -J /etc/nvme/config.json

ol 271

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873allf0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%cabbcbbd: subsystem.
MNTC subsys, transport=tcp,traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.31.45,trsvcid=4420

istp

istp

istp

istp



3. 2} 5kl AAHI0f CHal s ZAEZ2{0]l T3 dhchap =7t &d3t=|of LeX| EelstL|ct.

a. AE dhchap 7|1E gQIgL|Ct.
cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret
CtZ ool A= dhchap 7|E E{EL|C.
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
b. ZAEE2{ dhchap 7|E =telgtL|Ct.

=

cat /sys/class/nvme-subsystem/nvme-
subsys96/nvme96/dhchap ctrl secret

CHZ ofl2t B2t £20] HA|=|0{0F LTt

DHHC-

1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qY1HfSMmSfM8nLjESJIdOFbjK/J6m00ygdgimO
VrRlrgrnHzjtWImsnoVBO3rPDGEk=:

ottA: LTl =X E AERLIC

2T EXE LS ZELIT

NetApp HI ID DN[E= AH
1503468 RHEL 9.10{| A= nvme list-subsys J0tE nvme list-subsys @@ FOT
HH 2 FO0{Z! ot A[AHIOf CHot BH=EE St A|AEIO| CHBE NVMe ZIEER SE2
NVME ZHEEZ 558 tetgfL|Ct. HhetetL|CE RHEL 9.10|A] O] HHE 2 5t%|
AAEIS B E HUAD| O] A0 CHEE ANA
Al B ZIEEZE EAIZLICH ANA
ME= HYAHO|AE £H40|22 HHE2 2
HJAHO|AS AE MENE Zotdh= TRt
HEED =2 HAIGHOF LT}
"1479047" RHEL 9.0 NVMe-oF S AE= S5E NVMe-oF SAEW M nvme discover -p
PDC(Persistent Discovery Controller)S HHZ A5t PDCE MMY & UESLICE
Mgt Ol BHZ ALESHH JHA[XF-CHA Zehet

StLie| PDCE M -d=|00F gfL|C J2qLf
NVMe-oF SAEE AI250d ONTAP 9.10.1
% RHEL 9.02 AAd35t= B2 nvme
discover -p 7t A& WOICt 55
PDC7t ‘4 ELICt 0|2 QS S AEQ} CHA
SER0N SEHQT 2|AA ALEO| 2l BtLCE.
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https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

ONTAP AEZ2|X|E A0 NVMe-oF0f| CH$t RHEL 8.x ++A

Red Hat Enterprise Linux(RHEL) @ AE = H|CHA LY AHO|A HM[A(ANA)E S5 NVMe
over Fibre Channel(NVMe/FC) 5! NVMe over TCP(NVMe/TCP) T2 E =2 K| gfL|C}.
ANA= iSCSI & FCP 230X ALUA(HICHE =2| ZX| AM|A )2t SLo CHE B2 7|sS
HSgLCt.

RHEL 8.x0{| CH3 NVMe over Fabrics(NVMe-oF) @ AEE A M5t= WS
OS2 HZstH K. "RHEL ONTAP X & 7|5

IOIEM2. =7 X 8l 715 HE

|'u0
rir

RHEL 8.xE AI25t= NVMe-oF0f|= Ct21t 22 2e{Z

* NVMe-oF Z2EZ=S ArE¢ SAN £ 2 ¥ X|2E[X| &L Ct.

* RHEL 8.x2| NVMe-oF SAEN A= 74 LHE NVMe ZHE[THATL 7|2XMO 2 H|Z ML JYELICH £52=2
2t M otsljof gLt

+ 2E{El 2R QI8) NVMe/TCP= 7|2 0]2|%7|2 M ELct

1CHA|: 20| 2t SAN 282 grdstetL|rt

SAN HEIS AIBSIEE SAES 1Ael0] IES 7tAststn SasS
A C

FdES A
OHEZIA =" Linux OS, TAE HA O{R#E{(HBA), HBA H<l|0f, HBA £&
X|Ast=X] 2olstM K.

A = AFLICE A3 ds 284
BIOS S

=]
% ONTAP HT0| SAN RE2

CHA|
1. "NVMe UH[LAHO|AE MMt SAEQ OjZEL|CE"
1|

2. SAN & HJAH0|AT} DHEE ZEOf Cieh MH BIOSOIA SAN £E& 2dstetL|ct.

2CHA|: RHEL 2 NVMe AT EQ|0f AX| & 1A &0l

NVMe-oF & AIE3IEE S AEE F4512{H S AE 8l NVMe 2AZEQY0 I{7|X|E EX[St12, HE[IES
2rdststn, S AEQ| NQN 1S 2felshof gfL|Ct.

CHA|
1. MHO0|| RHEL 8.x2 MX|EL|Ct, MX[7} &t25|H Z st RHEL 8.x 72 S Astistn QU=X| 20lsHAM Q.

uname -r
RHEL 72 H{Z of|:

4.18.0-553.e18 10.x86 64
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- "NVMe-CLI" {7 |X| £ EX[EL|C}.
rpm -galgrep nvme-cli

CHE OloiM = nvme-cli TH7 | X| T S HO{FLIC}
nvme-cli-1.16-9.e18.x86 64

- & AXULCt 1ibnvme I7|X]:
rpm -galgrep libnvme

CtZ OIRI= libnvme TH7|X| HEH S 2 FLICY.
libnvme-1.4-3.e18.x86 64

. 21714 NVMe C+& 22 X|¥:

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.e18 10.x86 64

- RHEL 8.x SAE0|A CHS 2 SQISHM|R. hostngn 2XE /etc/nvme/hostngn :
cat /etc/nvme/hostngn

CHE oflofl M= 22 EHELICH hostngn HA:
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04£f4c5132

- ONTAP A|AHRIO|M LSS RISHYAIR. hostngn EAFE 0| YAIZLIEt hostngn ONTAP AEE[X| A|ARIS|
Sl Shel AlAE0] st 2XHE:

::> vserver nvme subsystem host show -vserver vs fcnvme 141
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Vserver Subsystem Host NON

vs 25 2742 rhel 101 QLe2772 ngn.2014-
08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be9%942440ca

TteF hostngn EAFE0| YX|SHX| UOH CHZE AFESIM|R. vserver modify EHIOIE EH
(i)  hostnan i ONTAP 2E2/X] AIAE 619] N ABIO| 2XHES UK[AIFIHR. hostnan
EXAIE0|N /etc/nvme/hostngn @ AEO|A],

7. S AES MRYYLICH

St SAEO|A NVMeszr SCSI E2jmg R & Maisz{™ NetApp ONTAP L AH O] A
1u LH NVMe HE|THA S A28t ONTAP LUNG| dm-multipathS A2 48 HEEL|Ct
dm-multipath7t ONTAP HI%IﬁIHIOI* K| E BRG] Rt=E ot2{H Cta 2 37150
M 2ILICt enable foreign 8% /etc/multipath.conf OFQ:

®

cat /etc/multipath.conf
defaults {
enable foreign NONE

3CHA|: NVMe/FC 5! NVMe/TCP A

Broadcom/Emulex = Marvell/QLogic O{RIE{E AFE3H0] NVMe/FCE #4567 LE =3 M 9l HZ =Y
AH230d NVMe/TCPE LA ELICEH

o
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NVMe/FC - Broadcom/Emulex
Broadcom/Emulex H{HE{E NVMe/FCE FA &L C}.

EHA|

1. XIYE|= OfHE ZES AF8St A=X| =l Ct.

=

a. 2 0|E2 BAIHLICE
cat /sys/class/scsi _host/host*/modelname
Ct2at 22 £=0| EA|ELICH

LPe32002-M2
LPe32002-M2

cat /sys/class/scsi _host/host*/modeldesc
Ct= oot HI=xgt £20] EA|Z|0{0F LICt.

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. H% BroadcomZ AtE3I1 QA=K 2QUBILIC 1prc A0 & 22 HX[et E2t0[H:

a

a. Hello HES EA[LLY.
cat /sys/class/scsi_host/host*/fwrev
o] &%

52 HAUO HHS HretefLct.

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version
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Lt ool M= =20 MBS EHELIC

0:14.0.0.21

X EE|= O{HE] =2t0|H Sl Hello] HES| oixlf =5

rlo
M

. SQISLICt 1pfc_enable fc4 type 7t 2 HH™E[0] JESLICE 3:

HESHINQ S 28

cat /sys/module/lpfc/parameters/lpfc enable fc4 type

- O[LIA[OfO]E] ZEE & &= AU=X| 2HeletL|C}.

=

cat /sys/class/fc _host/host*/port name

CtZat fAret £20] EA|ELICH

—

0x10000090faelec88
0x10000090faelec89

- O|LIA[OflO[E ZET} 22l AE{QIX| 2helgfL|Ct.

=

cat /sys/class/fc host/host*/port state

Ct2at 22 £20| EAIELIC

Online

Online

- NVMe/FC O|L|A|O{|O]E] ZET} 2ot Ef2l ZETF BA|E|=X] 22

cat /sys/class/scsi_host/host*/nvme info

2l gtL|Ct.
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WIWPN x211bd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd039%eaa7dfc8 WWNN x2119d039%ecaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - Marvell/QLogic
Marvell/QLogic HHE{& NVMe/FCE & ELILCE.

4
1. XIIE|= o] S2folbiel BRo] HHS ALSSID QX Sl L.
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cat /sys/class/fc host/host*/symbolic name

CHZ ool M= =2tolHet Heof HES EHELIC

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. 2QIBtL|Ct gl2xnvmeenable 7t ™ EILICE O2{H Marvell 0{HHE{7} NVMe/FC Initiator2 258 4
ol&L|ct
M- .

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

olg -2 1Lt

NVMe/TCP
NVMe/TCP Z2EZ2 XI5 HZ A S X[2ISHK| YELICE CHAl NVMe/TCPE =25t NVMe/TCP 62|
A|AEITHUATO|AE HAME & QIELICE connect BEE connect-all £SO F XAStL|CT
EHA|
1. X|YE|= NVMe/TCP LIFE Sl JHAIXF ZET} 4 27 10| X| C|O|E{E 7t 2 4= JY=X| &2ISHN| L.

=

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a% 8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. CHE NVMe/TCP O|L|A|Of|O|E{-Ef2l LIF Z8H0| A 271 H|0|X| HIO|E S 43HZ JHNE & A=K
efolgtL|Ct.

nvme discover -t tcp -w host-traddr -a traddr

ol 271
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25

3. £ MBIt nvme connect-all =E0| ZX X|E|= 2= NVMe/TCP O|L|A|0f|O|E{-E}Z! LIFO| CHEt
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nvme connect-all -t tcp -w host-traddr -a traddr

oflxl 271

nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25 -1 1800
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24 -1 1800
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.26 -1 1800
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25 -1 1800

ATHA|: MEHX O 2 NVMe/FCO| CHal 1MB I/0S &M 5tetL|Ct.,

ONTAP Identify Controller Cl|O|E{0f| A X|CH Cf|O|E{ M& I 7|(MDTS)E 8= EgtLICt &, %[t 1/0 ®H A7|=
1MB7IHX| 7S &LICt Broadcom NVMe/FC SAE0| CHsH 1MB 37|9| /0 RA S walisiz{™ L2 8 =2{0f gL}
lpfc | 7tX| 1pfc sg seg cnt DWHHSE 7|22 640|lM 2562 = HZASIL|CL

@ 0| EHA|= Qlogic NVMe/FC A E0|= ME&|X| Q&LILCE.

ChA|
1. "Ipfc_sg_seg_cnt O7HHFE 2562 2 H™BLIC

cat /etc/modprobe.d/lpfc.conf
CHS Of|2F H| 3t £240| FA|=|0{0F LT},

options lpfc lpfc sg seg cnt=256

3. 9| 2t0] 2560IX| 1pfc sg seg cnt HQUPILICE

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

5EHA: CtE E= 14 =t
72 L NVMe CHE Z 2 HEl, ANA 2Ell I ONTAP LI AH| O] A7} NVMe-oF -0l M orx| =tletL|Ct.

|
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1. in-kernel NVMe multipath7} Z-83tE|0] Q=X| EolgtL|Ct.

cat /sys/module/nvme core/parameters/multipath

Ct3at 22 0| EAIELL.

<

2. 2} ONTAP WA M 0| A0 CHst ™ SH NVMe-oF A (Cll: NetApp ONTAP ZAEEZ{Z MNE 1

ZHIOZ MPYE 2 WAHAY |Policy7t SAEO| SHIEA| Bt E|=X| SHQIBL|Ct

a. ot A|A”S EAIRLICH

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 £20| EAIELIC

NetApp ONTAP Controller
NetApp ONTAP Controller

o
0l

ME FAIRLICE

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct2at 22 =20 EAIELIC.

round-robin

round-robin

3. TAEOM HIYATO| AT} HEE| 1 SHIEH| HME|=X] =QlstL|Ct.

=

nvme list
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ol 271

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

- 2t A=9| ZEE2| e} 20| 20|11 SHHE ANA SEHQIX| =felgtL|Ct,

=

nvme list-subsys /dev/nvmeOnl

NVMe/FC O|A| £7]

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd%eldclecllee8e7fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6c:pn-0x21000024£f£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6d:pn-0x21000024f£f752e6d live
optimized



NVMe/TCP O|X| 27|

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.alb2b785b9dellee8e7£d039%al%e8ael:subsystem.nvme tcp
1

\

+- nvmeO tcp traddr=192.168.2.26 trsvcid=4420
host traddr=192.168.2.31 live non-optimized

+- nvmel tcp traddr=192.168.2.25 trsvcid=4420
host traddr=192.168.2.31 live optimized

+- nvme2 tcp traddr=192.168.1.25 trsvcid=4420
host traddr=192.168.1.31 live non-optimized

+- nvme3 tcp traddr=192.168.1.24 trsvcid=4420
host traddr=192.168.1.31 live optimized

S. AE0M HAAHO| AT MHEE|Y SHIZ A HME|=X] 2helgtL|Ct.

|

nvme list

off x| 271

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B BT T

6. NetApp 2212210f Zf ONTAP L QAT|0|A EX|of CHet SHHE 20| EAI=|=X| &elgfL|Ct,
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o
=
nvme netapp ontapdevices -o column

o 271

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

1 05¢c2¢c351-5d7£-41d7-9bd8-1a56¢ 21.47GB

JSONS EZSHA2

nvme netapp ontapdevices -o json

Oof|®| =71
{
"ONTAPdevices": [
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",
"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": " 05c2c351-5d7£f-41d7-9bd8-1a56c160c80b ",

"Size2: "21.47GB",

"LBA Data Size": 4096,

"Namespace Size" : 5242880
by
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3 282 PEgLC

2T EX= LS 2Lt

NetApp HI ID M=

"1479047" RHEL 8.x NVMe-oF ZAE S

=
S

o

| —
PDC(X|&H AM HEER)E dHLICt

2k

NVMe-oF S A E0|| A= "nvme discover -p"
M S AF2310] PDCE MAISH 2 QI LT},
o| WS AlRSHH 7H)\|If |:|-|AI- IoI-E.l'
StLie| PDCEt M- & =|0{OF fL|Ct Ofxl'jf
NVMe-oF @ AE0N| A RHEL 8.xE &&st=
Z2 "nvme discover -p"E Alist mjotCt
S22 pDCI} AHELIC O] ols)
SAEQL A BR0N EEHRT 2|AA
AHE0| Ll gtL|CE.

65


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

4=

Mz gE

Copyright © 2026 NetApp, Inc. All Rights Reserved. 0|30 A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 ¢lo|= of et HAO|Lt £EHFAL =2, =% B MX AM A|AH0| Y& SH= AS H|Zet 2T,

XA = 7| AN e o2 SXE o~ glELCh

NetAppO| MZH#E S 7HE Xt=0f| A= 2ZELY|0{0f|i= of2Q] 20| M AL nX|Ateto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y St Zel5t0](010f =X §4F), Of ALE 0] A= QIol| L Md}=

I
2= A o 721 A8, QU Lof, UM Ao, ZuHH AdHo] Lol hotod 1 2 0|9, MZ, Ao}
O, {243t Mol S Bel(DhAl i JX| %2 F2)2t 2210] Ofm{Et MUT X|X| oD, 0fet 22 Ao
24y JHs 0| SX|EIUCH S 2FE ORI pRILIc

NetAppS £ 2 A0l MHE MZS AMEX] 0| 90| WA H2|S HRBHITE NetApp2 NetApp| HAIH!
Nt 50|2 gre 2e2 Fofetn £ 20| MTE HES ALSeto LMsts ofHst SH|0|E S XX ALICH
A

= HEZQ A = F0i2 B2 NetAppOliA= Ot ESH, dHH = 7|6 XA T LHHO0| HEE|= 2ol AT
HSotXA| gdELItt.

= B0 2FE HMFZ2 oLt ol g2l 0= 59, otiel 9] L= £ ¢l 552 2 UL}

Mgtd M| Al HE0| o$t AF2, SX| = S7H0ll= DFARS 252.227-7013(2014F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= HIO|H-H| 4 HA S=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE HM|ptAtEto| MEEL|CE.

of7|off Z&E HO|EH= AU ME W/EE 4YUE AH|A(FAR 2.1010] H2|)ofl sH=HSHH NetApp, Inc.2l 5H
RHAtIL|CE & A2k 2l HS &= 25 NetApp 7|2 CIO|EH X ZEEH AZEY s 2XEMOZ MAHE0|H 710l
HI20O 2 JNUE|RELICEH O|= 2= HI0|E 7t Ml3E 0= Alefat 2tEsto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHHO0| I e 4 oM THAHR0| E7t56HH F|& S7Hstt 2to| A E HgtMo=
ZHELICE of7]0f] MISE BRE M 2lSt NetApp, Inc.2| AP MH £01 ¢10|= O] HIO|HE AHE, 37H, M4t +=H,
L8 e FA|E £ QI&LICE 0|2 22U Cist M5 210 MA = DFARS 8t 252.227-7015(b)(2014 2€)0i|
HA|El Ao 2 F|SHEIL|C

AE H-

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| L} El Ot3= NetApp, Inc.2| HEL|CtH 7|EF S|AF S

HE OIE2 SiE 27X dEHY &= ASLIC.

66


http://www.netapp.com/TM

	RHEL을 참조하십시오 : ONTAP SAN Host Utilities
	목차
	RHEL을 참조하십시오
	RHEL 호스트에 대한 ONTAP 지원 및 기능에 대해 알아보세요.
	다음은 무엇입니까?

	ONTAP 스토리지를 사용하여 NVMe-oF에 대한 RHEL 10.x 구성
	1단계: 필요에 따라 SAN 부팅을 활성화합니다
	2단계: RHEL 및 NVMe 소프트웨어 설치 및 구성 확인
	3단계: NVMe/FC 및 NVMe/TCP 구성
	4단계: 선택적으로 udev 규칙에서 iopolicy를 수정합니다.
	5단계: 선택적으로 NVMe/FC에 대해 1MB I/O를 활성화합니다.
	6단계: NVMe 부팅 서비스 확인
	7단계: 다중 경로 구성 확인
	8단계: 안전한 인밴드 인증 설정
	9단계: 알려진 문제를 검토합니다

	ONTAP 스토리지를 사용하여 NVMe-oF에 대한 RHEL 9.x 구성
	1단계: 필요에 따라 SAN 부팅을 활성화합니다
	2단계: RHEL 및 NVMe 소프트웨어 설치 및 구성 확인
	3단계: NVMe/FC 및 NVMe/TCP 구성
	4단계: 선택적으로 udev 규칙에서 iopolicy를 수정합니다.
	5단계: 선택적으로 NVMe/FC에 대해 1MB I/O를 활성화합니다.
	6단계: NVMe 부팅 서비스 확인
	7단계: 다중 경로 구성 확인
	8단계: 안전한 인밴드 인증 설정
	9단계: 알려진 문제를 검토합니다

	ONTAP 스토리지를 사용하여 NVMe-oF에 대한 RHEL 8.x 구성
	1단계: 필요에 따라 SAN 부팅을 활성화합니다
	2단계: RHEL 및 NVMe 소프트웨어 설치 및 구성 확인
	3단계: NVMe/FC 및 NVMe/TCP 구성
	4단계: 선택적으로 NVMe/FC에 대해 1MB I/O를 활성화합니다.
	5단계: 다중 경로 구성 확인
	6단계: 알려진 문제를 검토합니다



