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K| @IBHLICH ANAE iSCSI Y FCP 80| HIThA =2| BX| HA|AALUA)SH S U3 HE|THA
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uname -r
SUSE Linux Enterprise Server A< H7T 0]
6.12.0-160000.6-default
- "NVMe-CLI" {7 |X|§ HX|EfLICt,
rpm -ga|grep nvme-cli
CHE ool M= S 2 EHFELICH nvme-cl1i IH7|X| HH:

nvme-cli-2.11+429.g35€62868-160000.1.1.x86_ 64

3. & MX[ELICt 1ibnvme T{7|X|:
rpm —-ga|grep libnvme
CHE ool M= CHES 2HELICE 1ibnvme IHF|X| HH:
libnvmel-1.11+17.96d55624d-160000.1.1.x86 64

4. SAEM hostngn 2XtE S SQISIMIR. /etc/nvme/hostnan :

cat /etc/nvme/hostngn

CHE MloilM = CHEE EHELICH hostngn HA:
ngn.2014-08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074

ot2 SOISHMA| 2. hostngn EAFE0| YX|BLICE hostngn ONTAP 0{2i[0|2] s{ &

5. ONTAP A|AHINA CHS AFEHS 2ol
MEA|AHIO CHet 2X1HE:

::> vserver nvme subsystem host show -vserver vs coexistence emulex
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Vserver Subsystem Priority Host NOQN

vs_ coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

£ =ELIC} hostngn 2XIH0| YR YELICE B AFBSHIAIR vserver modify HHS
()  Ar=si0] 2 YEIOIERLIT nostngn o LAIH= SHE ONTAP B 59| Al A%
EXAEYULICH hostngn X8 AlE}f /etc/nvme/hostngn SAE.

3CHA|: NVMe/FC 5! NVMe/TCP 1A

o

Broadcom/Emulex = Marvell/QLogic O{RIE{E AFE5H0] NVMe/FCE #4357 LE =3 ZAM 9l HZE =Y
A0 NVMe/TCPE M BILICE.



NVMe/FC - Broadcom/Emulex
Broadcom/Emulex FC ({¥{E{& NVMe/FCE #dgfL|Ct.

EHA|

1. XIYE|= O ZES AFSSI A=X| =l Ct.

=

a. 22 0|E2 BAIHLICE
cat /sys/class/scsi _host/host*/modelname
Ct2at 22 £=0| EA|ELICH

SN37A92079
SN37A92079

cat /sys/class/scsi _host/host*/modeldesc
Ctsat 22 0| EAIELIC.

Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. H% BroadcomZ AtE3I1 QA=K 2QUBILIC 1prc A0 & 22 HX[et E2t0[H:

a

a. Hello HES EA[LLY.
cat /sys/class/scsi_host/host*/fwrev
CHS GlolM = HAUH HT S EHELICE

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version



Lt ool M= =20 MBS EHELIC

0:14.4.0.11

X EE|= O{HE] =2t0|H Sl Hello] HES| oixlf =5

rlo

E AXSHA LY 2EF HERA &

3. 9| of|& £30| 3 Ct3t 20| HHE[JA=X

Jhot

ISILICE 1pfc enable fc4d type.
cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. O|L|AOIO|E] ZEE = = JU=XK| lgtL|Ct
cat /sys/class/fc _host/host*/port name

CtZat fAret £20] EA|ELICH

0x100000109bdacc75
0x100000109%bdacc76

o. O|LIA|Of0[Ef ZETt 2EtQ1 HEfQIX] HlgtL|Ct.
cat /sys/class/fc host/host*/port state

Ct2at 22 £20| EAIELIC

Online

Online

6. NVMe/FC O|L|A0][O|E IET} 2ot B ZETL HA|E|=X| geletL|Ct,

cat /sys/class/scsi_host/host*/nvme info
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=z

EHS BAIFLIL

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000108bdacc75

x2000d039ea951c45

x2000d039%€a951c45

x2023d039%eab31e9c

x2023d039%eab31le9c

x2002d039%ea5cfc90

x2011d039%ea5cfc90

x2002d039%eabcfc90

x2011d039%ea5cfc90

Xmt 0000017242 Cmpl 0000017242 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc76

x2000d039%9ea951c45

x2000d039ea951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%eabcfc90



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006C
abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - Marvell/QLogic
Marvell/QLogic HHE{& NVMe/FCE & ELILCE.

T
1. X[=l= O E] =2t0|H 2 HYYo| TS HAHst D A=K 2QISfL |t

cat /sys/class/fc host/host*/symbolic name

CHS OloiM = =2tolt 3! Hello| HE S 2 FELICEH

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. 2OIBIL|Ct g12xnvmeenable 7 ™ EILICH J2{H Marvell HEE{7t NVMe/FC InitiatorZ 258 £

NVMe/TCP

NVMe/TCP ZZ2EZL2 XI5 HZ XS X|l5HX]| ‘E:QI-IEr CHAI NVMe/TCPE >AS roq NVMe/TCP 312|

INES=Inly |—‘||%!ﬁ]11|0|ﬁ§ HAMGh & QIELICEH connect 5 connect-all £SO XYStL|CT

|
1. OJL{A|0l|0|Ef ZET} X|¥E|= NVMe/TCP LIFOIA A 27 H|0|X| HIO|HE 7tME = A=K gelgtct.

=



nvme discover -t tcp -w <host-traddr> -a <traddr>
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£33 BAIFLICH

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

11
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le tcp sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. CHE 2= NVMe/TCP O|L|A|Of|O[E{-EFZ! LIF Z8H0| 44 21 H|0|X| CIO|HE H3XeZ 7IHE &
UA=X| =relgtct.

nvme discover -t tcp -w <host-traddr> -a <traddr>

oflwl 271

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.11
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.10
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11

AMSHSHL|CE nvme connect-all =E0| 2 X5 = ©= NVMe/TCP O|L|A|0f|O|E{-E}Z! LIFO]| CHEt
2.
o -

nvme connect-all -t tcp -w <host-traddr> -a <traddr>
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nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.10
nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.11
nvme connect-all -t tcp -w 192.168.39.20 -a
192.168.39.10
nvme connect-all -t tcp -w 192.168.39.20 -a

192.168.39.11

NVMe/TCP 8% ctrl loss_tmo timeout AHS2E "HE"'C= MHELICL ZFHO=:

* WA= sla=0f HM2Ho| SIS LICHEZ I8t A E).
%

= -_rM'IOF m9-7f =] |—|Ef ctrl loss tmo timeout ALE Al X|& A[ZF nvme connect

* NVMe/TCP ZIEES = ZZ Fol7t 2ol e AlZH Z20p7F LMSHK| pioH 270t HE HEiE FXAILICH

ATHA|: MEHMOE udev 720l A iopolicyE =& gfLILC.

SUSE Linux Enterprise Server 16 52 E{ NVMe-oF 2| 7|& iopolicy= ‘queue-depth’ 2 MAHEE|0{ JAELIC}. iopolicyS
‘round-robin' 2 HZASI2{H udev 72! TIAUS CIS 1 20| SHSHUAIL.

EHA|
1. RE HstoZ BIAE HEJ|0|M udev 74 It S HLICT.

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules
Ctaat 22 30| EA|ELICH
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. Ct2 of|A| FEl0f| LI2t = ZIK 2! NetApp ONTAP ZHEZ2{9| iopolicyE AXst= &

o

AOMAR.

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

3. F&I2 £H3l0f "queue-depth’0l(7}) “round-robin*0|(7}) E| =2 tL|C}:

13



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. ydev 75l2 CHA| 2E3tT M2 Alste HReL|Ct

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

5. 12| A|AEIS| XY iopolicyE &RISHM|R. OIE S0 <ote| A|AEI>S CHS 2t 20| HHM|R. nvme-subsys0 .
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
Ct2ot 22 ==0| EA|ELICH

round-robin

@ AHE-- iopolicy= 2 X[5h= NetApp ONTAP HAEE2{ ZX|0f| X5 = MEEL|CH MEL e LRIt
SLIC

5CHA|: MEM O Z NVMe/FCO]| CHs 1MB I/0OE 2 atgtL|Ct.
ONTAP Identify Controller H|O|E{0f| A Z|CH C|O|E & 37|(MDTS)E 8= E1gtL| IcH 110 8K 37|

C} %
1MB7HX| 75 8fLIC}H Broadcom NVMe/FC SAEO| CHE 1MB 37|2| /0 X8 wallslz{H 28 S2{0f gfL|Ct.
1pfc O 7tX| 1pfc_sg seg cnt DWWHSE 7|27} 6401 2562 = HASL|CH

=
= Ty

(D 0| &tAlE Qlogic NVMe/FC SAEN|= MEE|X| Q4&LILCE,

chHA
1. "Ipfc_sg_seg_cnt' Of7HHE 25622 A™BLIC

cat /etc/modprobe.d/lpfc.conf
CtS of|2F Bt Z20] HEA|=|0{0f hLCt.
options lpfc lpfc sg seg cnt=256
2. “dracut -f EHS A¥stn SAEE HREEL|CE

3. 9| 20| 25621X| 1pfc sg seg cnt ZQITL|LCH,

14



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

6CHAI: NVMe EE! MH|A 2H9I

0FE nvmefc-boot-connections.service J2|1 nvmf-autoconnect.service NVMe/FCO| &t =

a
S8 MH|A nvme-cli 7|X[= A|ARI0| REIE M X522 ghdstE LTt

HEIQ| &t &l F LSS 2RISIM|R. nvmefc-boot-connections.service 12|10 nvmf-
autoconnect.service S8 AH|AJ} 2 MOE|UESLICE.
EHA|

1. 7t 24315 Q=X| nvmf-autoconnect. service 2QIBtL|CE.

systemctl status nvmf-autoconnect.service

OlH| &2 EAIGLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme[2114]: traddr=nn-0x201700a098fd4ca6:pn-0x201800a098fd4ca6 is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

S MSHE|0] U} =X nvmefc-boot-connections. service 2HQIBrLILCY.

systemctl status nvmefc-boot-connections.service

—

15



OlN| €212 EAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

7oA Ot 22 1M =10l
714 Ll NVMe Ct& ZZ AEH, ANA AEH ! ONTAP L[ AT O|AZF NVMe-oF F+A40f| HetetX| =tolstL|Ct.

=

cHA|
1. in-kernel NVMe multipath7 ZAs}tz|0] YE=X| 2HolgtL|Ct,

cat /sys/module/nvme core/parameters/multipath

Ct2at 22 20| EAIELIC.

=<

2. i ONTAP WA AH|0| A0 CHTE HE B NVMe-oF HH(0f: 220| NetApp ONTAP ZIEE2|2E HFE|D 2E

W &l iopolicy?t queue-depthE2 ™ E0| SAEQ| SHIEA| BHAE|A}=X] <QUSHIA|2.

a. 5t9| A[A’ISE FA|RL|CE

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 £2H0| EAIELIC

NetApp ONTAP Controller
NetApp ONTAP Controller

16



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct3at 22 0| EAIELIL.

queue-depth
queue-depth

3. ZAEOM HIYATO| AT HEE| D SHIEZH| HME|E=X] 2hQlgtL|Ct.

nvme list

ol 271

/dev/nvme7nl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

————— 21.47 GB / 21.47 GB 4 KiB + 0 B BT

4. 2t 2o ZIEE2] ME{7} 2t0[20| 11 SHHE ANA &EQIX| =telgtL|Ct.

—

nvme list-subsys /dev/<controller ID>

@ ONTAP 9.16.12E{ NVMe/FC % NVMe/TCP= ASA r2 A|AHI0| N £| X StEl
Haogtct.

DEZEE

17



18

NVMe/FC

CI2 o|A| Z212 NVMe/FCE AI238H= AFF, FAS, ASA A|AHE! GBI ASA 12 A|AEIS 2|5t 21 E ONTAP
ZHEER UM SAERE HYALO|AE HOFLICE.

AFF, FAS 2 ASA Of|A| =3 HA|

nvme-subsysll4 - NQN=ngn.1992-

08.com.netapp:sn.%e300b9760a4911£f08c87d03%ab67a95:subsystem.sles

_1lel 27
hostngn=ngn.2014-

08.org.nvmexpress:uuid:f6517cae-3133-11e8-bbff-7ed30aefl23f

iopolicy=round-robin\

+- nvmelld fc traddr=nn-0x234ed039%ea359%e4da:pn-

0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live optimized

+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live non-optimized

+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live optimized

+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live non-optimized



ASA r2 X 2 HEA|

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%a5cfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2012d039eab5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2013d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe/TCP

CI2 o|A| Z22 NVMe/TCPE AL23H= AFF, FAS, ASA A|AEH GBI ASA 2 A|AEIS 2|8t 21 E ONTAP
ZHEER NN SAER= HYADO|AE HOFLICE.



AFF, FAS % ASA Of|A| 3 HA|

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d039%ab31e9d:subsystem.nvme
10
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0035-5910-804b-b7c04£444d33

\

+- nvmel05 tcp
traddr=192.168.39.10, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live optimized

+- nvmelb3 tcp
traddr=192.168.39.11, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live non-optimized

+- nvmeb7 tecp
traddr=192.168.38.11, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live non-optimized

+- nvme9 tcp
traddr=192.168.38.10, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live optimized

ASA r2 Of|X|| =3 HA|

nvme-subsys4 - NQN=nqgn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb6b tcp

traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized



9. NetApp S2{1210 Zf ONTAP U AD|O|A ZEX|0f CHEE SHIE 2f0| EAIE[=X| &l efLCt.

(o]
=

nvme netapp ontapdevices -o column

Of|H| =71
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence emulex nsl 1

79510£05-7784-11£f0-b3c2-d039%abcfc9l 21.47GB

JSONS HZSHIAIR

nvme netapp ontapdevices -0 json

Oof|®| =71

{

"ONTAPdevices": [{
"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emulex",
"Namespace Path":"nsl",

"NSID":1,
"UUID":"79510£05-7784-11f0-b3c2-d03%eabcfcol”,
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size":5242880

bl

8THA|: X|£Z&Ql AM HEED TS|

SUSE Linux Enterprise Server 16 SAE& 31 2444 ?jEEEKPDC)% MAE 2 JAELICH PDC= NVMe
MEAAR 2Tt E= HA ZHa AM 27 H|0|X| H|o|E HZE A E XAs2 2 UX|st= o HRFL|CH
ChA|
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- dM 23 HO|X| HIO|H E AFEE 4= A1 O|LIA|Of|O]E ZES} B LIF &S S

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

ZA AHSH
o=

A
T

ol
PN

=Xl



Of| &l

£33 BAIFLICH

Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9927e165694211f0b4£4d03%eab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

23



24

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

2. M 5H9| A|AHIO| CHE PDC M 4A:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

CtSat 22 £30| EAELCH

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

3. ONTAP ZAEE2{0{|M PDCIt MHE|U=X| &l StLCt.

vserver nvme show-discovery-controller -instance -vserver <vserver name>

25



OlN| €212 EAIRLICH

vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp slesl6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£f444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

OFt7: OBt QI

C o= M

— - L-_— L-O o

SUSE Linux Enterprise Server 16 SAE2} ONTAP ZIEE2{ 7H0]] NVMe/TCPE E3t E Ot QIHHE Q15 0|
K| EL|Ct.

Zt S AE E= HEER =02 =51
HMAC-CHAP 7| N

HZE|0{OF EL|Ct. DH-HMAC-CHAP OtHMot Q15 S M= SHAMQULICE DH-
7 gal
SAE = HEER

o= 20 —
E2{9| NQNzt Z2[X7t et 215 H|E 7|9| ZeL|Ct.
St71 floh mofet HEE F|E A8 of BLCt.

I —

Im

—
—_

I
=]
2
i
o
ol

THA|

CLIL} 7+ JSON IS AHE3H0] QiHet QIHHE Q153 A etL|Ct M2 CHE Shel AIAROf Chol| CHE dhchap 712
X|H3lioF 5t= 32 74 JSON IiUS ArEdtof eL|Ct.
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CLI
CLIE

1.

S YESHAIR
= A

AtESHO] Het ot Q1SS Attt

SAE NQN 7HHR27|:

cat /etc/nvme/hostngn

SAE CH$t dhchap 718 MABtL|CH

t2 £20M= B 0170 H40]l CHo gen-dhchap-key AEEL|CE

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0]1[2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

CHS of|0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 ElL|C}

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
DHHC-

1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J)FGwmhgwd
JWmVoripbWbMJy5eMAbCahN4hhYU=:

3. ONTAP HEEZ{0|M ZAEES FI}5t1 & dhchap 7|15 25 X|FHELC.

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

SAEE e Sl rekO|2tE & I ROl )IF YHS XHELILE 2 AE0A ONTAP HAEEE{0
HZstn MEtist Q1F L et dhchap 7|18 AIFELICH
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28

0% 10

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

Fad28 AAFLICH nvme connect authentication @AE % ZHEEZ dhchap 7|12 2H215H0
ad.
o

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7qECKt7V5alo/7Y1CH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gECKt7V5aIo/7Y1ICH7DWkUfLfMxmseg39DFb:

b. ZAEZ2{ dhchap 7|1E &tolgtLCt.

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



o= et g9l £ o7 Liet AL

rr

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

JSONS EZESHIAR
ONTAP ZHEZE2 2MUM 2] NVMe MEA|AHIS At

connect-all AF2E £+ /etc/nvme/config.json USLICH

o O
= o
>
0
rir
ox
H0
1=]
ne
fjo
02
ol
i)
0%
=
=}

<

3

)

AF2SICH -0 JSON IHU S MMSH= SMULICH O B2 12 SM2 NVMe connect-all i+ H|O|X|E
EZ5HMIR.

1. JSON It 74:
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OlN| €212 EAIRLICH

# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",



"traddr":"192.168.39.10",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

}

@ Ct2 Oll0| A, dhchap key Ofl CHS3ICt dhchap secret J2|1 dhchap ctrl key O
CHESICE dhchap ctrl secret.

2. config JSON IS A0 ONTAP HES2{0f| HZRtL|CH
nvme connect-all -J /etc/nvme/config.json

Ol®l £HS EAIRLIC

traddr=192.168.38.10is already connected

traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected

traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected

traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected

3. 2t 5te| AIAHIOf CHal s ZIEZ210] Chel dhchap =7t &-d2te|0] U=X| EletL|Ct.

a. ISAE dhchap 7| &QlgiLLCt.

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



CHE ool A= dhchap 71§ 20 FLICH

DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkULLfMxmseg39DFb:

b. ZAEZ2{ dhchap 7|1E &tolgtLCt.

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

CtZ ofl2t Hlxot Z240| FA|=|0{0f LTt

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd
JWmVoripbWbMJy5eMAbCahN4dhhYU=:

10THA: W& A S 22t +14

& AS HHTLS)S NVMe-oF
HIZEL|Ct CLIQt M E AMH 2

32

@ ONTAP HEE2{0||M CHAHE

SAEQ} ONTAP 0210 7t NVMe HZO| CH8H OHFISH BEH 71 &S 51E
Q 7|(PSK)E AR5t TLS 1.32 #AE £ J&LICE

t= = X[EE ERE Melsty, ChZ BHAIE SUSE Linux
SHMAIQ.

s

&5
N
=

Enterprise Server SAE0|AN £

. CtS AretO| QI=X| 2HOISHM|R. kt1s-utils , openssl, 12|11 libopenssl SAEO| AX|El I{7|X]:

a. 2QISIC ktls-utils :

reom -ga | grep ktls

Ct2at 22 20| EAIELIC

ktls-utils-0.10+33.9311d943-160000.2.2.x86 64

a. SSL I7|X|E &elstM|K:

rem -ga | grep ssl



OlN| €212 EAIRLICH

libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.noarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl13-x86-64-v3-3.5.0-160000.3.2.x86 64

2. Ch20l| ch3l SHt=A| BYE0] A=X] &ABLTE /etc/tlshd. conf.

cat /etc/tlshd.conf

OlN| &= EAIGLICH

[debug]
loglevel=0
t1s=0
nl=0

[authenticate]

#keyrings= <keyring>;<keyring>;<keyring>

[authenticate.client]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

[authenticate.server]

#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. A| AN 28 A] A[Zf 243} £1shd:
systemctl enable tlshd
4. O|l20| ¥ K| t1shd HIgL|Ct,

=

systemctl status tlshd
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OlN| €212 EAIRLICH

tlshd.service - Handshake service for kernel TLS consumers

Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd

Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. C}38 A8t TLS PSKE nvme gen-tls-key MAEILICE,
a. SAEE ZOIsHM|R:
cat /etc/nvme/hostngn
ctent 22 F2io| EAIELICE
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
b. 7|5 =ol5tN| Q!

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

Ct2at 22 £20| EA|ELICH
NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ONTAP ZHEZ2{0f|A TLS PSKZ ONTAP &t A|AEIN| =7}etL|Ct.
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OlN| €212 EAIRLICH

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. TLS PSKE SAE 74 7|&20f| &TfL|Ct.

nvme check-tls-key --identity=1 --subsysngn=ngn.1992

-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey

-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert
CHE TLS 717t EA|=|0{0F BHL|Ct.

Inserted TLS key 069f56bb

@ PSK:= Ctaat Z0] HA|EL|C NvMe1RO1 ALISHH O4 S AHES}7| WZO0|CE identity vl
TLS HEM|O|Z Ln2|F0f|A. Identity v1i2 ONTAPO|A X|&5t= Fet T RIL|C

=

8. TLS PSK7t SHIZH| &A= RA=X| &elgtict.
cat /proc/keys | grep NVMe

OlM| £ EAIRLICH

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. MUE TLS PSKE ALE3H0{ ONTAP t9| A|ARI0| HABL|CE

a. TLS PSKE 2IQIsHM| Q.
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

CtEot 22 E30| EAIELCH

connecting to device: nvmel

a. list-subsysS ZQISHAM|R:

nvme list-subsys

Ofl %l

E3S BAIFLICH

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33
* %
+- nvme0 tcp

traddr=192.168.38.10, trsvcid=4420,host traddr=192.168.38.20,src_a
ddr=192.168.38.20 live

10. CHAS 715t XIHEl ONTAP 5Hef A|AR0)| CHEE TLS HZES FelgtLCt.

nvme

subsystem controller show -vserver vs tcp slesl6 -subsystem nvmel

-instance
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EHS FAIFLIC

(vserver nvme subsystem controller show)

Vserver Name:

vs _tcp sleslé6

Subsystem: nvmel
Controller ID: 0040h
Logical Interface: 1ifl
Node: A400-12-171
Host NQN: ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:

nvme-tcp
192.168.38.20

Host Identifier:

4c4c454400355910804bb2c04£444d33

Number of I/O Queues: 2
I/0 Queue Depths: 128, 128
Admin Queue Depth: 32
Max I/0 Size in Bytes: 1048576
Keep-Alive Timeout (msec): 5000

Subsystem UUID:

62203cfd-826a-11£0-966e-

d039%eab31e9d
Header Digest Enabled: false
Data Digest Enabled: false
Authentication Hash Function: sha-256
Authentication Diffie-Hellman Group: 3072-bit
Authentication Mode: unidirectional
Transport Service Identifier: 4420
TLS Key Type: configured

TLS PSK Identity:

NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

1M1EHA: ezl ZdE dERL Tt

24T X7} LI

ONTAP AEZ|X[E A5 NVMe-oFE 1 4517| 2|5t SUSE
Linux Enterprise Server 15 SPx 14

SUSE Linux Enterprise Server 15 SPx @A E = H|CHA Y AHO|A HNA(ANA)S



X|&l5t= NVMe over Fibre Channel(NVMe/FC) % NVMe over TCP(NVMe/TCP)
DZEZES Xl%éﬂ-ltr ANAE= iSCSI 3! FCP 2tZ2| H|tHE =2 Z X[ HMA(ALUA)R!
St HE|IA 7|52 MS gLt

SUSE Linux Enterprise Server 15 SPx2 NVMe-oF (NVMe over Fabrics) SAEZS JM5t= S 202N Q. O
XMt X2 8l 7|5 HE = CHEE HESHMR. "ONTAP X2 2l 7|5

SUSE Linux Enterprise Server 15 SPx0|A| NVMe-oF £ A2 ff C}S 1t 22 L2{ Tl Aot Ateto| J}ELICH

* 12 nvme disconnect-all O] HHZ ASIH ZEQL H|0|E{ I A|*E"°| HE0| 25 HO{X|1
A|AHIO| %C’M"OHQ 2= UEL|CH NVMe-TCP EE= NVMe-FC H|RIATHO|AE E8H SANO| ‘| g2Elst=
A AHIME O] HHEZS MASHA| OHN| L.

* NetApp sanlun 2AE REE|E|= NVMe-oF £ X|5HX| ob&L|CH CHAL 7|2 HZE= NetApp E2{ 22!
AMEE £ JELICE nvme-cli BE NVMe-oF M&2 9ot IH7 | X|L|C.

* SUSE Linux Enterprise Server 15 SP6 0|5} H{Z 0| A= NVMe-oF ZEEZS AFE%F SAN 2&/0| X[ E|X]|
& LICE
1CHA|: Z Qo] w2t SAN REIS &AL Ct
SAN 2EIZ M8 E SAEE 7450 HIEXE 7tASI D & EE S THMY & JYSLICH AL8SICTH A= —Sr% A
S

=
IHEZIA E" Linux OS, A E HA O{HE{(HBA 5! ONTAP HZT 0| SAN REIZ
K| SH=X] EQI5IM| 2.

I
33}
>
oe
ric}
=2
o
>
I
om
w k-

A
1. "NVMe HIJATO[AS M d5t 0 S AE0| DB ELICE" .
=]

2. SAN 28 {2 Ho[ATt o E ZEO| CH3 AfH BIOSOIA SAN RE S 24eEL|Ct.

3. SAES XRESID 0S7} HILIZ A SOIX| SelstH L.
2CH|: SUSE Linux Enterprise Server % NVMe 2T EQ|0{E MX|st1 1M S 2olgtL|Ct,

NVMe-oF £ AI2SIEE SAEE LM H SAE 9 NVMe AZEQ|0f I7|X|E MX|stD, HE|T{A S
EM3HSl T, SAES| NQN 1A S =tolsiof st

|

1. ME{0ll SUSE Linux Enterprise Server 15 SPxE AX|SHMA|2. HX|7} b2 E[H X|HEl SUSE Linux
Enterprise Server 15 SPx 7{'20| & ZQ2IX| &QlstHA|2.

uname -—-r

Rocky Linux {'g H™ of|:

6.4.0-150700.53.3-default
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. "NVMe-CLI" I{7|X|E A X|gL|C}.

rpm -galgrep nvme-cli

CH2 ool M= tES EHELIEE nvme-c1i H7|X] H7H:

nvme-cli-2.11+422.g9d31b1a01-150700.3.3.2.x86 64

. £ MX[ELIC} 1ibnvme IfF|X]:

rpm -galgrep libnvme

CHE ool M= B8 EHELICE 1ibnvme TH7|X| B 7H:

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

. ZAENM hostngn EXIEE &RISHMR. /etc/nvme/hostngn :

cat /etc/nvme/hostngn

CHS WM = CHE 2 EHELICE hostngn HA:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

. ONTAP A|AHIO|A CHS AFREE 2HRISHMA|2. hostngn 2AFE0| Y X|BLICE hostngn ONTAP 0{2i[0|2] sH &

MEAAHof Cist ZXHE:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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ol 271

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

£ SELICt hostngn 2AIE0| LX[6HX| UEL|CH S AFREHMAIR vserver modify HHEE
()  Ar=si0] 2 YEIOIERLIT nostngn o LAIH= SHE ONTAP B 59| Al A%
EAEJLICH hostngn FXHE A& /etc/nvme/hostngn BAE.

3CHA|: NVMe/FC 5! NVMe/TCP A

o

Broadcom/Emulex = Marvell/QLogic O{RIE{E AFE5H0] NVMe/FCE #4357 LE =3 ZAM 9l HZE =Y
AH23t0] NVMe/TCPE A 8tLCt,
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NVMe/FC - Broadcom/Emulex
Broadcom/Emulex FC ({¥{E{& NVMe/FCE #dgfL|Ct.

EHA|

1. XIYE|= O ZES AFSSI A=X| =l Ct.

=

a. 22 0|E2 BAIHLICE
cat /sys/class/scsi _host/host*/modelname
Ct2at 22 £=0| EA|ELICH

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi _host/host*/modeldesc
Ctsat 22 0| EAIELIC.

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. H% BroadcomZ AtE3I1 QA=K 2QUBILIC 1prc A0 & 22 HX[et E2t0[H:

a

a. Hello HES EA[LLY.
cat /sys/class/scsi_host/host*/fwrev
CHS GlolM = HAUH HT S EHELICE

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version



Lt ool M= =20 MBS EHELIC

0:14.4.0.8

X EE|= O{HE] =2t0|H Sl Hello] HES| oixlf =5

rlo

E AXSHA LY 2EF HERA &

3. 9| of|& £30| 3 Ct3t 20| HHE[JA=X

Jhot

ISILICE 1pfc enable fc4d type.
cat /sys/module/lpfc/parameters/lpfc enable fc4 type

4. O|L|AOIO|E] ZEE = = JU=XK| lgtL|Ct
cat /sys/class/fc _host/host*/port name

CtZat fAret £20] EA|ELICH

0x10000090faelec88
0x10000090faelec89

o. O|LIA|Of0[Ef ZETt 2EtQ1 HEfQIX] HlgtL|Ct.
cat /sys/class/fc host/host*/port state

Ct2at 22 £20| EAIELIC

Online

Online

6. NVMe/FC O|L|A0][O|E IET} 2ot B ZETL HA|E|=X| geletL|Ct,

cat /sys/class/scsi_host/host*/nvme info
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Of| &l

£33 BAIFLICH

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a
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LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - Marvell/QLogic
Marvell/QLogic H'HE{E NVMe/FCE A gfL|Ct.

1. X e|= o RE| =20l 8! Heof TS AHstn A= elFL|ct
cat /sys/class/fc host/host*/symbolic name
CtZ ool M= =2tol S HeYo HTES HHFLICE

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. SOIBLICt gl 2xnvmeenable 7t AFEL|CH O22{H Marvell {EE{7} NVMe/FC Initiator2 X Sg

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

olg =52 1L

NVMe/TCP
NVMe/TCP Z2EZ2 At5 HZ XHYS XISHX| 45U Er CH&l NVMe/TCPE #%’iom NVMe/TCP 5|

AAEID HJATHO|AE HMY 4= QJELICE connect = connect-all 822 AYRLICE
EHA|
1. O|L|A|oflOE ZET} K| E[&= NVMe/TCP LIFOIA 244 27 T0|X| CIO|E{E 7tME = A=K EelgtL|Ct,

nvme discover -t tcp -w <host-traddr> -a <traddr>



Of| &l

£33 BAIFLICH

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. CH2 B NVMe/TCP O|LIAIOf0|E{-EF2ll LIF Z&0| 244 21 Ho|x| Hlo|E1E ¥EBHo= e &
QX Eolstc

nvme discover -t tcp -w <host-traddr> -a <traddr>

ol 271

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. 2 MBS |C} nvme connect-all £E0| 2N KR5S 2= NVMe/TCP O|L|A|0|O|E{-E}FAI LIFO|| CHEH
Had.
O oO-

nvme connect-all -t tcp -w <host-traddr> -a <traddr>
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ol 271

nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a
192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 -a

192.168.211.67

SUSE Linux Enterprise Server 15 SP652E{ NVMe/TCP MHO0| HAZ|AUESLICt ctrl loss tmo timeout
sz "HE"'e2 dFELCt 2NN R:

* WA= Sl2=0f HMEHo| S LITHRI It A ).
% A

EH™ +SOE Y HRIL GIELICE ctrl loss tmo timeout AFE Al X|& AlZt nvme connect
L= nvme connect-all BEN (M ).

* NVMe/TCP ZIEEZ = ZZ Fol7t 2ol AlZh Z0p7F LMSHK| pioH R7(ot HE HEiE FXAILICH

ATHA|: MEHMOE udev 720l A iopolicyE =& gfLILC.

SUSE Linux Enterprise Server 15 SP6EE{ NVMe-oF2| 7|2 iopolicy= Ct&2t 20| @™ ELICE round-robin.
iopolicyE HZ5t2{™ "queue-depth’udev 72 MU S CHS 3t 20| HSHUA L.

1. 2E USOE HMAE HMAT|IM udev A TIUS HLICH
/usr/lib/udev/rules.d/71-nvmf-netapp.rules
Ct2ap 22 £30| EA|ELCL
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. CI2 of|A| FXl0]| LE2t = X NetApp ONTAP HAE Z2{9 jopolicyE MHst= &

fujo

HOMAR.

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. XIS 21t 20| £=H™SIMKR. round-robin EICt queue-depth :
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. ydev 75l2 CHA| 2E3tT M2 Alste HReL|Ct

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

O. 5t9| A| ARO[ $i iopolicyS &QIBHMIR. WIS S0 <5te| A|lAR>S THZ2 20| HHM K. nvme-subsyso .

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy
Ct2ot 22 ==0| EA|ELICH

queue-depth.

@ AHE-- iopolicy= 2 X[5h= NetApp ONTAP HAEE2{ ZX|0f| X5 = MEEL|CH MEL e LRIt
SLIC

5CHA|: MEHM O Z NVMe/FCOi| CHall 1MB I/0E &M stetL|Ct.

=
= Ty

ONTAP Identify Controller GIO|E{0{|A{ %|CH CI|O|E] & 3 7|(MDTS)E 8= E1gtL| It /0 & A7|=

C} %
1MB7HX| 75 8fLIC}H Broadcom NVMe/FC SAEO| CHE 1MB 37|2| /0 X8 wallslz{H 28 S2{0f gfL|Ct.

lpfc | 7tX| 1pfc sg seg cnt OWHHSE 7|27 640|lM 25622 HASIL|CL
(D 0| &tAlE Qlogic NVMe/FC SAEN|= MEE|X| Q4&LILCE,

chHA
1. "Ipfc_sg_seg_cnt' Of7HHE 25622 A™BLIC

cat /etc/modprobe.d/lpfc.conf
CtS of|2F Bt Z20] HEA|=|0{0f hLCt.
options lpfc lpfc sg seg cnt=256

2. *dracut -fHHS At 0 SAEE IHEEIBHLCE.

3. 9| 20| 25621X| 1pfc sg seg cnt ZQITL|LCH,
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

6CHAI: NVMe EE! MH|A 2H9I

0FE nvmefc-boot-connections.service J2|1 nvmf-autoconnect.service NVMe/FCO| &t =

a =
S8 MH|A nvme-cli 7|X[= A|ARI0| REIE M X522 ghdstE LTt

HEIQ| &t &l F LSS 2RISIM|R. nvmefc-boot-connections.service 12|10 nvmf-
autoconnect.service S8 AH|AJ} 2 MOE|UESLICE.
EHA|

1. 7t 24315 Q=X| nvmf-autoconnect. service 2QIBtL|CE.

systemctl status nvmf-autoconnect.service

OlH| &2 EAIGLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)
Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago
Main PID: 12208 (code=exited, status=0/SUCCESS)
CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. 71 ZM3IE|0] Y =X| nvmefec-boot-connections.service 2QIgfL|CH

=

systemctl status nvmefc-boot-connections.service
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OlN| €212 EAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

7oA S A2 M =0l
Y L NVMe Ct= Z 2 MEf, ANA AEH 3 ONTAP UIQAHO|A T NVMe-oF A0 MetSHX| 2olgtL|Ct.

ChA|
1. in-kernel NVMe multipath7} Z42}=|0] U =X| ZQIgrL|Ct.

cat /sys/module/nvme core/parameters/multipath

Ct2at 22 =30 EAIELIC.

=

N
OF

I ONTAP LI AH|O] 20 ChEt X{EDE NVMe-oF 7 (0fl: 20| NetApp ONTAP HES2{2 E¥E 1 2
M1 A jopolicy7t queue-depthE HHE)0| SAEQ| SHIZH| BHFEERER] SQIHIAIR.
a. 59| A|AEIS TA|BHL|C}

cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 20| EAIELIC.
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. S FAISLICY.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Ct2at 22 =30 EAIELIC.

queue-depth
queue-depth

3. TAEOM HIYATO| AT} HHE| 1 SHIEH| HME|=X] =HolstL|Ct.

52

—

nvme list

oflw| 271

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

2t Z=o| AEER HE7} 210| 20|11 SHHE ANA SEHQIX| =elgtL|Ct,

0

=



NVMe/FC

nvme list-subsys /dev/nvmedn5

Of| %l

£33 BAFLICH

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl

.sles
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OlN| €212 EAIRLICH

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\
+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tcp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp

traddr=192.168.111.70, trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp

traddr=192.168.211.71,trsvcid=4420,src addr=192.168.211.80 live
non-optimized

9. NetApp Z2{1210f| 2t ONTAP HIJAMH0|A ZX|0f CHet SHHE 210] A= =X| 2helefL|Ct.
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(o]
=

nvme netapp ontapdevices -o column

of| x| =27
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1

32£d92¢c7-0797-428e-a577-£fdb3£14d0dc3 5.37GB

JSONS E XA

nvme netapp ontapdevices -0 json

O x| =7
{
"Device":"/dev/nvme98n2",
"Vserver":"vs 161",
"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,
"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,
"Namespace Size":5368709120,
"UsedBytes":430649344,
}
]
}
8EHA!: XIEHel AM HEZE U7

SUSE Linux Enterprise Server 15 SPx SAEE H3 HM HEE2{(PDC)E MMe £ UESLICE PDCE NVMe
MEA|AR 2Tt = WA 2ot AM 270 H|o|X] H|0|E HE AteE XISC 2 ZX|SH= o] EegfL|Ct

EHA|
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- dM 23 HO|X| HIO|H E AFEE 4= A1 O|LIA|Of|O]E ZES} B LIF &S S

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

ZA AHSH
o=

A
T

ol
PN

=Xl



Of| &l

£33 BAIFLICH

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. M 5H9| A|AHIO| CHE PDC M 4A:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

CtSat 22 £30| EAELCH

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. ONTAP ZAEE2{0{|M PDCIt MHE|U=X| &l StLCt.

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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OlN| €212 EAIRLICH

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

9CHA|: OFXSE OIHHE ©

— - =

ol

a3

SUSE Linux Enterprise Server 15 SPx S AEQI ONTAP ZAEZ2{ 2H0]l NVMe/TCPE £t QHF st LY LY 2150|
X| & EIL|C}.

24 SAE = HAEERE LS &5t HZEE|0{0F SL|C}. DH-HMAC-CHAP OHMS Q152 MAEsH= sHAMQIL|Ct DH-
HMAC-CHAP 7|= NVMe SAE = AEEZ{9 NQNI} 2t2|Xt7F AT 915 H|Y 7|9 =THIL|CH NVMe

SAE L= ZAEEYE LK E ABok7| fI6h mjofjet AZE 7|1E I AlsHoF ghL|Ct.

= ="

|

CLILt 7+d JSON MU S AFESHe QEESH QIMHE Q15 S HFetLCE M2 CHE She| A[A=0] il THE dhchap 715
X|Hsl{of t= 22 74 JSON ItAS AtEHOF FL|CE.
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CLI
CLIE

1.

S YESHAIR
= A

AtESHO] Het ot Q1SS Attt

SAE NQN 7HHR27|:

cat /etc/nvme/hostngn

SAE CH$t dhchap 718 MABtL|CH

t2 £20M= B 0170 H40]l CHo gen-dhchap-key AEEL|CE

nvme gen-dhchap-key -s optional secret -1 key length {32|48|64} -m
HMAC function {0]1[2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation
0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

CHS of|0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 ElL|C}

nvme gen-dhchap-key -m 3 -n ngn.2014-

08.org.nvmexpress:uuid:ecdade64-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukgvYedA55Bw3wtz6sINpR4=:

3. ONTAP HEEZ{0|M ZAEES FI}5t1 & dhchap 7|15 25 X|FHELC.

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

SAEE e Sl rekO|2tE & I ROl )IF YHS XHELILE 2 AE0A ONTAP HAEEE{0
HZstn MEtist Q1F L et dhchap 7|18 AIFELICH
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0% 10

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S

<authentication host secret> -C <authentication controller secret>

EE

L2

ME AMELICH nvme connect authentication @AE 5 ZAEE2Z{ dhchap 7|2 &5t

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

Lo

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. ZAEZ2{ dhchap 7| &QlgtL|Ct.

o

cat /sys/class/nvme-subsystem/<nvme-

subsysX>/nvme*/dhchap ctrl secret

rir

et g9  of| 7t Lt ASLICE

o O o

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:
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ONTAP ZIEZ2{ 40l 0{2] NVMe MEAIAHS AL8E + ol 22 TS FYH 87 nvne

==
=
connect-all A28 £ /etc/nvme/config.json YELICE.

AFESICH -0 JSON I S MMs=E S MY
HZESINR.
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M2 NVMe connect-all 1€ 10| X| &

1. JSON I 74:
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cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ Ct2 Oll0| A, dhchap key Ofl CHS3ICt dhchap secret J2|1 dhchap ctrl key O
CHESICE dhchap ctrl secret.

2. config JSON IS A0 ONTAP HES2{0f| HZRtL|CH
nvme connect-all -J /etc/nvme/config.json

Ol®l £HS EAIRLIC

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. 2t 5te| AIAHIOf CHal s ZIEZ210] Chel dhchap =7t &-d2te|0] U=X| EletL|Ct.

a. ISAE dhchap 7| &QlgiLLCt.

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



CHE ool A= dhchap 71§ 20 FLICH

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. ZAEZ2{ dhchap 7|1E &tolgtLCt.

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

CtZ ofl2t Hlxot Z240| FA|=|0{0f LTt

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

10THA: W& A S 22t +14

& AS HHTLS)S NVMe-oF
HIZEL|Ct CLIQt M E AMH 2
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@ ONTAP HEE2{0||M CHAHE

SAEQ} ONTAP 0210 7t NVMe HZO| CH8H OHFISH BEH 71 &S 51E
Q 7|(PSK)E AR5t TLS 1.32 #AE £ J&LICE

t= = X[EE ERE Melsty, ChZ BHAIE SUSE Linux
SHMAIQ.

s

&5
N
=

Enterprise Server SAE0|AN £

. CtS AretO| QI=X| 2HOISHM|R. kt1s-utils , openssl, 12|11 libopenssl SAEO| AX|El I{7|X]:

a. 2QISIC ktls-utils :

reom -ga | grep ktls

Ct2at 22 20| EAIELIC

ktls-utils-0.10+33.9311d943-150700.1.5.x86_ 64

a. SSL I7|X|E &elstM|K:

rem -ga | grep ssl
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libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. Ct20f chsll SHtEAH 2HEO A=X| AT /etc/tlshd. conf.

cat /etc/tlshd.conf

Ol"l £HS EAIRLIC

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. A|AHE HEI Al A 2 M3} t1shd:
systemctl enable tlshd
4. f|20| A& FOIX| t1shd &QIgrL|LCt,

—

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers

Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd

Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. C}38 A8t TLS PSKE nvme gen-tls-key MAEILICE,
a. SAEE ZOIsHM|R:
cat /etc/nvme/hostngn
ctent 22 F2io| EAIELICE
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
b. 7|5 =ol5tN| Q!

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

Ct2at 22 £20| EA|ELICH
NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ONTAP ZHEZ2{0f|A TLS PSKZ ONTAP &t A|AEIN| =7}etL|Ct.
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. TLS PSKE SAE 74 7|&20f| &TfL|Ct.

nvme check-tls-key --identity=1 --subsysngn=ngn.1992

-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey

-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert
CHE TLS 717t EA|=|0{0F BHL|Ct.

Inserted TLS key 22152a’7e

@ PSK:= Ctaat Z0] HA|EL|C NvMe1RO1 ALISHH O4 S AHES}7| WZO0|CE identity vl
TLS HEM|O|Z Ln2|F0f|A. Identity v1i2 ONTAPO|A X|&5t= Fet T RIL|C

=

8. TLS PSK7t SHIZH| &A= RA=X| &elgtict.
cat /proc/keys | grep NVMe

OlM| £ EAIRLICH

069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. MUE TLS PSKE ALE3H0{ ONTAP t9| A|ARI0| HABL|CE

a. TLS PSKE 2IQIsHM| Q.
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

Cteat 22 30| BA|ELICH
connecting to device: nvmel
a. list-subsysE &QIstN|R:
nvme list-subsys

OlH| £=12 EAIGLICH

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. CHAS 715t XIHEl ONTAP 5Hef A|AR0)| CHEE TLS HZES FelgtLCt.

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:

4c4c454400355910804bb2c04£444d33

Number of I/O Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:

d039%eab67a95

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

MEA: 2T EHE dERLC

2T 2H7t ASLICE

TLS-AES-128-GCM-SHA256
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