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NVMe-oF S AE 1M
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over Fibre Channel(NVMe/FC) % NVMe over TCP(NVMe/TCP) Z2E =8 X|gfL|Ct.
ANAE iSCSI %! FCP StZ0f| A ALUAHICHAE =2| BX| HMHA ) ST CHE B2 7|52
HlSgLCk.

of =pHofl CHaH
SUSE Linux Enterprise Server 15 SP72| NVMe-oF SAE L&M= CHS XY 9 7|52 AL S 4 J&LICH
T 2PEE AIESH| Mol 22Tl et Arg e A Estof gfL|Ct.

* A8 7Hs et XIJ:

> NVMe/FC(NVMe over Fibre Channel) 2|0 = NVMe over TCP(NVMe/TCP) X|¢l 1|0|E|E T{7|X| <]
NetApp Z2{3912 nvme-c1i NVMe/FC 2 NVMe/TCP HIQAH0|A 2 =0 CHSt ONTAP A5 HEE
HAlSLCE.

° SUBt SAENM NVMe X SCSI E2iT 2F M3 oS £0{, SCSI LUNO| CHa SCSI mpath E|HIO| A0
CH3H dm-multipathE 745t NVMe multipathE AL 3510 S AE0| NVMe-oF W AD|O|A CIHIO|AE
T & ASL|CH

° NVMe/FC Z2EZES AIE3I0{ SAN 222 X| 4 eL|Ct.

° ONTAP 9.12.15%E{ NVMe/TCP % NVMe/FCO| CHot QS QIBHE Q1F X| 0| = E[AUESLICE SUSE
Linux Enterprise Server 15 SP70{| A= NVMe/TCP % NVMe/FCO|| CHS QHHSH OIHHE Q15 S AtET
AUELIC.
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1. SAN 28! HIYAHO|AS 4 d5t0] TAE0] DT SL|CY.
2 "NVMe AEE[X| Z2H|XJ"HESHA L.

2. SAN & HJAH0|AT} DHEE ZEO Cis MH BIOSOIA SAN £E & 2dstetL|ct.

CtS =Atof| w2t X[l &|= %A SUSE Linux Enterprise Server 15 SP7 AT E |0 HM S 2Q15IM|R.

oHA|

lof "Ats 224 tfE2IA E'Linux 0S, AE HA OfHE{(HBA), HBA T¢0f, HBA £&! BIOS %

2% ONTAP

1. MH0|| SUSE Linux Enterprise Server15 SP72 MX[&L|Ct MX|7t b2 &[H XM El SUSE Linux Enterprise

Server 15 SP7 LS Aalistn Q=X 2HOISHAR.

uname -—-r

Ct2 o= SUSE Linux Enterprise Server {2 HX S Ho{FL|C},

6.4.0-150700.53.3-default

2. "NVMe-CLI" I§7|X| £ MX|gtL|C}.

rpm -galgrep nvme-cli

CHZ ool M= 28 EHELILE nvme-c1i H7|X] H7H:

nvme-cli-2.11+422.g9d31b1a01-150700.3.3.2.x86 64

3. E MX|EL|Ct 1ibnvme TH7|X];

rpm -galgrep libnvme

CH2 ool M= B8 EHELICE 1ibnvme TH7|X| BH:
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libnvmel-1.11+4.ge68a%lae-150700.4.3.2.x86 64

. 2AEO0|M hostngn XIS S QISHMIR. /etc/nvme/hostngn :

cat /etc/nvme/hostngn

CHS olo[A = EFE 2 EHELICE hostngn H:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

- & ERILICt hostngn 2XIEO0| 1t YX|LICH hostngn ONTAP HHE Q| dE St A|ARI0| CHet 2XHE:

Ho

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002

off 271

Vserver Subsystem Priority Host NQN

vs coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-0b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633
4 entries were displayed.

£ S ELIC} hostngn 2AFEO0| LX[SHA| RELICEH B AFESHUAL vserver modify @EES
() A=0i0l 8 ABI0IERLICt hostnan 2 LAISHE S ONTAP HIZ 59| AlARIS)
EXER)JLICH hostngn 2XHE A& /ete/nvme/hostngn TAE.,
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NVMe/TCP 51| A|ARI0 H[AADO|A
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Broadcom/Emulex

Broadcom/Emulex FC ({¥{E{& NVMe/FCE #dgfL|Ct.

EHA|

1. XIYE|= O ZES AFSSI A=X| =l Ct.

=

a. 22 0|E2 BAIHLICE
cat /sys/class/scsi _host/host*/modelname
Ct2at 22 £=0| EA|ELICH

LPe36002-M64
LPe36002-M64

cat /sys/class/scsi _host/host*/modeldesc
Ct= oot HI=xgt £20] EA|Z|0{0F LICt.

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. H% BroadcomZ AtE3I1 QA=K 2QUBILIC 1prc A0 & 22 HX[et E2t0[H:

a

a. Hello HES EA[LLY.
cat /sys/class/scsi_host/host*/fwrev
CHS GlolM = HAUH HT S EHELICE

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. 22 MX|g E2t0|H HTS EAISLICH

cat /sys/module/lpfc/version



Lt ool M= =20 MBS EHELIC

0:14.4.0.8

X EE|= O{HE] =2t0|H Sl Hello] HES| oixlf =5

rlo

E AXSHA LY 2EF HERA &

3. 9| of|& £30| 3 Ct3t 20| HHE[JA=X

Jhot

ISILICE 1pfc enable fc4d type.
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
4. O[L|A|O[O|Ef ZEE & %= U=X| SlgL|Ct

=

cat /sys/class/fc _host/host*/port name

Ct2 ololM= ZE IDE 2L}

0x10000090faelec88
0x10000090faelec89

o. O|LIA|Of0[Ef ZETt 2EtQ1 HEfQIX] HlgtL|Ct.
cat /sys/class/fc host/host*/port state

Ct2at 22 £20| EAIELIC

Online

Online

6. NVMe/FC O|L|A0][O|E IET} 2ot B ZETL HA|E|=X| geletL|Ct,

cat /sys/class/scsi_host/host*/nvme info
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Of| &l

=z

EHS BAIFLIL

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

Xmt 0000004ea0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
TEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

Marvell/QLogic
Marvell/QLogic H'HE{E NVMe/FCE A gfL|Ct.

1. X 2&l= o] =2tolH 5! HeYo] TS HAstn A=K 2HQletL|ct,

cat /sys/class/fc host/host*/symbolic name

Lt ool M= =210l 8! Hello] TS 2o FLICE

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. SOIBLICt gl 2xnvmeenable 7t AFEL|CH O22{H Marvell {EE{7} NVMe/FC Initiator2 X Sg

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

of

0z

xa4o 1QIL|C}

ACHA|: MEHXOZ 1MB I/0 &35}

ONTAP Identify Controller H|O|E{0{| A Z[CH C|O|E] M& 37|(MDTS)E 82 EIFL|Ct =, 2|Ci /O ¥ 37|=
disHg

ES
1MB7IX| 7tsELICE Broadcom NVMe/FC S AEO0| CHS 1MB 27]2] 110 R S &dlst2{H CtE2 =210k gLCH
lpfc 2| 7HX| 1pfc_sg seg_cnt DWWHSE 7|22t 640|1M 2562 = HAGL|CL

@ 0| EAlE= Qlogic NVMe/FC SAEO|= MEg|X| f&LICE

CHA|
1. "Ipfc_sg_seg_cnt O7HH-E 25622 H™BLIC



cat /etc/modprobe.d/lpfc.conf
CHS of|2t H| ==t Z2{0| FA|=[0{OF BfL|C,
options lpfc lpfc sg seg cnt=256

2. “dracut -fHHS Mt 1 SAEE HEEISHL|CY,

3. 9| 2t0] 2560IX| 1pfc sg seg cnt HQUPILICE

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

5CHA|: NVMe EE! MH|A &0l

SUSE Linux Enterprise Server 15 SP72 ALE6IH nvmefc-boot-connections.service 22|12 nvmf-
autoconnect.service NVMe/FCOl| ZetEl 2E MH|A nvme-cl1i I7|X|= AAR 28 Z0| At52=
MNEEEE SEELICH A|AR 2EIO| 25E[H 2E MH|AT} 2| J=X] 2HRIsHH 2.

THA|

1. 7t 2 M3tE|0] Q=X nvmf-autoconnect . service 2QI8HL|CH
systemctl status nvmf-autoconnect.service

OlM| €22 EAIRLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.



2. 7t ZM3tE|0] Q=X| nvmefc-boot-connections. service 2FQIEHL|CE
systemctl status nvmefc-boot-connections.service

OlM| £ FAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

6CHA: NVMe/TCP 1A

NVMe/TCP ZE2E 20| 22 X|SHK| auto-connect £&LICEH CHA NVMe/TCP EE= connect-all 22
TBOE A NVMe/TCP t9| A|ARDL HIYAHO|AS HMY & connect UELICH

|
1. O[L|AJ0][O|E] ZE T} X| ¥ E[= NVMe/TCP LIFOIA Z4 27 T|0|X| HI0|E & 7t E 5 =X &l

nvme discover -t tcp -w <host-traddr> -a <traddr>

10



Of| &l

£33 BAIFLICH

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

11



12

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

Ccp_sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t



2 o
grol

cp_sub

traddr:

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

192.168.211.70

nvme subsystem

not specified

subtype:
treq:

portid: 1
trsvcid: 4420
subngn:

ngn.1992-

08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t
cp sub

traddr:

eflags: none

sectype: none
localhost:~ #

E.“—I Ct.

192.168.111.70

= NVMe/TCP O|L|A[0f|O]E{-E}ZU LIF

x8t0| A

27 H|0|X| H|O|HE

nvme discover -t tcp -w <host-traddr> -a <traddr>

Ol &7]
nvme
nvme
nvme
nvme

3. =

AMUMBIL|CE nvme connect-all =50 X X|E=

discover
discover
discover

discover

tcp —w
tcp —-w
tcp —-w
tcp —w

192.
192.
192.
192.

168.111.
168.111.
168.211.
168.211.

80 -a 192.168.
80 -a 192.168.
80 -a 192.168.
80 -a 192.168.

MIO™
(X=X

111.66
111.67
211.66
211.67

CEINE =

2= NVMe/TCP O|L|A|Of|O|E{-E}2 LIFO| CH HH:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

13



ol 271

nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.67

SUSE Linux Enterprise Server 15 SP65E{ NVMe/TCP2| 7|2 MM Ct2nt ZELIC} ctrl-
loss-tmo A|ZH X0p7} SHH| | U SLICE Ol= MA| = Sl~00 ®THo| (273t THAIE) EF
() MAN=E 2502 748 Bt 982 ORI ctri-1oss-tmo AR Al AlZH £t 712t nyme
connect = nvme connect-all BH(ZM -1). 3, NVMe/TCP ZHEE2{= 4= Zoi7t
LMY= A7 Xap7t LHdsHR| ool 7|0t A AEiE S X|RLICEH
7CHA: NVMe-oF A5
72 L NVMe CHE 22 AEH, ANA AEH 5! ONTAP LI AH|0| AT} NVMe-oF TAI0f & etstx| etolgtL|Ct.

|

1. in-kernel NVMe multipath7} Z-83tE|0] Q=X| EelgtL|Ct.
cat /sys/module/nvme core/parameters/multipath

Ct3at 22 0| EAIELIL.

=

2. ZF ONTAP Y| AT 0|A0]| CHEH X E St NVMe-oF HH(0ll: NetApp ONTAP ZIEEZ AFE RH 9 2IRE
2HIoZ AYE 2C HWHA IPolicy?t SAEO| SHIEA BHE ==X &hlghL|Ct.
a. of2| A|ARIS EA[SL|CH
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Ct2at 22 20| EAIELIC

NetApp ONTAP Controller
NetApp ONTAP Controller

o
0z

HS EAILICH

14



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Ctgat 22 30| EA|ELICL

round-robin

round-robin

3. ZAEOM HIYATO| AT HEE| 1 SHIEH| HME|=X] =hQlstL|Ct.

=

nvme list

Oof|®| =71

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

4. 2t 229 ZIEE2| HE{Jt 2t0[20|11 SHHE ANA HEHQIX] 2HQIStL|Ct.

=

0
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Of| %l

£33 BAFLICH

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl

.sles



OlN| €212 EAIRLICH

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\
+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tcp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp

traddr=192.168.111.70, trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp

traddr=192.168.211.71,trsvcid=4420,src addr=192.168.211.80 live
non-optimized

9. NetApp Z2{1210f| 2t ONTAP HIJAMH0|A ZX|0f CHot SHHE 210] EA|=|=X| 2helefL|Ct.,



(o]
=

nvme netapp ontapdevices -o column

of| x| =27
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1 32£d92c7-

0797-428e-ab577-£fdb3£14d0dc3 5.37GB

JSONS E XA

nvme netapp ontapdevices -0 json

Oflxl 271

"Device":"/dev/nvme98n2",

"Vserver":"vs 161",

"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,
"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",

"LBA Size":4096,

"Namespace Size":5368709120,

"UsedBytes":430649344,

8CHA|: X

1>

sol ZM ZES2| BT
ONTAP 9.11.15%E| SUSE Linux Enterprise Server 15 SP7 S AE0]| CHSt H3 M A EEE1(PDC)
UELICt. PDC= NVMe 69| A|AR =7t EE= M| 2ot 4A 273 H|O|X| HIO|E{e| HAE At S X}
LX|St= ol Zagh|ot,

AH A
S
o=

0H1 mlm

18

k=13

OE

A
T



|

(=}
=)

|.

-

. 24M 20 10| x| HIO|EIS AFBE 4 LT O|LIA0O|E EES} EFA LIF T2t S
olztct.

—

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

19
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Of| &l

£33 BAIFLICH

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4



subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none

21



2.

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

M 319 A AR Th3t PDC A44:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

CtSat 22 £30| EAELCH

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. ONTAP ZAEE2{0{|M PDCIt MHE|U=X| &l StLCt.

22

vserver nvme show-discovery-controller -instance -vserver <vserver name>



OlN| €212 EAIRLICH

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

9|:|-7;||: O} XS} O|H =

HA|: Qb Qe 915 HF
ONTAP 9.12.15E{ SAECQI ONTAP HEE2{ 7k2| NVMe/TCP X NVMe/FCE E¢t QFH 3t oIt = Q150
X &gt

52 MFol2Y 2 SAE EEAE
L ZAES2{o| NONT BR|A7H P43t ol
HZE 7|2 QIAJsHOF BILICH.

E2{7t o] HEE|0] 0|0} EL|Ct pH-HMAC-CHAP 7| - NVMe SAE
Z H|Ho| ZToRUL|CL D E 21EstH NVMe SAE E= ZHEEZ 7}

CLI S 74 JSON IHUS AHSSIC] 0t T L 9153 M e 4 QUSLICL M2 Ch2 59| AIAHO| el T2
dhchap 7|E X|FdH0F ot 2 71 JSON IS AEHOf BfL

I}
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1. SAE NQN 7t 27|:

cat /etc/nvme/hostngn

2. SAEO| CH$t dhchap 7|5 MM stL|CH

CtE EH0iM= B 071 $H=0f| CHe gen-dhchap-key BEELICE

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0O = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512
. -n host NQN to use for key transformation

CHS ofl0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 M ElL|C}

nvme gen-dhchap-key -m 3 -n

ngn.2014-

08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3

DHHC-

1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1UAgliGgx
TYgnxukgvYedAS5Bw3wtz6sJINpR4=:

3. ONTAP HEEZ{0|M SAEE FII5t1

vserver nvme subsystem host
<subsystem> -host-ngn <host

T dhchap 7|1€ 25 X|IHEL|CH

add -vserver <svm name> -subsystem

_ngn> —-dhchap-host-secret

<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-

bit]8192-bit}

|2t= & 7HA ROl oI5 YHS X HELICE = AE0A ONTAP AEEE{0]

4. SAEL charst gl Qrursto :
HZo} T MElBt 91F o] w2t dhchap 71S XIFBILICE.



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

Fad28 AAFLICH nvme connect authentication @AE % ZHEEZ dhchap 7|12 2H215H0
ad.
o

0% 10

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. ZAEZ2{ dhchap 7|1E &tolgtLCt.

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

25
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o

rr

et ol = o7t Lot ASLICE

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sJINpR4=:

JSON It

ONTAP ZHEE2 THUM {2 NVMe MEA|AHIS AI2S £

o
connect-all AF2E £+ /etc/nvme/config.json USLICH

IS MMSHH™ -0 FMS ALETILICH XHM[S 12 M2 NVMe Connect - 25 AEA I|0|X|E

1. JSON It 714:



OlN| €212 EAIRLICH

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

27



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ 22| o™l M = dhchap key of siEsta off dhchap secret dhchap ctrl key
dhchap ctrl secret SHERLICE

2. config JSON IS A0 ONTAP HES2{0f| HZRtL|CH
nvme connect-all -J /etc/nvme/config.json

Ol®l £HS EAIRLIC

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. 2t 5te| AIAHIOf CHal s ZIEZ210] Chel dhchap =7t &-d2te|0] U=X| EletL|Ct.

a. ISAE dhchap 7| &QlgiLLCt.

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



Ct2at 242 £=0| EA|ELICH
DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:
b. ZAEZ2{ dhchap 7|1E &tolgtLCt.

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Ct2at 22 20| EAIELIC.

DHHC-

1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3gjJU++yR8s=:

10THA|: W& AE 22t +14

TLS(ME AlE E2h= NVMe-oF 2&59} ONTAP 012{|0] ZF NVMe HZE ¢|ot ot

£= 7l gt Rt AootE
HSEfLICE ONTAP 9.16.152E CLI X FHE M 37 7|(PSK)E ALE5I0] TLS 1.32 #4Y =+ AFLIC

Of ZhHofl CHaH

ONTAP ZHEZE2{0f| A CHAE ™SI E X| ™ot RE H|Qlst, o] BXte| 2 E tHA= SUSE Linux Enterprise
Server SAEO|| A £SSEL|CT

SHOISHM[R. kt1s-utils , openssl, A2|1 libopenssl TAE0| AX|El I{7|X]:
a. 2QISICt kt1s-utils:
rpm -ga | grep ktls
CtEat Z2 £30| EA|EL|CH
ktls-utils-0.10+33.9311d943-150700.1.5.x86 64
a. SSL Ij7|X|E =Ql5HN|R:

repm -ga | grep ssl
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libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. Ct20f chsll SHtEAH 2HE0 A=X| AT /etc/tlshd. conf.

cat /etc/tlshd.conf

Ol"l £HS EAIRLIC

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. A|AH! 2EI A| A|Z M5} +1shd:

systemctl enable tlshd

4. ¢|20| A# ZQIX| t1shd &QIEtL|C}.

30
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systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers

Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd

Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. C}38 A8t TLS PSKE nvme gen-tls-key MAEILICE,
a. SAEE ZOIsHM|R:
cat /etc/nvme/hostngn
ctent 22 F2io| EAIELICE
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
b. 7|5 =ol5tN| Q!

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95: subsystem.nvmel

Ct2at 22 £20| EA|ELICH
NVMeTLSkey-1:01:C50EsaGtuOp8n5fGESEuUWjbBCtshmfoHx4XTqTJUmydf0gIj:

6. ONTAP ZHEZ2{0f|A TLS PSKZ ONTAP &t A|AEIN| =7}etL|Ct.
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nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. TLS PSKE SAE 74 7|&20f| &TfL|Ct.

nvme check-tls-key --identity=1 --subsysngn=ngn.1992

-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey

-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert
CHE TLS 717t EA|=|0{0F BHL|Ct.

Inserted TLS key 22152a’7e

@ PSK:= Ctaat Z0] HA|EL|C NvMe1RO1 ALISHH O4 S AHES}7| WZO0|CE identity vl
TLS HEM|O|Z Ln2|F0f|A. Identity v1i2 ONTAPO|A X|&5t= Fet T RIL|C

=

8. TLS PSK7t SHIEH| A=A =X| &elgtict.
cat /proc/keys | grep NVMe

OlM| £ EAIRLICH

069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. HUE TLS PSKE ALE3H0{ ONTAP 5t¢| A|ARI0| HABL|CE

a. TLS PSKE 2IQIsHM| Q.
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

Cteat 22 30| BA|ELICH
connecting to device: nvmel
a. list-subsysE &QIstN|R:
nvme list-subsys

OlH| £=12 EAIGLICH

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. CHAS 715t XIHEl ONTAP 5Hef A|AR0)| CHEE TLS HZES FelgtLCt.

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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EHS FAIFLIC

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

vs 1scsi tcp
nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:

4c4c454400355910804bb2c04£444d33

Number of I/O Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:

d039%eab67a95

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

MEA: 2T EHE dERLC

2T 2H7t ASLICE

ONTAPZ A25t= SUSE Linux Enterprise Server 15 SP62

NVMe-oF SAE 1A

NVMe/FC(NVMe over Fibre Channel) 5! 7|Et &2 E 2ot NVMe-oF(NVMe over

TLS-AES-128-GCM-SHA256



Fabrics)= ANA(Asymmetric Namespace Access)’} = SUSE Linux Enterprise Server
15 SP6O]| CH3l X| A ElLICH. NVMe-oF 282 2, ANA= iSCSI % FCP 20l M ALUA
s 2=t SYsHH 712 L NVMe CHE 228 Solf Lo ELICL

ONTAPE AFE36H= SUSE Linux Enterprise Server 15 SP62| NVMe-oF S A E 140]| CHsl| CHS X2 At2S &
UA&LICE.

STt SAEO0|A NVMe % SCSI EeT] M3l o€ S0{, SCSI LUNO]| CisH SCSI &X|0f| CHsH dm-multipathE
T8t NVMe multipathE AF38H0] S A E 0| NVMe-oF HAAHO|A EX|E LHE 4= mpath USLILCE.

* NVMe over TCP(NVMe/TCP) X NVMe/FC X|® 0] AL HO|E|E I{7|X|2| NetApp Z2{ 1210l nvme-c1i
NVMe/FC % NVMe/TCP Wi A0 A RZ0j| LSt ONTAP M8 HEE EAE 4 AELICEH

XEElE ol te RtMet L8R & "= 284 IIEEA E"EHRNAIL.

I %

* 2% NVMe-oF ZEEZS AFE¢F SAN 282 X| &= X| gf&LICE
* SUSE Linux Enterprise Server 15 SP6 SAEN A= NetApp sanlun SAE QEZ|E|E NVMe-oF 0| AF2E

7 UELICE A 2= NVMe-oF H&0]| ChHsl 7|2 o7 |X[of] ZHEl NetApp E2{ 1015 MEE £ nvme-cli
olAL|C}
M- .

NVMe/FC 74

ONTAP 1M & A25H= SUSE Linux Enterprise Server 15 SP62| Z<2 Broadcom/Emulex FC &
Marvell/Qlogic FC HHE{E ALE5I0d NVMe/FCE #8E = J&LICL
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Broadcom/Emulex
Broadcom/Emulex FC ({¥{E{& NVMe/FCE #dgfL|Ct.

EHA|

cat /sys/class/scsi_host/host*/modelname

oflx| &=

LPe32002 M2
LPe32002-M2

cat /sys/class/scsi host/host*/modeldesc

oflx &=

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. HEE|= Emulex HBA(ZAE HA OHHE]) Yo HAS A8t U=X| SISt CY,

cat /sys/class/scsi_host/host*/fwrev

oflx &=

14.2.673.40, sli-4:2:c
14.2.673.40, sli-4:2:c

4. UEE|= Ipfc E2I0|H HT S AFSIL A=A =HQIStL .

cat /sys/module/lpfc/version

oflx &£

0:14.4.0.1

O. O|LIA|OO[E] ZEE & 4= A=K| eeletL|ct.



cat /sys/class/fc host/host*/port name

oflx| &=

0x10000090faeclec88
0x10000090faelec89

6. O|L|A0l|0|E] ZET} 22t2l MEfQIX| &ltL|Ct.

=

cat /sys/class/fc host/host*/port state

ofl® =

Online

Online

7. NVMe/FC O|L|A|0i[O|E] ZET} 2= BRI ZETJL HA|E|=X| gelgL|Ct,

cat /sys/class/scsi _host/host*/nvme info

CtZ ool M= OILIAOf|O]E] ZE LTt At S A e F 71| BRI LIF2 HZEEL|C}
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OlN| €212 EAIRLICH

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN x20000090faelec88
DID x0al300 ONLINE
NVME RPORT WWPN x2070d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0a05 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e3dfb8 Issue 0000000014e308db OutIO
fEffffffff££2923
abort 00000845 noxri 00000000 nondlp 00000063 gdepth 00000000
wgerr 00000003 err 00000000
FCP CMPL: xb 00000847 Err 00027f£33
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN x20000090faelec89
DID x0al200 ONLINE
NVME RPORT WWPN x2071d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0305 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e39f78 Issue 0000000014e2b832 OutIO
ffffffffffff18ba
abort 0000082d noxri 00000000 nondlp 00000028 gdepth 00000000
wgerr 00000007 err 00000000
FCP CMPL: xb 0000082d Err 000283bb

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP6 7{20f| L&t 7|2 2r2 MX[g gla2xxx E2I0|H0fl= £ & =X
Ar2o| ZZEHE|0 USLICEH O|2{8 8 AtEt2 ONTAP X[ 0ff EaHlL|Ct,

Marvell/QLogic O{'HE| & NVMe/FCE #dgfL|Ct.
ChA|

1. X|=l= O E] =20l 2 Heo| TS HAHst D U=K| QIS Ct

cat /sys/class/fc _host/host*/symbolic name



oflx &=

QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k
QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k

2. £ 2OIBtL|Ct gl2xnvmeenable D7 H4E 12 M™EL|CE

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

1MB 1/0 27| g-dsK(Z M)

ONTAP Identify Controller G|O|E{0f|A] Z|CH CJ|O|E{ & 37|(MDTS)E 8% E11gL

1MB7IHX| 7t SELICE Broadcom NVMe/FC @ AEN| CHSH 1MB 27(2] 110 28

=14
=

1pfc | 7tX| 1pfc_sg seg cnt IWWHSE 7|27} 64011 2562 = HATL|CH

(D 0| EHA|= Qlogic NVMe/FC S AE0|= M| X| gt&LCt.

':f71|
. Ipfc_sg_seg_cnt' Ii7HHTE 25622 A SLICE

cat /etc/modprobe.d/lpfc.conf
CHE ofl2t H| ot Z2{0| T A|E[0{OF BfLIC},
options lpfc lpfc sg seg cnt=256

2. *dracut -FHHS Adst 0 SAEE IHEEIBHLCE,

3. 9| 2t0] 2562IX| 1pfc sg seg cnt HQUFLICE

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

NVMe AMH|A 2Hol

SUSE Linux Enterprise Server 15 SP65E{ nvmefc-boot-connections.service NVMe/FC 7| X| Of
F0| AtS 22 A|IZHEILICE.

TStEl B nymf-autoconnect.service 58 MH|AJ} nvme-c1i A|AH EE
A AHI REIO| 2t E[H 2E MH| AT} 2SR} =X] =2HelsHof ghL|C,

|

=
ST

[CH 110 8 37|=

C} = %
dste{™ Cta 2 s2{0f gLct
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1.

MOtE| Q=X| nvmf-autoconnect . service &QISL|CH

systemctl status nvmf-autoconnect.service

OlN| &= EAIGLICH

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4cab6 is

already connected

systemd[1]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. 71 ZM3IE|0] Y =X| nvme fc-boot-connections.service 2QI8fL|C

40

systemctl status nvmefc-boot-connections.service



OlN| €212 EAIRLICH

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

NVMe/TCPE M gtL|Ct

NVMe/TCPOl= XI5 HZ 7|50| S&LICE CHAl NVMe/TCP EE= connect-all HYUS 502 $8i510]
NVMe/TCP | A|AE D} L RJAHO|AE HMS £ connect YELICE.

|

1. O|L|A|0flO]E] ZET} X[ &&= NVMe/TCP LIFOlA 244 27 T0|X| Cl0|E{E 7tME = AU=X| =eletL|Ct.

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Of| &l

£33 BAIFLICH

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé



subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1
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2. Ct2 2= NVMe/TCP O|L|A|O{|O|E{-E}2Zll LIF

44

traddr:

eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype:
treq:

portid: 1
trsvcid: 4420

subngn:

ngn.1992-

192.168.211.66

not specified

nvme subsystem

08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp

1

traddr:

eflags: none

sectype: none

sfolgtLct.

nvme

ol® =3

= AI?)'H'&:'
= oH

ol® =

nvme
nvme
nvme

nvme

discover -t

discover -t
discover -t
discover -t

discover -t

LICt nvme connect-all =E0| 22X X|&E|&=

connect-all

connect-all
connect-all
connect-all
connect-all

tecp

tcp
tcp
tecp
tcp

-t

192.168.111.66

W

W

-—W

tcp

tcp
tcp
tcp
tcp

Zsto| M 271 I|0|X| H|O|E S

<host-traddr> -a <traddr>

192.
192.
192.
192.

168.
168.
168.
168.

111

111.
211.
211.

.79 =a 192,
79 -a 192.
79 -a 192.
79 -a 192.

168.
168.
168.
168.

111

<host-traddr> -a <traddr>

192.
192.
192.
192.

168.
168.
168.
168.

111.79 -a
111.79 -a
211.79 -a
211.79 -a

192.
192.
192.
192.

168.
168.
168.
168.

M
(=]

111.
211.
211.

nbsle]
S ==

.66
67
66
67

111.
111.
211.
211.

66
67
66
67

242

2= NVMe/TCP O|L|A[0f|O[E{-E}2I LIFOi| CHet B

24
o o



SUSE Linux Enterprise Server 15 SP65E{ NVMe/TCP A|Zt H[to]| CHt 7|2 HAO| ctri-
loss-tmo HELICE CHA| Al 3140 H|EtO| uA—D:i(EX‘HOI' CHAl A|) EE= nvme connect-

@ all D=|E=1(2A=| - )o Areg  EX™ AIZF X3} 7|2HE nvme connect £SO E FAME ZIQ T}
ctrl-loss-tmo SA&LICE B NVMe/TCP ZHEE2{= Z = Zof 2 Al A|ZH X147}
LMSIX| ptoH RI(ot AAE MEHE RXRILICH

NVMe-oFE ZAZ&LICt
CtS Z=Ktof| 2t ONTAP 40| E el SUSE Linux Enterprise Server 15 SP62| NVMe-oFE HAS L.

A

1. 714 L NVMe CHE Z27t 23t =X] &2l

—_-

Jlot

cat /sys/module/nvme core/parameters/multipath

=2

|4 2t "vrduch,

2. SAE0| ONTAP NVMe U A Do A0 CHSE SHIE HEE2 ZHO| Q=X EelgfL|Ct
cat /sys/class/nvme-subsystem/nvme-subsys*/model

ol® =

NetApp ONTAP Controller
NetApp ONTAP Controller

3. 8=t ONTAP NVMe I/0 ZIEE2{0f| LSt NVMe 1/O S &olst|ct.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

oflx &=

round-robin

round-robin
4. ONTAP HIUAHO| AT} SAEO| BA|Z|=X| 2HolEtL|Ct.

nvme list -v
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5.

46

OlN| €212 EAIRLICH

Subsystem Subsystem—-NON
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d
hcha p nvme0O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.79 nvme-
subsys0 nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.111.67,trsvcid=4420,host traddr=192.168.111.79 nvme-
subsys0 nvmeOnl

nvme2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFF tcp
traddr=192.168.211.66,trsvcid=4420,host traddr=192.168.211.79 nvme-
subsys0 nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.211.67,trsvcid=4420,host traddr=192.168.211.79 nvme-
subsys0 nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB +

0B nvmeO, nvmel, nvme2, nvme3

2o| AEER HE{7} 210 20|11 SHHE ANA HEHQIX| =olgtL|Ct,

—

nvme list-subsys /dev/<subsystem name>



NVMe/FC

nvme list-subsys /dev/nvme2nl

Of| %l

£33 BAFLICH

nvme-subsys2 - NQN=ngn.1992-
08.com.netapp:sn.06303c519d8411ecad468d039%ea36al06:subs
ystem.nvme
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0056-5410-8048-c6c04£425633

iopolicy=round-robin

\
+- nvmed fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210dd03%ea359%9e4a, host traddr=nn-0x2000f4c7aalcd7ab:pn-
0x2100f4c7aalcd7ab live optimized
+- nvme6 fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210ad03%ea359%e4a, host traddr=nn-0x2000f4c7aalcd7aa:pn-
0x2100f4c7aalcd7aa live optimized

NVMe/TCP

nvme list-subsys
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6. NetApp £2171210f ZF ONTAP LIJAH[0]A ZX|of Ciet SHHE 2h0| EAIE=X|

48

OlN| €212 EAIRLICH

nvme-subsysl - NQN=nqgn.1992-
08.com.netapp:sn.8b5ee9199ff411eead468d039%a36al06:subsystem.nvme

_tep 1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmed tcp
traddr=192.168.
c addr=192.168.
+- nvme3 tcp
traddr=192.168.
c_addr=192.168.
+- nvme2 tcp
traddr=192.168.
c_addr=192.168.
+- nvmel tcp
traddr=192.168.
c_addr=192.168.

111.66,trsvcid=4420,host traddr=192.168.111.

111.

211.
111.

111.
111.

211.
111.

79 live

66, trsvcid=4420,host traddr=192.168.211.

79 live

67,trsvcid=4420,host traddr=192.168.111.

79 live

67,trsvcid=4420,host traddr=192.168.211.

79 live

etolgfLct.

—

79, sr

79, sr

79, sr

79, sr



(o]
=

nvme netapp ontapdevices -o column

o[l ==
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 192 /vol/fcnvme vol 1 1 0/fcnvme ns 1

c6586535-da8a-40£fa-8c20-759ea0d69d33 20GB

JSONS EZESHAIR

nvme netapp ontapdevices -o json

OlN| 212 EAIRLICH

{

"ONTAPdevices": [

{

"Device":"/dev/nvmeOnl",

"Vserver":"vs 192",

"Namespace Path":"/vol/fcnvme vol 1 1 0/fcnvme ns",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-75%9ea0d69d33",
"Size":"20GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

AT AN PESRIS S

=1 = —

ONTAP 9.11.15E{ SUSE Linux Enterprise Server 15 SP6 SAEO0]| Cigt G HM HEZE2{(PDC)S MMst 4
UAELICt. PDCE NVMe 69| A|ABIO| 7} L= A Zdat AA 27 10| X| C|0|E{ Q] HA AteS AH50=2
ZX[st7| 2ls ZeBtL|ct,

=



50

- dM 23 HO|X| HIO|H E AFEE 4= A1 O|LIA|Of|O]E ZES} B LIF &S S

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

ZA AHSH
o=

A
T

ol
PN

=Xl



Of| &l

£33 BAIFLICH

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé
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subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1



traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

2l A AE0f| CHet PDC H4:
nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

of|xl ==

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.666 -p

3. ONTAP ZAEE2{0{|M PDCIt MHE|U=X| &l StLCt.

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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vserver nvme show-discovery-controller -instance -vserver vs nvme79
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-c0a6-11ec-9731-d039%eal65abc Logical
Interface:

CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth:
32

Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaa5-d039eal65514

Hottigu ol5s AE L ct

ONTAP 9.12.152E| SUSE Linux Enterprise Server 15 SP6 SAEQ ONTAP ZAEE2{ 70l NVMe/TCP &
NVMe/FCE Sdll E¢t oIt E QIF 0| X[ EL|CE.

HotoIE S HHSIHH 2 S AE = ZEEDI} of| HEE|0] A0OF LTt DH-HMAC-CHAP 7| - NVMe ZAE
L= AES2{Q NQNZF 2#2[X7t et 215 H2 | = RILICt. T[0{E 2ASF3I2{H NVMe 2 AE = ZHEEZ 7}
mojet HZEl 7|E A Al6lof gL Ct.

CLI = 4 JSON THYUS AFESIY 2ot TH LY 9152 MRS & ULLICE M2 CHE 8t9l AlARof| Chef CH2
dhchap 7|£ X|Z80f 5= 22 4 JSON IS AFESHOF BfL|Ct.
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1. SAE NQN 7tN 27|
cat /etc/nvme/hostngn

2. SUSE Linux Enterprise Server 15 SP6 @ AE0| CH$t dhchap 7|5 MM etL|Ct

CtE EH0iM= B 07 H=~0f| CHe gen-dhchap-key BEELICE

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0O = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

CHS ofl0i M= HMACO| 3(SHA-512)2 2 ME &l 219|9| dhchap 7|7t A4 M ElL|C}

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-b46a-174ac235139%b
DHHC-

1:03:J2UJQfj9f0pLnpF/ASDIRTYILKIRr5CougGpGdQSysPrLu6RW1 £G15VSibeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. ONTAP ZHEE2{0|N SAEE FII6t1 & dhchap 7| € 25 X[ ™EL|CH,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-

256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

SAEE e Sl reko|2tE £ M| ROl oIF UHE X|HELILE 2 AE0A ONTAP AEEE{0
HZstn MEtst Q1F L Wet dhchap 718 AIFRLICE



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

22 AMELICH nvme connect authentication TAE 5 ZHAEEZ dhchap 7|12 &HQI6H0d

EE

0% 10

a. SAE dhchap 7| &QIgtLC}.

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

cher Aol tict = oM E EAIRLICH

LLO o

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uUNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIR]O
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

b. ZAEZ2{ dhchap 7|2 &QlgtL|Ct.

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



o

rr

et ol = o7t Lot ASLICE

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJibkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITE3CcrX
eTUB8fCwGbPsEyz6CXxdQJiokbndIzmkFU=:

JSON It

ONTAP ZHEE2 THUM {2 NVMe MEA|AHIS AI2S £

o
connect-all AF2E £+ /etc/nvme/config.json USLICH

IS MMSHH™ -0 FMS ALETILICH XHM[S 12 M2 NVMe Connect - 25 AEA I|0|X|E

1. JSON It 714:
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cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3ZZfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8jTgBF2UbNk3DK4w
fk2EptWpnal rpwG5CndpOgxpRxh9m4 1w=:"

by
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"subsystems": [

{
"ngn":"ngqn.1992-
08.com.netapp:sn.48391d66cl0abllecaaa5d039ealb5514:subsystem. subs
ys_CLIENT116",

"ports": [
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
by
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvecid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
br

{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
}y



"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
}

[a—

£ Tt

@ 212] o|H[0l A = dhchap key Ofl 823t 0 dhchap secret dhchap ctrl key
dhchap ctrl secret SHEELICE.

2. config JSON I 2 AR50 ONTAP ZHEE2{0f| HZEEL|C
nvme connect-all -J /etc/nvme/config.json

OlM| £215 EAIRLICH

traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.111.67 is already connected

3. 2+ 5t AAHI0) Chal sie ZAEZ2{0] CHoll dhchap =7t &d%tE|0] =X EelgtL|Ct.

a. SAE dhchap 7| &QIgtLC.



cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

oflx| &=

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg:

b. ZAEZ2{ dhchap 7|5 &QlgtL|Ct.

=

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

olx &=

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZBAVLNLH4 z8CvKTpV
YxN6S5f0OAtaU3DNil2rieRMfdbg3704=:

M& AE Horg et Ct
TLS(HS AZ E2h)= NVMe-oF SAEQF ONTAP 0{2{|0] ZF NVMe HZ S 2[5 otHTH A= E Qe ASSE
HISELICH ONTAP 9.16.15E CLI Y #FHE AMH 37 7[(PSK)E AHESHH TLS 1.38 S 4 JAELICE

Of ZfHofl CHaf

ONTAP ZHEZE2{0f| A CHAE ™SI E X| ™ot HRE H|Qlst, o] BXte| 2 E tHA= SUSE Linux Enterprise
Server SAEO|A $&EHL|C.

ChA|
1. SAEQ| CH2 ktls-utils, openssl X libopenss| I{7|X| 7t A X| [0 JL=X| &tQlgtL|Ct,

d. rpom -ga | grep ktls
ol ==

ktls-utils-0.10+12.9c3923£7-150600.1.2.x86 64

b. rpm -ga | grep ssl
oflx| =3

openssl-3-3.1.4-150600.5.7.1.x86 64
libopenssll 1-1.1.1w-150600.5.3.1.x86 64
libopenssl13-3.1.4-150600.5.7.1.x86 64
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2. Ch20l| CHal SHtEA| B E0] A=X| &ISLICH /etc/t1shd. conf.

cat /etc/tlshd.conf

OlM| £ FAIRLICH

[debug]

loglevel=0

t1ls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

systemctl enable tlshd
4. f20| 4 F2IX| t1shd HAFL|CE

—

systemctl status tlshd
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tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. LIS 2 A8t TLS PSKE nvme gen-tls-key MAPIL|CH

a. cat /etc/nvme/hostngn
Of|H| ==

ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-3a68dd3b5c5f

b. nvme gen-tls-key --hmac=1 --identity=1 --subsysngn=nqgn.1992
-08.com.netapp:sn.1d59%9a6b2416bllef9ed5d039%ab0acb3:subsystem.sleslb

of| =l ==

NVMeTLSkey-1:01:dNcby017axByCko8Givz009zG1gHDXJCN6KLzvYoA+NpT1luD:

6. ONTAP 012{[0[0f|A{ ONTAP &t9| A|AEI0] TLS PSKE F7&tLCt.

vserver nvme subsystem host add -vserver slesl5 tls -subsystem sleslb
—-host-ngn ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-1lea-8fee-
3a68dd3b5c5f -tls-configured-psk NVMeTLSkey-
1:01:dNcby017axByCko8Givz009zGlgHDXJICN6KLzZVYOA+NpTluD:

7. SUSE Linux Enterprise Server SAE0|A TLS PSKE SAE 7{2 7|20 &UErL|CE.
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nvme check-tls-key --identity=1 --subsysngn =ngqn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
-—keydata=NVMeTLSkey
-1:01:dNcby017axByCko8Givz009zG1lgHDXJCN6KLzvYoA+NpTluD: --insert

oflx &=

Inserted TLS key 22152a'e

@ PSKE TLS $HEM|0|2 & 112|F9| "identity v1"S AF2SH7| LH20| "NVMe1R01"2 2
HA|ELICE Identity vi2 ONTAPOA X|@st= RYsH HMQLICE.

8. TLS PSK7t SHIEZA| M U=IA=X| =elgtL|ct.

cat /proc/keys | grep NVMe

ofl® =
22152a7e I--Q-—-- 1 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid: £fa0c815-e28b-4bbl1-8d4c-7c6d5e610bfc
ngn.1992-

08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%eab0acb3:subsystem.slesl5
UoP9dEfvuCUzzpSO0DYxnshKDapZYmvAQO/RJJ8JAgmAo=: 32

9. SUSE Linux Enterprise Server SAE0|A AU Zl TLS PSKE A3t ONTAP 52| A|AEIN| HZTL|CH
a. nvme connect -t tcp -w 20.20.10.80 -a 20.20.10.14 -n ngn.1992-
08.com.netapp:sn.1d59%9a6b2416bllef9ed5d03%eab0acb3:subsystem.slesl5
--tls key=0x22152a7e --tls

ol® =

connecting to device: nvmeO

b. nvme list-subsys



oflx &=

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
hostngn=nqn.2014-08.org.nvmexpress:uuid: ffalc815-e28b-
4bbl-8d4c-7c6d5e610bfc
iopolicy=round-robin
\

+- nvmeO tcp
traddr=20.20.10.14, trsvcid=4420,host traddr=20.20.10.80,src addr=20.2

0.10.80 1live

10. CH&r2 F=715tn X|ZEl ONTAP k9l A|AE0) CHot TLS HZE S golgtLct

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5 -instance

64



Of| &l

£33 BAIFLICH

(vserver nvme subsystem controller show)

Vserver Name: slesl5 tls
Subsystem: sleslb
Controller ID: 0040h

Logical Interface:
Node:
Host NQN:

slesl5t ela 1
A900-17-174
ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

Transport Protocol:

nvme-tcp

Initiator Transport Address: 20.20.10.80
Host Identifier:
ffal0c815e28b4bbl8d4c7c6d5e610bfc

Number of I/O Queues: 4

I/0 Queue Depths: 128, 128, 128, 128
Admin Queue Depth: 32
Max I/0 Size in Bytes: 1048576
Keep-Alive Timeout (msec): 5000

Vserver UUID:

1d59%a6b2-416b-11lef-9ed5-

d039%eab0achb3
Subsystem UUID: 9b81e3c5-5037-11ef-8a90-
d039%eab0ac83
Logical Interface UUID: 8185dcac-5035-11lef-8abb-
d039%eab0acb3
Header Digest Enabled: false
Data Digest Enabled: false
Authentication Hash Function: -
Authentication Diffie-Hellman Group: -
Authentication Mode: none
Transport Service Identifier: 4420
TLS Key Type: configured

TLS PSK Identity:

NVMelR0O1l ngn.2014-

08.org.nvmexpress:uuid: ffal0c815-e28b-4bbl1-8d4c-7c6d5e610bfc

ngn.1992-

08.com.netapp:sn.1d59%a6b2416bllef9%ed5d039%eab0acb3:subsystem.sleslb

UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJIJ8JAgmAO=

TLS Cipher:

TLS-AES-128-GCM-SHA256

2T 2

2T EX7t RS LI



ONTAPZE AI23t= SUSE Linux Enterprise Server 15 SP52
NVMe-oF SAE 1M

NVMe/FC(NVMe over Fibre Channel) % 7|Et &2 ot NVMe-oF (NVMe over

Fabrics)= ANA(Asymmetric Namespace Access) I = SUSE Linux Enterprise Server

15 SP501| CHaH K| EILICE. NVMe-oF &tZ2| 22, ANAE= iSCSI 8! FCP £H30{| A ALUA

s 2=t SYUsHH 712 L NVMe CHE 228 Solf Lo ELICL

ONTAPZ AF23t= SUSE Linux Enterprise Server 15 SP52] NVMe-oF S A E M0]| CHdl| CHS X[ ¥ S AIEE £
Ql&LICk.

* NVMe %! SCSI| E2fEig 25 St SAENA AdlE £ QJELICE [M2tA SCSI LUNS| Z2 SCSI mpath
ZEX|ofl thal dm-multipathS ?“g%* 2= AUX|3E NVMe multipathE AF238H0] SAE0| NVMe-oF WA 0| A
KE e = JUSLICE

* NVMe/FC 2|0 NVMe over TCP(NVMe/TCP) X[ NetApp Z2{19/2 7|2 HZELICt nvme-cl1i If7|X[0f|=
NVMe/FC % NVMe/TCP U AH O] A0 CHEE ONTAP M2 ME 7 EA|ELICEH

XEl= F40f Tigt XEMISE LIER2 & "d= 284 IERA S'HASHIAL.

8ot I+ HM ZIEZE2{(PDC)E A # LI

* %X NVMe-oF Z2E =S A0 SAN 282 X[ E|X| f&LICt

[t2tA| SUSE Linux Enterprise Server 15 SP5 A E0|A] NVMe-
M%’% = RSLICEH 2E NVMe-oF &0 Chal 7|2 NVMe-CLI THZ | X[ of|
Ct.

H
ot
pul

Z

9,

>

o

o

][

_'"E
Ml
2

0
0_5 Ho

NVMe/FC 34

Broadcom/Emulex FC EE£ Marvell/Qlogic FC ({#E{0]| CHH NVMe/FCE AT 4 UELICE.
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Broadcom/Emulex
CHA|

1. Y% O|E| RS AL U=K| gfeletL|ct.

=

cat /sys/class/scsi _host/host*/modelname

- &2 0l

LPe32002 M2
LPe32002-M2

cat /sys/class/scsi _host/host*/modeldesc

o

=5 0o *

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. HEE|= Emulex HBA(ZAE HA OJHE]) WYY 0] HHS ARSI U=X| EQlgfL|Ct,

cat /sys/class/scsi _host/host*/fwrev

o

=3 0f *

14.0.639.20, sli-4:2:c
14.0.639.20, sli-4:2:c

4. FEE|= Ipfc EEI0[H HTE S AFE3t 1D A=K| QIS

=

cat /sys/module/lpfc/version

o

=5 o *

0:14.2.0.13

O. O|LIA|OO[E] ZEE & 4= A=K| efeletL|ct.

=
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cat /sys/class/fc host/host*/port name

=5 o *

0x100000109b579d5e
0x100000109b579d5f

6. O[L|AO0Ef ZET} 22tQl MEfRIX| ZhelgtL|Ct.
cat /sys/class/fc host/host*/port state
=

Online
Online

7. NVMe/FC O|L|A|0I|O|E ZET} 2= BRI ZEJL HA|E|=X| ZelgiL|Ct,

cat /sys/class/scsi_host/host*/nvme info

o ZFH o

CtZ oflofl M= OILIAOf|O]E] EE LTt At S A e F 71| BRI LIF2 HZEL|CE



NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC *ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

ES ML

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP5 {20l gzl 7|2 22 MX|g gla2xxx E2H0|H0ll= £ A X
Argto| ZEe|of QUELICE of2{et 3 AFE2 ONTAP X0l B=yL|Ct,

1. X|=l= O E] =2t0|H 2 HYo| TS HAHst D A=K QIS Ct
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cat /sys/class/fc host/host*/symbolic name

o ZF o

QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k
QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k

2. £ 20I8tL|C} gl12xnvmeenable Of7 HE&E= 12 MM ELICE.

cat /sys/module/qlaZ2xxx/parameters/gl2xnvmeenable
1

1MB 1/0 37| &M (ZN)

|cH 1/0 @8 37|=

ONTAP Identify Controller G|O|E{0{| M Z|CH H|O|E{ M4 A7|(MDTS)S 82 E1gL|Ct &, X
AStHH Ch3 S =00F gLt

1MB7ItX| 7tsELICt. Broadcom NVMe/FC SAEM| CHs 1MB 27(2] 1/0 H S &3l
1pfc O 7tX| 1pfc sg seg cnt DWHHSE 7|27 6401 2562 = HASL|CH

@ 0| EHAl= Qlogic NVMe/FC SAEO|= M| X| Q&LICt,

ChA|
1. "Ipfc_sg_seg_cnt O7HHSE 2562 2 A™BLIC

cat /etc/modprobe.d/lpfc.conf
CtE ofl2t H| =t Z240| FA|E[0{OF BfLIC},
options lpfc lpfc sg seg cnt=256

2. *dracut -fFHHS MWD SAES MYRE LT

3. 2| 2t0] 256QIX| 1pfc sg seg cnt HQUPILICH
cat /sys/module/lpfc/parameters/lpfc sg seg cnt

NVMe A{H|A 2HM5}

Ol= 27FX| NVMe/FC 28 MH|ATZF ZEE| /}ESLICE nvme-cl1i J2{Lt IfF|X|= 8t JLICH nvmefe-boot-
connections.service A|AR 2E Z0j| A[ZSIEE HAE[0] UELICEH nvmf-autoconnect.service O|(
71) gdotE|X| AJXASLICE MEIN S22 2 AESIEE HN60F SLICH nvmf-autoconnect . service B
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=2 A|A”EIS REELIC

2 M3} nvmf-autoconnect . service:

— N ]

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

nvmf-autoconnect.service A|ABl BEl = 8l “phymefc-boot-connections.service 7t &

SUX| ehelgfLct.

- 52 0]+
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

NVMe/TCPE A SHLIC}
C}2 EAIZ AFRSI] NVMe/TCPE JLAISH & AL Tt

£
1. O|L|A|0f|OE] ZET} X[ E|= NVMe/TCP LIFOIA 244 27 T0|X| Cl0|E{ & 7tME = A=X| ZreletL|C}.

nvme discover -t tcp -w <host-traddr> -a <traddr>
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- 50 v

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18
=====Discovery Log Entry O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb5514:discovery
192.168.2.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb514:discovery
192.168.1.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaa5d039% alb5514:discovery
192.168.2.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 3

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clacbllecaaa5d039% albb5514:discovery
192.168.1.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé
subtype: nvme subsystem treqg: not specified portid: 0
trsvcid: 4420 subngn: ngn.1992-

08.com.netapp:sn.48391d66clasbllecaaab5d039%eal65514:subsystem.

traddr:

information

traddr:

information

traddr:

information

traddr:

information

subsys CLIEN
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Ct
I.

=
=

T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

£ 2= NVMe/TCP O|L|A|Of|O|E{-ER2U LIF Z=gto] H4 =1 HO|X| HIO|HE 43X 2 7t E 5= A=A
?_E“-Iﬂf

nvme discover -t tcp -w <host-traddr> -a <traddr>

- & of +

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

ABBHL|C} nvme connect-all =20 A X|RIE|= Z= NVMe/TCP O|L|A|0f|0|E{-E}Z LIFO]| CHSE -

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

o

=350 *

o



# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1
+
(D NetApp2 £ 28 XS '_'Ll_ FILICE ctrl-loss-tmo S 2 HH™ELICt -1 M2t B2
£ 40| ZMSHH NVMe/TCP O[L|A|O|O|E{7t Robd CHA| HZS A|=ghL|Ct.
NVMe-oF £ AS¢eLICt

EHA|

1. 712 Ll NVMe Ct5 Z 27t 2d3t=| A=A

cat /sys/module/nvme core/parameters/multipath

Y

2. SAE0| ONTAP NVMe Y| Amo]A0f CHE S

HZ #HE

22| DHO| X B

cat /sys/class/nvme-subsystem/nvme-subsys*/model

- £ o]

*

NetApp ONTAP Controller
NetApp ONTAP Controller

3. ik ONTAP NVMe I/0 ZAEE2{0] LSt NVMe 1/0 B S =olgfL|Ct.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

o =& 0f:

*

round-robin

round-robin

4. ONTAP HIUAHO|ATI SAEN HA|E|=X

| 2o
=)

O|SkL|LC},

2l gL Tt
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nvme list -v

c&ZH o~

Subsystem Subsystem-NON
Controllers

nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir dhcha
P nvmeO, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFFEF tcp

traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmeOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

- 2 B=9| ZEE2] e} 20| 20|10 SHEE ANA SEHQIX] =HolgtL|Ct,

| -

nvme list-subsys /dev/<subsystem name>



NVMe/FC

° Of|d &~

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b5739d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91l:pn-
0x208500a098dfdd91,host traddr=nn-0x200000109b5739d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109p579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098d£fdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109p579d5f live non-optimized

NVMe/TCP

° Of|d &~

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-11lea-8fee-
3a68dd3b5chHfE

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420, host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. NetApp £211210{| 2t ONTAP HIZAH[0]A ZEX|0f Ci$t SHHE 2t0| HA|=|=X| &eletL|Ct,



(o]
=

nvme netapp ontapdevices -o column

cEZH ol -

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSONZ EESHMAIL

nvme netapp ontapdevices -o Jjson

- 52 ol %

{

"ONTAPdevices": [

{
"Device":"/dev/nvmeOnl",

"Vserver":"vs CLIENTI114",

"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,

"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

AT ZM 7ES2| S BHELICH

= —

ONTAP 9.11.15E{ SUSE Linux Enterprise Server 15 SP5 SAEQ| Cigt I3 M HEEE{(PDC)E UHE £
UAELICH PDC= NVMe 82| A|ARIC| 7} EE= FMA AlLt2| 22t A 27 I[0|X| H|0|E{ o] HE AtetE AISC2
X[t ?ls HEL|ct,

THA|
1. ZM 23 H|0|X| HIO|E{ & AH2E £~ 11 O|L|A[Of|O|Ef ZEQ} EfZI LIF ZEE Solf AME £ AUEX]|
§I-o|'6l;||-|__|[:}_

= -
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>

79
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Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified



portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none

81



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420



subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none
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2
(|

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

A 5

2l A AE0f| CHet PDC H4:
nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

=350 *

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. ONTAP ZIEE2{0ll 4| PDC7} M AE| Q=] Bfolgh|ct.

84

vserver nvme show-discovery-controller -instance -vserver vserver name

o

=350~



vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

Hot iYL o152 M-St Ct
ONTAP 9.12.15E| SUSE Linux Enterprise Server 15 SP5 S AE2} ONTAP ZAEE2{ Zt0f| NVMe/TCP &
NVMe/FCE Sdf HQt eldiE Q1F0| X| & EL|CT.

52 HSRH 2 SAE E FE
i 7ES2{o| NQNI} Balxi7t 2% o
Al 7|2 9l AJsHof BHLICk,

= L=

E2{7t of]| HZE|{ QU0{OF EL|Ct pH-HMAC-CHAP 7| - NVMe SAE
= x
r=) il

rot

CLI = 714 JSON I 2 ArE0t0] Hot T L o152 28 o= ASLILE MZ CHE ofel A2 Th3l| CHE
dhchap 7|E X[Fdli0f 5= 22 7 JSON IS AE3HOF BfLICt.

stelL|Ct. O] E 255t H NVMe SAE tE= ZHEER| T}
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CLIE HZstHAIR
THA|
1. SAE NQN 7t 27|
cat /etc/nvme/hostngn

2. SUSE Linux Enterprise Server 15 SP5 S AE0]| L$t dhchap 7|2 MM EHL|Ct.

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

CHS AloA= HMACO| 3(SHA-512)2 2 MM &l Q19|9| dhchap 7|7t MM EIL|CE.

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-bd46a-174ac235139%b

DHHC-
1:03:J200Q0f79f0pLnpF/ASDIRTYyILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. ONTAP ZHEZ3{0|M SAEE £7I5l1 £ dhchap 7|12 25 X|&SL|C}

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. TAEE CHIFS gl QFSHO|2t= & 71K R¥Q| 91F WS X[HELICH =AENA ONTAP ZHEE2{0]
HZstn MElst Q1F 2| w2t dhchap 718 AIFELIC

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>



Fad2 AALICH nvme connect authentication @AE % ZHEE2Z dhchap 7|12 2215104

2q.
o

02 10

a. SAE dhchap 7| &QlgiLCt.

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

- Chaker MFol ofd| £ *
# cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

b. ZAEZ2{ dhchap 7|2 &QlgtL|Ct.

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



88

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON I}
E MY £ UBLICH /etc/nvme/config. json IFYO| /U=
THOA 021 NVMe MEAIARIZ AIBY = U= F200 HHE AFESLICE

2 AF2510{ JSON LU S MMEH 4~ JUELICH -0 M S MESILICE XIM[SE 22 &M 2 NVMe connect-all
man H|0|X|E EHXSIMAIL.

=
1. JSON It 74:

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3z2z2fIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8)TgBF2UbNk3DK4AwEk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

br

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039%9eal65514::subsystem.subsys C
LIENT116",

"ports": [

It nvme connect-all ONTAP 71EEZ]



"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

2. config JSON I 2 AR50 ONTAP ZHEE2{0f| HZEEL|C
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nvme connect-all -J /etc/nvme/config.json

o ZF o

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N PN EREDNDEDNEDND RN

.117 is already connected

3. 2t 5te| AlAHIOf CHal s ZIEZ2{0] Chel dhchap =7t E-d2t=|0] U=X| EletL|Ct.

a. SAE dhchap 7| &QIgtLC}.

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

= o

Mt

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

=

b. ZAEZ2{ dhchap 7|S &QIstL|L}.

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

- &2 of *
DHHC-

1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£f0aGO8viVZBAVLNLH4 z8CvKTpV
YxN6S5fOAtaU3DNil2rieRMfdbg3704=:



2T 2

SUSE Linux Enterprise Server 15 SP52t ONTAP 2!2|A0f Chsll L7l 2x|= i&LCt.

ONTAPE AE3t= SUSE Linux Enterprise Server 15 SP4E
NVMe-oF SAE 1M

NVMe/FC(NVMe over Fibre Channel) 5! 7|Et &2 E 2ot NVMe-oF(NVMe over
Fabrics)= SUSE Linux Enterprise Server(SLES) 15 SP42} ANA(Asymmetric Namespace
Access)’t X[ & E/LICH NVMe-oF 30| A| ANA= iSCSI 5! FCP &HE0|A ALUA CHE
Z22} 0|t ZoM HE L NVMe CtE =& Solf 7o ElLICt

ONTAPE AM23tH= SUSE Linux Enterprise Server 15 SP42| NVMe-oF SAE 40| CHsf CHS XIS AtEE &
UAELICE

* NVMe %! SCSI E2f{Elg 25 SYst SAENA Mg £ JELICE [M2tA SCSI LUNS| Z< SCSI mpath
ZHX|0f| CHoH dm-multipathS FAE £ JAX|2F NVMe multipathS AF5H0{ S A E0| NVMe-oF WA 0|A
HKE 28 = ASLICL

* NVMe/FC 2[0l NVMe over TCP(NVMe/TCP) X| & H|O|E[E NVMe-CLI I§7|X[2] NetApp E2{1212
NVMe/FC 5 NVMe/TCP U AHO|A 2 50f CHSH ONTAP M|F HEE HEA|ELICE

Xl = 4ol thet ZtMSt LIER2 & "de 284 IHEEA S"EXIMAIL.

* A NVMe-oF Z2EZS A% SAN 282 X E|X| 5L Lt
Ct

=z
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tAl SUSE Linux Enterprise Server 15 SP5 S A E | A NVMe-
&LICH 2E NVMe-oF &0 CHs 7|2 NVMe-CLI THF | X[ of|

@]
e
=2
)
rot
ot
[>
[m
=)
um
i}
m
~
rio
ot ujo
>
00
ot
4>
g

NVMe/FC 74

Broadcom/Emulex FC H{E{E{ L= Marvell/Qlogic FC O HE{0f| CHa NVMe/FCE 78 E 4= U&LICH
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Broadcom/Emulex
CHA|

1. Y% O|E| RS AL U=K| gfeletL|ct.

=

cat /sys/class/scsi _host/host*/modelname

- &2 0l

LPe32002 M2
LPe32002-M2

cat /sys/class/scsi _host/host*/modeldesc

o

=5 0o *

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. HEE|= Emulex HBA(ZAE HA OJHE]) WYY 0] HHS ARSI U=X| EQlgfL|Ct,

cat /sys/class/scsi _host/host*/fwrev

o

=3 0f *

12.8.351.47, sli-4:2:c
12.8.351.47, sli-4:2:c

4. FEE|= Ipfc EEI0[H HTE S AFE3t 1D A=K| QIS

=

cat /sys/module/lpfc/version

o

=5 o *

0:14.2.0.6

O. O|LIA|OO[E] ZEE & 4= A=K| efeletL|ct.

=



cat /sys/class/fc host/host*/port name

=5 o *

0x100000109b579d5e
0x100000109b579d5f

6. O[LIAlOfO|Ef EEJ} 2atol Alefolx| Stolgt|ct,

cat /sys/class/fc host/host*/port state

o

=3 0f *

Online
Online

7. NVMe/FC O|L|A|0I|O|E ZET} 2= BRI ZEJL HA|E|=X| ZelgiL|Ct,

cat /sys/class/scsi_host/host*/nvme info

o ZFH o

CtZ oflofl M= OILIAOf|O]E] EE LTt At S A e F 71| BRI LIF2 HZEL|CE
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. sAES xREBILCt

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP4 7{'20j| &=l 7|2 22 WX|E gla2xxx E210|Hof|= XA X
Argto| UELICE o|2{st 8 AFE2 ONTAP X|of| X QLI

1. X|=l= O E] =2to|H 2 HYYo| TS HAHst D A=K QIS Ct

=



cat /sys/class/fc host/host*/symbolic name

o

=5 o *
QLE2742 FW:v9.08.02 DVR:v10.02.07.800-k QLE2742 FW:v9.08.02
DVR:v10.02.07.800-k

2. E 2OIBtL|Ct gl2xnvmeenable D7 H4E 12 M™EL|CE

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable
1

ONTAP Identify Controller GIO|E{0{|A{ %|CH Ci|O|E| ™& 37|(MDTS)E 8= E0RLICL F, %[t 1/0 E 37|=
1MB7ItX| 7HsSELIC} Broadcom NVMe/FC SAEQ| CHs 1MB 37|2] 1/0 R 2 walistz{H CHS2 5210 LCh.
1pfc O 7HX| 1pfc_sg seg cnt DWWHSE 7|27 64011 2562 = HASL|CH

=
=

(D 0| &tAlE Qlogic NVMe/FC SAEN|= MEE&|X| 4&LILCE,

ChA|
1. "Ipfc_sg_seg_cnt Oj7HHSE 25622 A™BILICH

cat /etc/modprobe.d/lpfc.conf
CHS of|2k Bt Z20] HEA|=|0{0f hLCt.
options lpfc lpfc sg seg cnt=256

2. *dracut -f HHS HHSI D SAES ML ELICH

3. 9| 2+0] 2562IX| 1pfc sg seg cnt HQIFILICH

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

NVMe AfH|A ZM5}

connections.service A|AHR 22 F0|| A|ZSIEE AHE|0| JSLICH nvmf-autoconnect. service O|(

71) gdete|X| AJASLICE MEHN S22 2 MESIEE HHY60F &LICH nvmf-autoconnect . service B

95



=2 A|A”EIS REELIC

1. & M3} nvmf-autoconnect.service

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

3. nvmf—a_utoconnect_se]fvj_ce\klﬁEé,I —?—%,I =1 E{I ‘nvmefc-boot-connections.service 7|' Jél%{

SUX| ehelgfLct.

- 52 0]+

96



# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)
Active: i1nactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4ca6 is

already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

NVMe/TCPE M gtL|Ct

CHE EXHE AH8SH] NVMe/TCPE 78 &= USLIC

EHA|

1. O|L|A|0f|OE] ZET} X[ E|= NVMe/TCP LIFOIA 244 27 T0|X| Cl0|E{ & 7tME = A=X| ZreletL|C}.

nvme discover -t tcp -w <host-traddr> -a <traddr>
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- 50 v

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18
=====Discovery Log Entry O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb5514:discovery
192.168.2.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%albb514:discovery
192.168.1.117

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaa5d039% alb5514:discovery
192.168.2.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified
portid: 3

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clacbllecaaa5d039% albb5514:discovery
192.168.1.116

eflags: explicit discovery connections, duplicate discovery
sectype: none

adrfam: ipvé
subtype: nvme subsystem treqg: not specified portid: 0
trsvcid: 4420 subngn: ngn.1992-

08.com.netapp:sn.48391d66clasbllecaaab5d039%eal65514:subsystem.

traddr:

information

traddr:

information

traddr:

information

traddr:

information

subsys CLIEN



Ct
I.

=
=

T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

£ 2= NVMe/TCP O|L|A|Of|O|E{-ER2U LIF Z=gto] H4 =1 HO|X| HIO|HE 43X 2 7t E 5= A=A
?_E“-Iﬂf

nvme discover -t tcp -w <host-traddr> -a <traddr>

- & of +

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

ABBHL|C} nvme connect-all =20 A X|RIE|= Z= NVMe/TCP O|L|A|0f|0|E{-E}Z LIFO]| CHSE -

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

o

=350 *

o
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# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1
+
(D NetApp2 & AE A2 '_'Ll_ FRILICH ctrl-loss-tmo M2 2 MAYLIC -1 M2t 2
£ 40| ZMSHH NVMe/TCP O[L|A|O|O|E{7t Robd CHA| HZS A|=ghL|Ct.

EHA|

1. 712 Lt NVMe Ct& 227t 283t A=X] gl

cat /sys/module/nvme core/parameters/multipath
Y

2. AE0| ONTAP NVMe L QAT O] A0 Cigt 2HIE HEE2| DHO| A=X| =QlSfLCt.

cat /sys/class/nvme-subsystem/nvme-subsys*/model

o ZE Ooff: *

NetApp ONTAP Controller
NetApp ONTAP Controller

3. ik ONTAP NVMe I/0 ZAEE2{0] LSt NVMe 1/0 B S =olgfL|Ct.

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

- &2 ol

round-robin

round-robin

4. ONTAP HILAHO|ATI SAEO| EAIE|=X| &HolstL|Ct,
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nvme list -v

c&ZH o~

Subsystem Subsystem-NON
Controllers

nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir dhcha
P nvme(O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFFEF tcp

traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFEF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmeOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

- 2 B=9| ZEE2] e} 20| 20|10 SHEE ANA SEHQIX] =HolgtL|Ct,

=

nvme list-subsys /dev/<subsystem name>
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NVMe/FC

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x1000001090b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f :pn-
0x1000001090579d5f live non-optimized

NVMe/TCP

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb8ecal24-faff-11lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. NetApp £211210{| Zf ONTAP LIZAH[0|A ZEX|of Cit SHHE 2t0| HA|=|=X| &feletL|Ct.
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(o]
=

nvme netapp ontapdevices -o column

cEZH ol -

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSONZ EESHMAIL

nvme netapp ontapdevices -o Jjson

T

o

=3 0f *:

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs CLIENTI114",
"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",
"LBA Data Size":4096,
"Namespace Size":262144

AT ZM 7ES2| S BHELICH

= —

ONTAP 9.11.152E SUSE Linux Enterprise Server 15 SP4 SAEQ| Clist 3 HM ZHEE2{(PDC)E 2tE +=
USLICt PDC= NVMe 6H2| A|ABRIS 7} EE= M AlLt2|2f A =1 I|0[X| H|0[E e HE A E XISeE
X[SH7| fls HegtL|Ct,

THA|
1. g 27 H0|X| HIO|EE At 4= U1 O[L|A|Of|O|E ZEQL EF LIF &2 Sdff e & A=K

= [ R =1
ehelgtL|Ct.
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified

105



portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n

one
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n

one
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n

one
traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420
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subngn: nqgn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. A 3}

Fl A[22of Ciet PDC “84d:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

o

=350 *

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. ONTAP ZIEE2{0ll 4| PDC7} M AE| Q=] Bfolgh|ct.

vserver nvme show-discovery-controller -instance -vserver vserver name

o

=350~
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

=0t HL) Q152 MFELICt

ONTA
NVMe

CLI EE
dhcha

110

O
S=

= ZIEE2{9] NQNZt 22| X7t -
HZE

— [=]

P 9.12.152E| SUSE Linux Enterprise Server 15 SP4 S AEQ} ONTAP ZIEE2{ 70l NVMe/TCP 5!
/FCE Solf ot eIt E 21F 0| X ELCE.

—

HHSIHH 24 SAE £= AEEZ| I} off| HZE|0] JO{OF SL|CH DH-HMAC-CHAP 7| - NVMe A E
o= x
(=) el d

stelL|Ct. O] E 255t H NVMe SAE tE= ZHEER| T}

rot

g 7|15 QlAlsliof gL|C.

= L=

£ 79 JSON It S AtESH] Hot T L 15 S HEY = ASLILE M2 THE 5h¢l A|2-ol| CHal tHE
p 7|15 X[FHof 5t= 2 714 JSON IS AFE3HOF S|t



CLIE HZstHAIR
THA|
1. SAE NQN 7t 27|
cat /etc/nvme/hostngn

2. SUSE Linux Enterprise Server 15 SP4 S AE0]| LH$t dhchap 7|2 MM gLt

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

£ FELIH
=]
=

CH2 olof| M= HMACO]| 3(SHA-512)2 2 MHE &l 219|9| dhchap 717+ MM ElLICE.

# nvme gen-dhchap-key -m 3 -n ngn.2014-08.org.nvmexpress:uuid:d3ca725a-
ac8d-4d88-b46a-174ac235139%b

DHHC-
1:03:J20J0fj9f0pLnpF/ASDIRTYILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1nlDE
h3nVBel9nQ/LxreSBeH/bx/pU=:

1. ONTAP ZHEEZ{0|M SAEE FII56t1 5 dhchap 7|1 25 X[™HELICL

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

2. D AEE CHUSE Sl Qftolo|2t= & 7HK| REQl 215 WS X |YLICH = AEM ONTAP HEE2{0
HZstn MEtst Q1F | w2t dhchap 7|18 AIFRILICH

1M



112

0% 10

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

22 AMELICH nvme connect authentication TAE 5 ZHAEEZ dhchap 7|12 &HQI6H0d

EE

a. SAE dhchap 7| &QIgtLC}.

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

- Bt Ao ofjX = ¢

SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7£fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR1OVIgx00=":

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7£fjyRI9DIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

b. ZIEE2{ dhchap 7|1E =QIRLICH.

=

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON I
E MY £ UELICH /etc/nvme/config. json IFUO| Y= OIHY nvme connect-all ONTAP ZHEEZ
THOA 021 NVMe MEAIARIZ AIBY = U= F200 HHE AFESLICE

2 AF2510{ JSON LU S MMEH 4~ JUELICH -0 M S MESILICE XIM[SE 22 &M 2 NVMe connect-all
man H|0|X|E EHXSIMAIL.

=
1. JSON It 74:

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3z2z2fIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8)TgBF2UbNk3DK4AwEk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

br

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039%9eal65514::subsystem.subsys C
LIENT116",

"ports": [
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"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :

by
{

"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsSYKUBRSONuOVPx5HEwAZ :

s
{

"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :

by
{

"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWAZ :

}

[NOTE]
In the preceding example,

“dhchap key ™ corresponds to

‘dhchap secret’™ and “dhchap ctrl key  corresponds to

"dhchap ctrl secret'.

2. config JSON I 2 AR50 ONTAP ZHEE2{0f| HZEEL|C



nvme connect-all

ES
=4

° off *:

traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.
traddr=192.

168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.
168.

P N PN EREDNDEDNEDND RN

3. 2} 819| A|AEI0| CHel st ZHAEZ2{0fl thel dhchap RS 7t

a. SAE dhchap 7|E &9

-J /etc/nvme/config.json

.116
.116
117
117
117
117
.116
.116
.116
.116
117
117

2!

is
is
is
is
is
is
is
is
is
is
is

is

gLt

already
already
already
already
already
already
already
already
already
already
already
already

connected
connected
connected
connected
connected
connected
connected
connected
connected
connected
connected
connected

et of

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

= o

Mt

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

b. ZiEE2{ dhchap 7|15

&}

QIgtL(Ct.

# cat /sys/class/nvme-subsystem/nvme-

subsys0/nvme0/dhchap ctrl secret

=0

=
=

DHHC-

1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZB4VLNLH4 z8CvK7pVYxN
6S5fOAtaU3DNil2rieRMfdbg3704=:
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2T 2

SUSE Linux Enterprise Server 15 SP4(ONTAP 2i2|A Z3hoj= 22Tl 2X|7t G&LICt

ONTAPZ} Z&tEl SUSE Linux Enterprise Server 15 SP32]
NVMe-oF S A E M

ANAH|CHA! HIJATHO|A HA|A)TF = SUSE Linux Enterprise Server 15 SP304| CHaH
NVMe over Fabrics == NVMe-oF(NVMe/FC % 7|Et & 37t I°JE' I—IEr. ANAE
NVMe-oF 2tZ0|X ALUAO &335t= ME2= Six {2 L NVMe CIE £ =4
THELICE O] BAIE AHESHH SUSE Linux Enterprise Server 15 SP39—| ANA 5! ONTAPE
iAo = AFESHH 7{'d L NVMe CHE 222t &1 NVMe-oF £ gdste = /UELILCH.

XElE F4of gt Yetot MR HEE E"de 28 IHEEL S HZSIHAIL.

o/ =

I X

* SUSE Linux Enterprise Server 15 SP32 NVMe/FC & 7|E} M4 X|gtL|Ct.

* NVMe-oF | = sandlun X| 20| gi&L|Ct. (2t SUSE Linux Enterprise Server 15 SP30|A NVMe-OF0i| CH$t
Linux Host Utilities= X | X| E’JQ'—l Ef NVMe oF & 7|2 NVMe-CLI I{7|X|0f| ZZ&HEl NetApp E2{1212
A2E 4= JELICH 2 E NVMe-oF M&2 XIsHof gtL|Ct.

* NVMe % SCSI E2fZlS 25 SUT SAEO|M e o JUSLICHL 4H =2 0l= LetH o= n2H0j[A| Bz
SAE FHEY ACE 01|é?5'|-||1f 2t SCSIC| 22 SCSI LUNO|| CHaH ALt 20| 435 f0=| dm multipath
mpath XS X2 = U= 2HH, NVMe LIS E2E Af93f01| S AEO|M NVMe-oF LtE 2 X E 78
T AL

2T ISk Aret

G NVMe-oF ZZEZS A SAN 222 X[ EX| &Lt

In-kernel NVMe MultipathS A stetL|Ct

712 L NVMe C}E A2 SUSE Linux Enterprise Server 15 SP32t 2'2 SUSE Linux Enterprise Server
SAEON o[0] 7|2MO 2 EMtE|0 YELICE Mt O7|M= 71 AH-0| BRHX| gt&LCh X|El= 740
CHet Metot M2 HEE & "M 284 IEEIA SRR,

NVMe - O|L|A[0f|O]E] T{7|X|

XEElE F4of thet Yetet N2 FHE "Ho 2EE MERA S EERIHAL.

rr
i

1. SUSE Linux Enterprise Server 15 SP3 MU SAE0]| E {'d 9 NVMe-CLI MU T{7|X|7} HX| =0 Q=X
grolstL|C}.

ol
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# uname -r
5.3.18-59.5-default

# rpm -galgrep nvme-cli
nvme-cli-1.13-3.3.1.x86 64

O[H| 12 NVMe-CLI MU I{7|X|0i| C+Z0| ZetE Lt

SEE * - HgAmolA0 gt 7|= B2t SRE AU S AES MELS= S
1 o 3}

=-

° * NVMe/FC At5 HZ& A
NVMe/FC Xt= E?é | 2

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmefc-connect. target
/usr/lib/systemd/system/nvmefc-connect@.service

° * ONTAP udev #2! * - NVMe Lt& ZZ 2tR2E 28I 2 W2 MIL 7| 2HOZ 2 E ONTAP
HAAHO|AN MEXEE HESHE MZR udev #&:

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmf-autoconnect.service
/usr/lib/systemd/system/nvmf-connect.target
/usr/lib/systemd/system/nvmf-connect@.service
/usr/lib/udev/rules.d/70-nvmf-autoconnect.rules
/usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# cat /usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# Enable round-robin for NetApp ONTAP and NetApp E-Series
ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp
ONTAP Controller", ATTR{iopolicy}="round-robin"

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp E-
Series", ATTR{iopolicy}="round-robin"

° * ONTAP ZX|2 NetApp Z22{192! * - 7| = NetApp Z22{12/2 ONTAP HIYAHO|A L KISt E
SHE[AELICH
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2. SAEQ| 'Jetc/NVMe/hostngn’OllA| hostngn EXtE S £4Q15t 1 ONTAP HHE 2| s She| A|ARIO| CHSH hostngn
EXrE Tt SHEA| YX|St=X| ElgtL|ct. o|lE EH, 31t Z5LCt

= —-d

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid:3ca559e1-5588-4fc4-b7d6-5ccfb0b9f054
::> vserver nvme subsystem host show -vserver vs fcnvme 145
Vserver Subsystem Host NON
vs _nvme 145 nvme 145 1 ngn.2014-08.org.nvmexpress:uuid:c7/b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 2 ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 3 ngn.2014-08.org.nvmexpress:uuid:c/b07blé6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 4 ngn.2014-08.org.nvmexpress:uuid:c7/b07bleo-a22e-
4la6-alfd-cf8262c8713f

nvme 145 5 ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-
4la6-alfd-cf8262c8713f
5 entries were displayed.

SAEOM AHE Sl FC O{RE{0ff et CHS THAIS A Al 2.

NVMe/FC 4

Broadcom/Emulex

1. 2% ofHE % Hlo] HTO| JA=X| ZelgtL|ct oS S

# cat /sys/class/scsi host/host*/modelname

LPe32002-M2

LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
# cat /sys/class/scsi host/host*/fwrev

12.8.340.8, sli-4:2:c

12.8.840.8, sli-4:2:c

o X|Al Ipfc E2t0[H(=Algt B OFREIA B E)0f|= Ipfc_enable_fc4_type 7|22/0] 392 HNYE|H JYCEZ
0|4 '/etc/modprobe.d/Ipfc.conf Ol A HAIHOZ MASIT 'initrd’E CHA| A TRIL QELICE Ipfc NVMe
XA 7|28z o|0] gdate|of }ASLICH
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# cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
3

° 7|1E9| 7|2 &2 MX|g Ipfc E2t0|H = 00| [ A H{F 0| NVMe/FC2F 2 2HELILE. [IH2tA Ipfc OOB

— =}

E2o|HE dXIg 2RIt flELIL.

# cat /sys/module/lpfc/version
0:12.8.0.10

2. O|L|A[0fO|E] ZETI M FQIX| QlgfL|ct,

# cat /sys/class/fc _host/host*/port name
0x100000109p579d5e

0x100000109b579d5¢f

# cat /sys/class/fc_host/host*/port state
Online

Online

ok

3. NVMe/FC O|L|A|Of|O|E] ZET} 2| D EZI ZES = £ OO BE XETJ 43 FOIX| 2AQISL|C). + O
= E
=

=
ool A= OIL|A[Of|O]Ef ZE StLtRt ALESET AL
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098d£fdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098d£fdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

1MB I/0 27| E83K(ZM)

ONTAPE= ZAEE2{ AlH H|0|E{0]] 82] MDTS(MAX Data & 37))E E0gtL|Ct &, [ I/0 & 37|= %|Cf
1MBO{OF 2fL|Ct 2{Lt Broadcom NVMe/FC S AE0| 1MB 27(2| /0 ES YlSI2H Ipfc Of7H Hy
lpfc sg seg cnt 7|22t 6401 2567HX| Z7kA|AHOF etL|Ct. CHE K& off et el Ct

1. 82t 'modprobe Ipfc.conf IO 2562 2= 7t8tL Lt
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc sg seg cnt=256

o
3. MHEl & sliEt sysfs 22 H0I510] /9| MHo| MEE|QU=X| SQIstL|Ct,

# cat /sys/module/lpfc/parameters/lpfc sg seg cnt
256

O|H™| Broadcom NVMe/FC SAE = ONTAP LY AT 0| A ZHX[0[A 1MB I/0 RES EHYH £ QUELICE

Marvell/QLogic

%41 SUSE Linux Enterprise Server 15 SP3 MU 0| Z&HEl 7|2 22 MX|E gla2xxx E2t0|H0f|= X[
AAEZ =H Atgo] AUSLICE of2{et =8 AFd2 ONTAP X[ 0| R~ AL(Ct,

1. X &l = ofHE| E2tolH S HeYo] TS HAstn A=K 2HQIetL|Cho:

=

# cat /sys/class/fc _host/host*/symbolic name
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k

2. Marvell 0{HE{7} NVMe/FC Initiator2 Z'S38tE 2 8= "gl2xnvmeenable"0| A& &[0 Q=X| EtQlgtL|Ct,

"#cat/sys/module/gla2xxx/parameters/ql2xnvmeenable 1'

NVMe/TCPE M gfL|Ct

NVMe/FC2}t &2| NVMe/TCPOl|= Xt5 HZ 7|50| &LICE Linux NVMe/TCP SAEN| = CHE1t 22 £ JHX|
= H|st AfEto] JAELICE,

s+ A2 B3 X5 HHE E7F* NVMe/TCP= ZZ CIR £ 102 S92 7|2 'Ctrl-Loss-TMO' EO|H 0]|Z0]|
E3E AZ0| X520 F CHA| HEE 4 gi&Lct

*rPAE BRI FZ XS HE QS 22 E BE S0 NVMe/TCPE X522 AZY & QIELICE
AlZh ZE AR5t H H U 2 O|HIEo| CHet A E 7|ZHS X4 30—.‘?'_— = 273lOF §LIL}. Ctrl_Loss_TMO
Eto| 22 S7tAAH MA = 7|12tE 53 + JASHICL LE2 ME 2 YL
A

1. O[L{A|Ol|O|E] ZET} X|¥E|i= NVMe/TCP LIFOIA A 27 H|0|X| HIO|EE 7IME &= A=A &elgtL|ct.
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.51
Discovery Log Number of Records 10, Generation counter 119

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%ealbSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.2.56
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bbdfllebbaded039%ealbSabc:subsystem.nvme 118 tcp
1

traddr: 192.168.1.51
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bbdfllebbaded039%ealbSabc:subsystem.nvme 118 tcp
2

traddr: 192.168.2.56

sectype: none

2. CHE NVMe/TCP O|L|A|0f|O|E{-EF2l LIF combos?t 44 27 H|O|X| LIO|EE Y3 M Z JIHE + U=
efQIBfLICt o2 =T, LiSat Z5LIT.
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.52
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.56
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.57

3. M nvme connect-all =EE Edl| X|¥E[= ZE NVMe/TCP O|L|A|O[O]E{-EftZll LIFO]| CHoll EES
ABBILICEH E O ZA HHESHAR ctrl loss tmo EFO|H KA 7|ZHO: O|AM HEE 2 = 302 -
1800) HZ 5 - 32 &40| M A2 O 8 A2t SO CHA| |5t E L|Ct oS SH, Ch3a 251 IEf

# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.51 -1 1800
# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.52 -1 1800
# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.56 -1 1800
# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.57 -1 1800

NVMe-oFE ZAZS2L|Ct
1. C}22 &21810] In-kernel NVMe multipath7t X2 E-M351E|0] Y=X| olgtL|Ct,

# cat /sys/module/nvme core/parameters/multipath
Y

2. 2} ONTAP WA MO A0 CHEt HAESHNVMe-oF & (0ll: "NetApp ONTAP Controller"2 M&El 2= gl
"Z2IRE 2HI"OZ M E 2. WA X|HI0| SAE| SHIEA| BHHE| =X QIS AIL.

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

round-robin

3. ONTAP HIJAHO| AT} SAEQ]| MCHE Bt E[=X| ZltL|Ct. of

1]
ruln
h
ol
X
o>
r
o
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# nvme list
Node SN Model Namespace

Usage Format FW Rev
85.90 GB / 85.90 GB 4 KiB + 0 B BB EE BB BE
CHE of:

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B 1T 1T

4. 2t Z20| ZAEE2 &Ef7} 2t0|20| 1 ME Tt ANA MENQIX| EolgtL|Ct o|E ST, 3t Z&LICt.

| ——

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=nqgn.1992-
08.com.netapp:sn.04ba0732530911a8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live non-
optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live non-
optimized

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvmeb6 fc traddr=nn-0x208100a098dfdd91:pn-0x208300a098dfddol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

CHE o
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#nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.37ba7d9%cbfballeba35dd039%eal65514:subsystem.nvme 114 tcp

1

\

+- nvmeO tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmel tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.1.4

live optimized
+- nvmelO tcp traddr=192
live non-optimized

+- nvmell tcp traddr=192.

live non-optimized

+- nvme20 tcp traddr=192.

live optimized

+- nvme2l tcp traddr=192.

live optimized

+- nvme30 tcp traddr=192.

live non-optimized

+- nvme3l tcp traddr=192.

live non-optimized

.168.2.37 trsvcid=4420 host traddr=192.168.1.4

168.

168.

168.

168.

168.

1.32

2.36

1.31

2.37

1.32

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvecid=4420

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

168.

168.

168.

168.

168.

o. NetApp E2{2210{| 2t ONTAP LiIZAH[O]A ZX|of Cist SHHE 2t0| EAI=|=X] gletL|Ct. o€ S, Ch3at

ZaLiot.
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126

# nvme netapp ontapdevices -o column
Device Vserver Namespace Path

NSID UUID Size

1 23766b68-e261-444e-b378-2e84dbeleb5el 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 O/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 40096,
"Namespace Size" : 20971520
}
]
}
CHE of:



# nvme netapp ontapdevices -o column

Device Vserver Namespace Path

/dev/nvmeOnl vs tcp 114 /vol/tcpnvme 114 1 0 1/tcpnvme 114 ns
NSID UUID Size

1 abaee036-el12f-4b07-8e79-4d38a9165686 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs tcp 114",
"Namespace Path" : "/vol/tcpnvme 114 1 0 1/tcpnvme 114 ns",
"NSID" : 1,
"UUID" : "abaee036-el2f-4b07-8e79-4d38a9165686",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520
}
]
}
e =X

2T ZH7t AELIC.

ONTAPZ} X282l SUSE Linux Enterprise Server 15 SP2E
NVMe/FC SAE 4

NVMe/FC= SUSE Linux Enterprise Server 15 SP2E AI23t= ONTAP 9 .6 O] 20| A
K| EIL|Ct. SUSE Linux Enterprise Server 15 SP2 SAEE= SUSHIHO|H ki

O[L|A|0l0[E] O{HE| ZEES E3) NVMe/FC U FCP E2iE TS Alshet & QIALIC)

X|2El= FC O{HE 8! HEEZ| S8 £ "Hardware Universe" & ZSHIA|L.

TiEls 4 Y BH| HM 2R

muln

ATBHN NS 284 HEZA 5",

@ O XM Hz=l 718 MEHE A2t U of| HZ =l S2HRE S2AH0|HEE A ME &~ "Cloud
Volumes ONTAP"ONTAPE Amazon FSx"Q&L|LCt.
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2T IS Ar

_

G NVMe-oF ZZE =32 A%t SAN 282 X[ = X| f&LCtH

_-_

SUSE Linux Enterprise Server 15 SP20|A{ NVMe/FCE &M stetL|Ct

1. % SUSE Linux Enterprise Server 15 SP2 MU {2 HHE QO Z & I3|0|E5HMA| 2.
2. 7|2 NVMe-CLI I§7|X| 2 ¢ T3j|0| =&tL|Ct,

7|2 NVMe-CLI Ti7|X|0ofl= NVMe/FC XtS HZ ATEE, NVMe CtE Z20] e 2t2E 2HI E':
HHE X|#5H= ONTAP udev 4| 3! ONTAP HIJATO|AE {2t NetApp E2{21210| Zete|0] JAELICE

nE 2

# rpm -galgrep nvme-cli
nvme-cli-1.10-2.38.x86 64

3. SUSE Linux Enterprise Server 15 SP2 SAEO||M Of|A SAE NQN XSS 2018t ONTAP AEE|X|°|
S Sl A|ARIO]| CHet A E NQN /etc/nvme/hostngn AR YX[St=X| goletL|Ct oS S CH31t
Z&LCh

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid:3ca559e1-5588-4£fc4-b7d6-5ccfb0b9f054

::> vserver nvme subsystem host show -vserver vs fcnvme 145
Vserver Subsystem Host NON

vs fcnvme 145

nvme 145 1
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf8262c8713f
nvme 145 2
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41ab-alfd-cf8262c8713f
nvme 145 3
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf8262c8713f
nvme 145 4
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41la6-alfd-cf8262c8713f
nvme 145 5
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf£8262c8713f
5 entries were displayed.

4. SAES HREELCE

NVMe/FCE Broadcom FC H{HHE{S JMStL|C}

1. X YEl= O{HE S AMESt A=X| ZelgfL|Ch X)E= OHES X SE2 & "= 284 IEEA =
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EESHIAIR.

# cat /sys/class/scsi host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. H{EE|= Broadcom Ipfc HE0] & 7|2 22 XIS E2t0|H HTS ALSHD U=X| =HelgfL|Ct.

# cat /sys/class/scsi _host/host*/fwrev
12.6.240.40, sli-4:2:c
12.6.240.40, sli-4:2:c

# cat /sys/module/lpfc/version
0:12.8.0.2

3. Ipfc_enable_fc4 typeO| 3C 2 MHE| Q=X| &tlgtL|Ct.

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. O|L|A|oflo|E] ZETH M FOIX| =tolgtL|C.

# cat /sys/class/fc host/host*/port name
0x100000109b579d5e
0x100000109b579d5f

# cat /sys/class/fc _host/host*/port state
Online

Online

9. NVMe/FC O|L|A|0l|O|Ef ZET} 2-d3tE|0f M FO|H EL LIFE & = UA=X| HelSHAIL.
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

NVMe/FCE Z&gtL|Ct

1. Ct2 NVMe/FC A S SQIstAA| 2.

# cat /sys/module/nvme core/parameters/multipath
Y
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# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

2. HYAHO|AT} BHEOIH =X ZelSfLCt.

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmelnl 814vWBNRwfBGAAAAAAAB NetApp ONTAP Controller 1 85.90 GB /
85.90 GB 4 KiB + 0 B FFFFFFFF

3. ANA ZZ AEHE 2fOISHCt.

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ca8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live
inaccessible

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live
inaccessible

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-0x208300a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

4. ONTAP ZHX|2 NetApp 22119212 atQlgtL|Ct,
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path NSID UUID Size

/dev/nvmelnl vserver fcnvme 145 /vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns
1 23766b68-e261-444e-b378-2e84dbelebel 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : |
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520
y
]
}
o2zl 2R

2T ZX7t ASLILE

Broadcom NVMe/FCOi| CHsH 1MB 1/0 27| & dststL|Ct

ONTAP Identify Controller HIO|E{0f| A X|CH H|O|E M& 3 7|(MDTS)E 82 EgLICt &, Z[CH I/0 F 37|=
1MB7HX| 7ts8tL|C} Broadcom NVMe/FC S AEO| CHSH 1MB 2712 1/0 A walistz{H 22 S2{0f gLt
lpfc @ 7HK| 1pfc_sg seg cnt OHZHEHE 7|23f 640|M 2562 2 HESIL|CL.

() ol 7= Qlogic NVMe/FC SAE = HEEIX aLict

Ef71|
‘Ipfc_sg_seg_cnt'Oi7HHS~E 2562 = HAfL|CH

cat /etc/modprobe.d/lpfc.conf

CHS oflet Bzet Z20] HEA|Z|0{0F ghL|Ct.
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options lpfc lpfc sg seg cnt=256

2. “dracut -fHHS A&t D SAEES HREIBHL|CE,

3. 9| 2f0] 256QIX| 1pfc_sg seg cnt EHQIPILICE.

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Ipfc Verbose £ZZ
NVMe/FCE& Ipfc E2IO|HE A fLIC}

CHA|
1. 2 8%

7|

_I_

HYLICt 1pfc log verbose CHa 2t & StL0)| et E2t0|H BE S AHE510{ NVMe/FC O|HIEE
ghLct.

U

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

A
=

N
£y
mjo
o
rot

Z E ELIL) dracut-£ S 2SI S AEE HEGHLIC

3

w
nx
ox
mjo
Jit
ro
ok

FL|

[

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

SUSE Linux Enterprise Server 15 SP1 2 ONTAP=S &%t
NVMe/FC SAE Y

SUSE Linux Enterprise Server 15 SP1 5! ONTAPE EfZIO 2 Mllst= SAEN A NVMe
over Fibre Channel(NVMe/FC)S A& 4= JELILCE.

ONTAP 9.6 5 E Ct21t Z'2 SUSE Linux Enterprise Server HZ0]| CHsl NVMe/FCZt X[ ElL|Ct.
* SUSE Linux Enterprise Server 15 SP1
SUSE Linux Enterprise Server 15 SP1 SAEE= St IH0|H] k{2 O|L|A|0[O]E] O

E
NVMe/FC %! FCP EZflZlg & 43 %* + ASLICE X AE= FC Of”IE Sl ZIEER =5
Universe" &ZSHMAL.

=

ZEE Ed)
£ £ "Hardware
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L

XEElE 74 S HTQ 2M 552 E XA Y= 284 I ="

|m
Jqu
|>

Ho

* 7|& NVMe/FC Ats HZE AIZETJI NVMe-CLI TH 7| X|0f| ZZEHE[0 QEL|Ct SUSE Linux Enterprise Server
15 SP10{|A 7|2 2t2 WX|E Ipfc E2I0|HE AFRE & JASLILCE.

2T IS Ar

G NVMe-oF ZZE =S A% SAN R 2 X[ E|X| f&LCt

SUSE Linux Enterprise Server 15 SP10{|A NVMe/FCE &M s}atL|Ct

1. ZZ SUSE Linux Enterprise Server 15 SP2 MU HEZ ¥ I3|0| =3t AIL
2. {EEl= NVMe-CLI MU HE O Z ¢ O3|0|ESHUA2.

O] NVMe-CLI I{7|X|0f| = 7|2 NVMe/FC Ats HE AR ET Xotk|0] QIeB 2 SUSE Linux Enterprise
Server 15 SP1 S A E0| BroadcomWl M X3 5t= 2|F NVMe/FC Ats A2 AITIEE MXA[g 2 QI gl&LICt
LSt O 7| X|0fl= NVMe CHE 220 2t 24l 2& M A S X| /5= ONTAP udev 72! 5! ONTAP
EX|E NetApp E213210] ZSE|0f JUSLICEH

# rpm -ga | grep nvme-cli
nvme-cli-1.8.1-6.9.1.x86 64

3. SUSE Linux Enterprise Server 15 SP1 SAEW|A Of|A] SAE NQN EXtE S 2QIst ONTAP AE2[X| <]
Sl ot AIARIO] CHEt SAE NQN /etc/nvme/hostngn 2XIE D YX[SH=X| SFQIRLICE O E EH ChSxt
Z&LCt

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

*> vserver nvme subsystem host show -vserver vs nvme 10
Vserver Subsystem Host NON

sles 117 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

4 SAES HEELICE

od

NVMe/FCE Broadcom FC HHHE{S JMEtL|C}

1. X[JEl= O E A3t A=K 2QlefLTh X == of”E S il =5
EESHIAIR.

ro
i

>
fot
Ho
ol
0x
=2
Im

u
|>
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# cat /sys/class/scsi_host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi _host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. {EE|= Broadcom Ipfc HE0] & 7|2 22 XS E20|H HTS ALESHD U=X| =elgfL|Ct.

# cat /sys/class/scsi _host/host*/fwrev
12.4.243.17, sil-4.2.c
12.4.243.17, sil-4.2.c

# cat /sys/module/lpfc/version
0:12.6.0.0

3. Ipfc_enable_fc4 typeO| 3C 2 MME|N QJ=X| 2olstL|Ct.

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. O[L|AJOl|0|E ZET} M3 FQIX| 2QlStL|C}

=

# cat /sys/class/fc_host/host*/port name
0x10000090faelecol
0x10000090faeleco2

# cat /sys/class/fc _host/host*/port state
Online

Online

5. NVMe/FC O|L|A|0i|O|E ZET} 2dotE|0f M FO|H EL LIFE & = UKl HelsHAIL.
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2977 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80£09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

[l

)

1. CF2 NVMe/FC AH S QIS AIL.

NVMe/FCE ZA5TtL|

# cat /sys/module/nvme core/parameters/multipath
Y

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

2. YYATO[AT7} BHSO{ R =X| =helgtL|Ct.

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB /
53.69 GB 4 KiB + 0 B FFFFFFFF

3. ANA ZZ AEHE 2HOISHCt.
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# nvme list-subsys/dev/nvmeOnl

Nvme-subsysf0 - NQN=nqgn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.sles 117 nvm
e ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80f09

host traddr=nn-0x20000090faelec61l:pn-0x10000090faelec6l live optimized
+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfddo1l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live optimized
+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

4. ONTAP ZHX|2 NetApp Z2{1212 &olstL|ct,

# nvme netapp ontapdevices -o column

Device Vserver Namespace Path NSID UuUID Size
/dev/nvmeOnl vs_nvme 10 /vol/sles 117 vol 10 0/sles 117 ns 10 O
1 55baf453-£629-4al18-9364-boaece3f50dad 53.69GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path" : "/vol/sles 117 vol 10 0/sles 117 ns 10 O",
"NSID" : 1,
"UUID" : "55baf453-£629-4a18-9364-b6aee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4096,
"Namespace Size" : 13107200

—

2T 2

2T EX7t S LI
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Broadcom NVMe/FCO{| CH3H 1MB 1/O 27| & &M stetL|Ct

ONTAP Identify Controller G|O|E{0f|A| Z|CH H|O|E{ & 37|(MDTS)E 82 ERLICL =,
1MB7HX| 7HsEL|CL. Broadcom NVMe/FC Z A EO]| i3l 1MB 27|29 I/0 QK8 Wil

o= =2

1pfc O 7tX| 1pfc_sg seg cnt DWHHSE 7|27 6401 2562 = HASL|CH

@ 0| EHAl= Qlogic NVMe/FC A E0|= ME&|X| Q&LICE.

|

1. "Ipfc_sg_seg_

cnt' Ol7HH~E 2562 = A TLICE.

cat /etc/modprobe.d/lpfc.conf

CtS oot H|=xgt E20] EA|Z|0{0F fL|Ct.

options

lpfc lpfc sg seg cnt=256

2. *dracut -f HHS HHSI D SAES ML BLICH

3. 9| 2/0] 256QIX| 1pfc_sg seg cnt EHQIPILICE.

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Ipfc Verbose

NVMe/FCE Ipfc

22

C2o|HE dFEeLCt

1. & ™YLt 1pfc_log verbose CtZ 2t & StLto] CHEE =2t0|H HE S AH83H0] NVMe/FC O]

#define
#define
fdefine
#define

F

w N

ey
od Mo
Job o ox
o ot
ok
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LOG_NVME 0x00100000 /* NVME general events. */

LOG_NVME DISC 0x00200000 /* NVME Discovery/Connect events.

LOG _NVME ABTS 0x00400000 /* NVME ABTS events. */
LOG_NVME IOERR 0x00800000 /* NVME IO Error events. */

Z & HAYLIL) dracut-f FHS A S AES MEE LI

L

M

.

i /o ¥ 37 =
SEEIEEEE

2{0F BLC}.

=
=]

*/



# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771
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