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stohelL|Ct

=20 H-d .

ONTAP Select= HAE 7|2 AER|X|E 22 16TBE X ot6HX| b= S 37|19 74 C|AIZ LisL|CL,
ONTAP Select = =7 HA 42| 2 HOl AL 2t S2{AH L E0|A 271 0| A9 714 CIAIE M5t 0|22 =
Aggregate LHO|A AtES 2 8l 0|2 A0 e LICE

0|Z £0{, ONTAP SelectOll = 31TBQ! H|O|Ef MEA EE= LUNS gEtet £ USLICHVMO| EE 5 e 27t
AAHI Sl 2E C|A3ATF TZH|NE). O3 CFS 4719] ~7.75TB 7H4 ClA3TF MM E|0of siie ONTAP 2Z 5l 0|2
S A0f SEHELICE

ONTAP Select VMOl &2 F75tH LSt 37(2] VMDKZL & &~ UELICE XHAMet LHE2 MM S

(D EXRSHUAIR "AEE[X] 2 71" FAS A|ARI &2 3|7t CHE VMDKItH St of a2 AH|0| Eof
ZRE = AESLICE ONTAP Select= 0|2{$H VMDKO|A| RAID 0 AEZIO|ZE AIESIEZ A 7|0
A 0] ZF VMDKe| 2E 37t2 &S| A S 4 JSLICE

NVRAMS 7SI & L|Ct

NetApp FAS A|AHI2 AdtMO = HIZ[EM SeiA| 227t ZetEl 1S FIEQl S2[A NVRAM PCI 7tEE
EASILICE O] FIEE= S0 Q= MV|E Z20|HE| FA| &l £ = 7|52 ONTAPY| EO{stH{ 7| M52
A SAAIZLICE 5t CIAH|O|A 0|2t o= TEMANA =™ E 0| 252 =2l AEZ|X| O|C|0{2 CHA|
O|SSIEE of| &4 == JELICE.

2t A A-0E LEHOZ o2{st RYO| FH| 7t TAE|X| ELICE. [H2tA O NVRAM FHE2| 7|52 7HStE[of
ONTAP Select A|AE R C|AT 0| THE|F0] BHX|EILICE. W2t QAAE A A|AR JH4 C| AT Z BiX|SH= 20
0@ ZQeLIct ol Mi2o 22 HE AE2|X| ES 2l8i S2=0| Foft HHAIE HE S22 RAID HEER{ Tt
WO s |C}

= = .

NVRAME XA VMDKO]| HiX| ElL|C}. NVRAME XA VMDKZE 2&8H ONTAP Select VMO| vNVMe EE2}0|HE

I
A2 NVRAM VMDKE EA1EH 4= QI&L|C}H EESE ONTAP Select VM2 ESX 6.5 0| A1 S2tx| = SHEY|0f A
132 AE2sHOF gL Ct.
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HO|E| ZZ ME: NVRAM % RAID ZIEEZ]

AMAEO| RUE o A7
2o &= 0| 71 H Z= BAlE 5 UAFLICH

ONTAP Select VMO]| Ciiet SH{ = M7| QM VM| NVRAM IIE[MEZ CHAOZ BiL|CH 7HASE AZ0f|A O]

IHE| M2 ONTAP Select A|AE! C|A T L{Of| Y 2H, VMDKE= ONTAP Select VMO|| HZEILICEH E2|H AS0M=
Ol2{st QH0| 2& RAID HEEZ{0f| JHMELICL 7|2 ALSS EIZOE 6t= ZE S5 HE T 0|2 FAFELICEH
o470l A MT|7F SAEO| CHA| QIAIEIL|CH,

O A|EOAM E20| AX|Z RAID ZHEE2] A0 AFSIH C|ATZE Z2{A|E W7tX| 7|CHEILICH =2|X o2 EEL2
XAt AF2 X} H|0|E C|A3Z C|AH|O|RE mi7tX] NVRAMOI| AHSHL|CE

HEE 252 RAID HEEZQ 22 A0 XAtF2= MEE[7| TiZ0| NVRAM IE|H0f| S0{2= MX7|7t X522
HAIEI F71Hez S2|H AE2|X| O|C|0{=2 Z{AELICH. NVRAM ZHIXE ONTAP G|O|E C| A2 CHA|
FIHOZ E{Hsts A2 E2SOHX| OHYAIR. O] = OHIEE 20| GIOH MZ CHE AlZtat == S| Ct.

Cts J=0ME S0 MI|7t adsh= EH A2 E H0of FLICH 3t S2|X AS(RAID ZHEE A R
CIASZE HA)I 7He AIE (VM NVRAM % HIO[E| 7HM CIASZ HA|) 2te| XtO|HE ZZELICt.

NVRAM VMDKO{|M HHAZI EE0| 2Z RAID HEE2] HA|0f FHAE|HELE FHA= VM FAO|Lt

@ SNk JHAF CIA T E QIAISER| 2ELICEH NVRAME A|AEIN| HAE S22 B F NESHH 0] &
NVRAMS LE0| S0t8tLICE of7|0fl= SUSH Y ATISOM T2H|N Y= AL 50| mHHO| Ao
CHol HEQIYEl M| QFO| LEHEIL|CY

* ONTAP Select VM| CH$t EH = MT| *

Physical Server

RAID Controller Cache

Y
L J

Physical Disk

T ONTAP Select

£ Write commitment ——» NVRAM Destaging

T

NVRAM Virtual Disk Data Virtual Disk

NVRAM TE|ME XtX| VMDKOIA 22| E LI} 0 VMDKE ESX BT 6.5 0| M0A AlZ 8 4 2l
(D) vdme S2f0lH{S ArRst0 HHEILICE. O] 3 AFE RAID HES2] A2 0/HS x| ot
AZEQ0] RAIDE AE3H= ONTAP Select EX|0fl 7 ZQ8tLICY.
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24 AZ AEE|X|E et 2AXES0{ RAID AH|AQL|Ct

AT EQ RAID= ONTAP 2L E Q0] AEH LHO| 7294 El RAID =A% A|SQL|CH FAS2t
Z2 7|Z ONTAP S E LHO|A RAID AlZ1t S 7|52 MEELICt RAID AE2
C2lo|E Ij2|E| AAFS 488D ONTAP Select . E LH2| 71 =2}0|E Zojof| CHst HS £
X|ZgfL|Ct.

StE90] RAID A3t A4 2210] ONTAP Select= 2T E9|0 RAID SME M3 ELICE ONTAP SelectE 48 Z

= Lo

HE] 4E St=ofof| BiESH= ZRet 20| EF 2F0|M SHES0| RAID HEEE AMESHA| Q7L ALESHA| g=

LS 1=
20| Z&ELICH 2T E0f RAID:= Ol2{et #FS S5t & AL JHs ot i SMHS 2HEetL(Ch AFEXT 2 0M
2T EQ0] RAIDE Ed3tsta{H CHE AretS 7|{sH{of ghLfct.

* ONTAP £E 9 0|0|E| C|A3 L SSD &= NVMe(Premium XL 20| MIA Z Q) E2to|E 0t X|2IEHL|Ct.
* ONTAP Select VM 2E! T}E|M0j|= HEO| A|ARI C|AI I} TQBLCE,

° 8SD = NVMe E2t0|E F otLto| 7HE LA S MEHSH0] A|A”R C|AF(NVRAM, RE/CF 7tE, 204
HI 8l OhE == 2379 SMAHE HI0|E MEAE HdeCt

o Kb77 *

[}

=
° MH|A C|A3 = ONTAP Select VM LHOIAM E2{AET, 28 Sut 22 CiYot 252 XMSot= ol AHEE =
VMDKRIL|LCF.

* SI=49I0] RAIDE O O] AFEE|X| gi5 LIt

24 HZ AEZ[X|

mujn
)
rot
k>
|H
|m
i
2
p.s)
>
o
-
0x

AT EQ0] RAIDE AFE3t= B2 S=9I0] RAID AEE2{7t ¢l= 20| SX|2 A|AR0| 7|1& RAID HEEE{7t =
R LE 27 A2 E8H0F gLct.

>

* AAHI| CA3E XY HMBY 5 U SH=90] RAID ZIES2|S H2H43te{oF ELICHJIBOD). Of2{st HE2
QHIM O Z RAID ZEE2]| BIOSO| M £31st 2 Q& L|C}
| -

=]
off 2A0{0F gL|Lt. oIS
o

* = StER0] RAID HEE2{7 SASHBA =0, 27 BIOS T+d0f| A= RAID 20
“AHCI" ZE7} 5 EE|H, 0|= JBOD ZEE EHoIst= 5 MES £ UGLI|C O|F | ot 22X =2to|HTt

SAEN U AN BAEEE HAAZE ALEE £ JELICL
ZHEEZ{0M X2 kl= £|cf E2t0|H ~0f M2t =7t AEE2{7t Hee £+ QUELICH SAS HBA REE AtEdH= &
%4 6Gb/s £ 2 10 ZIEE2{(SAS HBA)7} X[ HE|=X| 2t2lBtL|CE O2{Lt NetAppUIAl= 12GBps £ EE
HEBILICE

CH2 St 0] RAID ZEE2] BE £ 14e X2E|X| YL S S0f, YR HEESS
< C

= =
= —
SHAIZ 4= JAX|ZE 2 9|0]= HHEFAISHK| 242 4= = RAID 0 X[ ¥ 2 S ELLICE X Y{El= S2/H O

(SSDTF 3l )= 200GB~16TB AtO|L|LCE.
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@ 22| XH= ONTAP Select VMO At £Q1 E2I0|EE FHot S AE|M 3T E2I0|EE M2
A2SIX| %2 s{of BhL|C}.

ONTAP Select 7t4 3 E2| C|AA

3t=9l|0] RAID ZHEE2| 242| 22 RAID AEE2{0|A 22| C|A3 0|52 ®ZEHL|CH ONTAP Selectoll=
ONTAP Zt2|Xt7} CIO|E| Of 12| H|0|ES A& 4 Q= 8t} 0|Ate] VMDKZt M ZE LICt. 0|2{%t VMDKS RAID 0
302 AEZO|LEL|CH ONTAP AZEY|0{ RAIDE =0 £Z0|M X2E= 2202 Qs Z25| 1
HIZSX0|0 227t ¢17| 2 QILICH =3t A|AE CIA IO AFRE|S VMDKE AF2X} CIO|E{ S XESHS O] AFRE|=
VMDKe} 5ot H|0|E K& AN J}ASLICE.

AIEQ0 RAIDE MR“ il ONTAP HiZ = ONTAP Select SSD X IJAMZ L= DirectPath 10 ZHX[ 2| 0f
VMDK(7I4 C|A3) 8l E2| C|A3 RDM(Raw Device Mappings)S M&%L|C}.

Ct2 J2I0|M = 0] ZHAIE HLt XHM|3| 20 =11, ONTAP Select VM LIS ZHH0l| AL E|= THAF CIA TR A2t
HO|HE MESH= O AF2El= 22|X C|A3 7to| xjo|™ S Eof FL|Ct.

ONTAP Select 2Z EQ|0] RAID: 7tAt2t C|A S 31 RDM * AHE

ONTAP Select with Software RAID

g VM System Disks ONTAP Select Managed
ONTAP Select spare.
Software
) S
Hypervisor RDM
~ B
Host Bus
Adapter =
S—

g or @

A A" CIAZ(VMDK)= St CloJE & A2t SYUet 22|X C|AF0f| &FELICH 7 NVRAM CE|A30)=
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=1 L740] L= OIC|o{7F B LT, w2k NVMe 5! SSD 7 0B ME A0 X ELICt.

—

VM system disks ~ ONTAP Select managed

ONTAP Select

software
Passthrough
e
OR
Hypervisor { DirectPath 1/0O
devices
Host bus
adapter

A A CIAZ(VMDK)E S8t OO MEAL SYUst 22| C|AI 0| AFSL|Ct 7t NVRAM ClA30f=
=210 Lf 0| Q= O|C|oj7F ZRetL|Ct w2t NVMe & SSD §& H|0|E| XZEADH X|IEL|CEH NVMe
C2I0|EHE O|0|E{0f| AFRE | A5 Alo| 0|2 A|AHEI CIAIE NVMe ZHX|0{0F BELICEH All NVMe TLAIOA A|AE!
CIASE AIBE £ e MY$t T2 E Intel Optane 7H=ILICE

@ idfl | =0 ME o2 HIOE M4 = 6] 22| Z2t0|20f| A ONTAP Select A|AZ A3 S
o ol Z2IE & S&LIC)

2} HIOJEf LA = 22 RE ME[M(AE20| X))t 22 3 7|9| TE[E F JHZ Lb+0] ONTAP Select VM LKOf| A}
H0|= & 7iel HIo[E C|A3E BHELIC DHE[M2 T L& Se{AF 5L HA YO =0 thol k2 22 of| A
2 £E 00| HI0|E{(RD2) 7[0S AHEELICE

p I{2|E| =2}0|2E LIEFALICE. pp = 0| TH2|E] =2t0[2et £ LIEFHLICH s A0 E2t0[2 5 LIEH-HLICE

s CH L= Z22{AHE 9| RDD C|A3 THE|ME *
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A_data/plexo/rg1 || 2%

A_data/plex0/rg0 || ny | p2 |03 |0a |os | o6 |07 |08 | »

T

A_root/plex0) (| DI | D2 | D3 | D4 | D5 |06 | D7 | D8 | P |

g

8

g

3

2

g

3

i g J|L 8
mAa=< DIMA

* Ot& = 22{AHE /8 RDD C|A 3 THE[ME(HA ) *

[ B_data/plex0
(st

E.DIDSNNDSD?MPM} A_data/plexl

m ST e 30mn
m O T 9 2D m n

'B_,datefplexl DL D2 |D3|D4|(D5|D6|D7|D8|P [DP)|S

uxwmvw”u:.wmvll']s uwwvwl IJIIHPW}S
I | ) | J

A root/plex0 8_root/plex 8_root/plexd A_root/plext

= = O
o B R |

ONTAP AIZ E¢|0{ RAID= RAID 4, RAID-DP % RAID-TEC2t Z2 RAID S S X|AStLICL. 0= FAS Y AFF
ZHE M AFRE|= RAID 21 SUBILICH 2E T2H| MY 22 ONTAP Select= RAID 4 2 RAID-DPZt
X|2IgfLICt. C|o|E{ of 2 2|AH[O| E0f| RAID-TECE A8 M= MEHNQl HS 7|50| RAID-DPRILICH ONTAP Select
HAE 2t LEo| LHE CIE LEE SX6ts F57 OFF|HIMNE AEYLICH &, 2t L E= FE THE[M3t i I|0{9
2E OIE|M SXN2S X & s{of BL|Ct H|0|E| CIAT= THY R E THE|MO| QOB 2 %A H|O|E| C|AT =
ONTAP Select .. =7} HA o] 2EOIX| o &0 2t ShatE!L|Ct,

ol L= S2{AEO| 32 2= H0|F ME[M0| 2H(EY) HI0|E E MTot= ol ASELICH HA S Rl 29|
Z2 HlolH DiE|M StLtE o 22| 22 (E4Y) HIOIHE MESH= ol AHEE|1, & i H|0|E TE|M2 HA {09
&4 HIo[H & n|2{dst= ol AHEE L.

=1t HZ(DirectPath 10) C|HIO| A2} RDM(Raw Device Maps)

VMware ESX= #Z NVMe CIATE /A BX| HOZ X|I6HX| E&LICH. ONTAP SelectO Al NVMe CIATIE
ZH™ M O{st{H NVMe S2I0|EE ESXO|A E1t HX|Z2 F4sH0fF TLICH NVMe XIS E1F ZHX| 2 P Mot H
MH BIOSO|| A X| 8O} 5HH STt T2 NAO|D 2 ESX SAEE WHEISHOF BHL|CH S ESX SAELH 2| Exf
K| 2= 167HLICE O2{Lt ONTAP HZZO| A= O] XM|EH0] 142 A|BHEILICE. ONTAP Select == 14702 NVMe
K2 o] HBto| QJUCH= UL EE NVMe 7140| & 82 3| Msto] 01 =2 IOP 2L (IOPS/TB)E M3l
ojo|gLIct E= O 2 AEZ|X| 82 Masts IMs 42 e ER HHE ONTAP Select VM 27|, A|AH
C|A3L Intel Optane 7=, H|0|Ef AE2|X|& SSD =202 £ X|Hst= 210| E&LICE
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@ NVMe M52 %3t 2261213 [H7E ONTAP Select VM 37|12 TE{3IAA|2.

I AAR FX|2t RDM Ztoll= 71Xl Xto|Ho| AUELICH. RDM2 A Sl VM| DHE Y &~ UELICH IHAAR
ClHO|A0= VM TR EI0] 2RBL|CE =, NVMe =20|2 WA = T 2 F(E2H0|E 71 BAHE +AstH
ONTAP Select VME M E!5{0F BfL|Ct E210|E WA 5 2F & EH(E2H0|E F=7t) 22 ONTAP Deploy?)|
HIEZR0| w2} HEIELICE ONTAP Deploy= tH i E 22{AE 2] ONTAP Select X{F & 1t HA 42| Tf| 2 2H
/M| S 22| etL| . SEX|2H SSD Cl|0|E| E2t0|E X (ONTAP Select MF /& Z=X|= 2R ¢iZ)1 NVMe
H|O|E| E2t0|E %t (ONTAP Select MFE/Z0 =X 2Q) 72| Xt0[H S BFEA| 20tof BiL|Ct.

E2| 9 7R ClAT T 2H| XY

HOF ZEASHE A2 XL S A2 HZ6H7] 281 ONTAP Deploy= X|HEl H|O|E ME A (SE|H A|AH C|A3)0||A
AAEIIAN CIATE XSO Z T2 H|X'JS5t ONTAP Select VMO HZBEL|CE O] 22 ONTAP Select VMO|
BHEIE £ QEE X7| M F0| A5 2 £HEILICH RDM2 TtE|MYE| T R E 0jI2|H0|EE X522
J=EILICH ONTAP Select = E7} HA Ao| 20l A2 0| ME|M0| 2ZH AEZ|X| Z gl 0|2 AEZ|X| Zo|
5O SCHEIL|CE O] T2 SE{AE MM Xdar AER|X| 27t &Y BEHM A5 Z2 £ EILICE

ONTAP Select VM2| HIO|E] C|A3 = 7|& 22| C|A3 et AAL7| M2 O B2 52 22| C|23E AHE0t0]
TS MY f ds0 IS 0jELICH

2E 0j02|H/0|E9| RAID 18 SE2 A8 7Kt [l A3 40| uf2t CHELICH ONTAP HiZE
() == RAID 18 982 MefsiUct, ool B2l C]AS7 £29 39 RAID-DPE A8,
JX| 92 7S RAID-4 ZE 022|702 S MAELICH

AT EQ|0] RAIDE AF235H0 ONTAP Select VMO|| 22F2 Foteh mff 22|Xt= S2[H E210|E 3 7(Qt st
2ol 5 T2slof L|Ct XIMSH LIS MM Z HXSHUAR "AERZ[X| E2F S

FAS 5! AFF A|ABIDL OFNVEX 2 30| SYSHALE H & E210|E8t 7|E RAID 30| F7tg & JSLICH CHES
£2to|Eo| 37|17t ELICt. M RAID 2 &2 MMst= 22 M RAID 18 37|7} 7|& RAID & 372t YX[5HH
A Xl o 32| H|0|E Ms0| NSt/ X| =5 ofjof L L},

—

ONTAP Select C|ATE offT ESX C|AT Qb LX[A|ZIL[CH

ONTAP Select C|A3 0= E&8 net x.x.y2h= 20| 0| X[™ELICH CHS ONTAP &S AHE610{ C|A3 UUIDE
Ag + UGLICH
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

lns  etwirns  Upasts Masd g

D BB | B Amons - The
Lot ATA DeaK (nBa 500807 11750054 0wk
Leal ATA O3 = R 2.

P29 9339392931

$338pEEaaadE

4w

ESXi Aoj|M CIS HHS adsto] X|™HEl E2|H C|A T (na.unique-idZ AlE)2| LEDE Ze 4= USLICE

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

AIEQ|0{ RAIDE AHEE Iff CHE E2t0|H @F 7 et Ct

02] E2t0[ETL SAIf| 2F HE0l| /= B, AIA-O] o2 JHo| 4&E FEY & ASLICE AL=-O SE2

o

Of12|#|0|E RAID B2 I Zlo{ &tAl =ato|e 0 w2t CHSL|C

RAID4 O 12| A|[0| E&= oF HO| CL|A3 HOIE A 4 A1, RAID-DP O 22[A[0|E= 29| C|A3 FOHE AE +
ALH, RAID-TEC 02| AH|0|E= 32| C|AS FOHE AE 5= UASFLICH
Hoi7t st L] A3 271 RAID R0| X[@5h= 2[cH Fo =20t M0, Ao CIAIS MEY + U= F2 M7

A
T
T2 HAJ SO AISELICH AHO| [IAIE ABY 4 g 2 aggregatel= AHO| LIA3E 2718 x|
xotel ALEHE Cl0|E1Z HZ Bt

Hoi7t Lt C|A3 271 RAID R0| X[5t= £[cH Fol =20 B2 22 22 SHUAS Foijl LM O At
|
=

OHOZ2|AHO|E MEl= M&s XNt 2 BEA|E/LICE HO|H= HATIEL O = &= H = =g
10] L3t 2 /0 RS S| AF QIE{H4UYE TE ¢0e(iSCSI)E S8l 'L C 20)| 22|MOZ QK|S [|ATZ
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HEELUCH & S2A L AIisHH O 22[A[0|E= HIHZ HEA|Z| 1 HIO[EE AHEE 4= g7 ELIC).

QLRI LSt SAE AX|SIL CHA| H-gslof 2 E ot HO[E] DI S MY = AELICH CHE CIAT FHoll= QI
C|0[Ef of 22| A[0] ESf 450| XM5t=[0f FE 02| AH|0|EQ| §50] AMHELICE. ONTAP Select= RDD(FE G| 0|
HIO|E]) THE|M'd A7|0HE AtE35H0] 2t E22|1H E2t0|EE R E THE| ¥t £ JHO| H|o|H DE|Mo= 2EfL|Ct.
f2tM StLt O| 4ol CIASE ZH5IH 22 FE L= §F RE 0f2|AH[0|EQ| SAI=Z 1t 2 H|0[E| O 22[AH[0|E
5 24 H|O|E 02| AH|0|ES A= S HIRSHK O2] 02| AH|0|EJF ek O|& + ASLICE

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:

Second Plex

RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a
Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
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RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..

StLt EE= Of 72| EBtO|H @R E HIAESHALE A|Z2|0| M52 H E AFEELICt storage disk
fail -disk NET-x.y -immediate BE. A|AHIO| AHO7} U= B2 aggregate?t M= 7|
@ A EFRL|CEH HES AFESI0] M7M MEfE =l &~ JSLICH storage aggregate show.
ONTAP DeployE AHE5I0] A|Z2[0|MEl 2F E2I0|EE HM|HE 5 USLICH. ONTAPO| A
E2lo|EE 2 EAMELICt Broken. E2I0|E= A2 THAEX| FOH ONTAP HZE AHE5}0]
CEAl Z=0te 4 Q&LICt 4= 20|22 X|22{H ONTAP Select CLIOA CHS HHS =AEL|CH



set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Opx|2f BEo| =32 H[0] UO{OF ghL|Lt.

NVRAMSE 7}Atstii&L|Ch

NetApp FAS A|ARI2 AEPMO 2 E2|% NVRAM PCI 7IEE AFEELICL O] 7tE= H|2|Hd ZeHA| K= 2|7}
EotEl 185 7IEE MT| §50| 2AH Y ELICE O] 22 ONTAPIt SHQE MT|E SEI0|AE| ZA| 2eled
T ATE 58010 AL ). Lot CAH|0[FO[2t 1 ot T2 M AN +=FHE H0|H 282 =2l 2AE2(X|
O|C|O{ 2 CHA| O|S3H= & of|ofE == ASLICE

2t A A= LU O 2 of2{st REO| FH| 7t FAE|X] S LI T2t NVRAM 7H=9| 7| 50| It etz of
ONTAP Select A|AE £&! C|A3 9| mHE[M0]| BX|ELICH K2k QAR AS| A|A- Tt C[ASF HiX[SH= 2O

o EQELIC

vSAN 2! Q8 AEZ|X| 1A

714 NAS(VNAS) 752 VSAN(ZH SAN)O|A ONTAP Select 22{AE|, Y2 HCI MF &
Q& ofzi|o] R H|o|E MEAE X|2ELICE Ol2{gt sl 7|2 QEet= O|ofE ME A
SHHE M3eLCt

A @7 A2 J12 70| VMwareOl| M X ¥ =0 siE VMware HCLOI| LIZ =0 QL0{0F SHCh= LIt

vNAS O}7|Ell Y

VNAS= DASE ALESHX| g 2 E ME| AFEEILICE CFES == ONTAP Select 22{AE 2| E2 ST HA 49
ONTAP Select = =7} £t H|O|E K& A (VSAN HIO|H K& A XEHE S RSH= O [HINE EHELICH LE=
SUst IR 28 AE2|X[Q JHE H|0|E MEAN HX[E = JASLICE w2tA Of2f0] & AEZ|X| G282 Sdf
K| ONTAP Select HA 42| M| dX| Z7t2 £ 4 USLICE ONTAP Select YNAS £F M| OF7 |EHIN = 22
RAID ZAEEZ{E AIE235t= DASA2| ONTAP Select Ot7|ElX{ 2t 0§ RAFEILICE &, ZF ONTAP Select =E0=
HA IFE 49| H|O|E{ AF20| A& USLICH ONTAP AEZ|X| E84 MAMO| HQ|= L& HQIQIL|CE [M2tA &
ONTAP Select '==2| HIO|E M|E HA|Of| HEL 4 J2O=E 020 F AEZ|X| 2242 =0|= 0| EELICH

|
e

HA 42| ZF ONTAP Select =E71 HE9| 2/H 02|02 AT £ JUSLICE Ol 28 AE2|X|0| ONTAP Select
MetroCluster SDSE AtEY [ LHIXMOZ A= BHHRIL|C,

Z} ONTAP Select .L=E0] Lol 22| 2R 0{2[0|E AHEE = F 0{2{|0|7t ONTAP Select VMt R At 45
E4E MSsts A0 iR SRELICE

vNAS O}7|El X2} SIE|0{ RAID ZAEE2| 7|t 2Z DAS H|w

vNAS O7[ElX{= DAS U RAID ZHEEHE ALESH= AHQ| OF7[EHIX 2t =2|MOE JI& FAELICH & 2R 2%
ONTAP Select= HIO|E M&E A S7HS A2 ELICH siE H|0]H HEA 372 VMDKE #EE|A2H of2{st
VMDKE 7|Z2| ONTAP HIO|E{ O 2| H|0|EE LM EIL|CE. ONTAP =S AIEstH S2{AE MM 9l AEE|X|
27t 2 S0f| VMDKZL MESHA| AFO| R E| 1 SHIE plex(HA 42| AR)0f| ZE|0] Y=X| &olg 4 AUSL|Ct

RAID ZIEE2{0|A vNASL2 DASO|= 5 7tX| £ XI0|HO0| J&ELICt 74a Z2EHQl X0 M2 vNASH = RAID
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ZHEEZ{Jt ZRSHK| %Etrf QILICt. vNASE 7|2 9| AEZ|X|7} RAID ZHEE2| MHOZ DASII M2
U= HIoJE X[&Y 5l SIS HSstCtn 7P| Ct & Hf XHo| ™1t of 0| 2% XI0|M 2 NVRAM M &1} 23

WYLt

vNAS NVRAMQ!L|C}

ONTAP Select NVRAME VMDKYILICL =, ONTAP Select= 22 =4 X|& 7Hs EHX|(VMDK) 2/0i| HIO|E =4
XIH 7Hs 2ZHI|E NVRAM)S Ol 22]|0| E&L|C}. 6|2t NVRAMS) g%% ONTAP Select '==2| FH| M50
02 SgLCt.

SIE/N RAID ZIEE2{7I /= DAS 282| 2%, NVRAM VMDKO]| CHgt
SARIE|EZ SIEQ0 RAID ZHEEE FHA|7} AFale NVRAM FHA| HE 2

Lict,

VNAS O}7|ElX{ 2] Z< ONTAP Deploy= SIDL(SlngIe Instance Data Logging)0|2t= £& QI+E AHESHH
ONTAP Select tEE XSO Z AMBtLICEH O] £E! Q47 QO™ ONTAP Select= NVRAMS 4L 5 11 C|O|E{
HO|ZE=Z G|0|E| 0 I 2|A|O|Eof| I £LICH. NVRAMS M7| ZHlof| Qs HAE 229 TAE 7|E6t= O|gt

A
e
=

=

—

E M7l RAID ZHEER FHA0 HS

A EILICE 0] 7|52 0™ 2 NVRAMY| 17H°I M7| 20| & HHZ S0{LFH NVRAMO| 17H2] M?I 40| &

M7|§ CIAHO|1F = AYULILE 0] 7|52 RAID AES2] FHA[Of THEE 27 M7 20| FIHAQl X|H AlZtS
FAYE =2 37| W20 vNASO| EH°H)\1._ FEE gL

SIDL 7|52 L% ONTAP Select AE2|X| 28 4Y 7|51 2 &E|X| 4&LICH SIDL 7|52 CHE BE S AHE%HH
OH22[AH|O|E 2o M HIE-dstet = ASLIC.

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

I O 22| AH[0|ES 2= =&0 tiet 2= AE2|X| 22

[
o 4 UBLICH

SIDL 7| 50| THA QUH M7 ”"Oﬂ ggs S
HMo| H|2dotEl 20 SIDL 7SS CHA| #2439t

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

vNASZ A2 I ONTAP Select = =2 AH&5L|C}

ONTAP Select= 28 AEZ|X|0| M CtE = ONTAP Select 22 AE{ZE X|EtL|Ct. ONTAP DeployZ AF238HH

SQUsH SHAE{O 23 LS} Ol 3 SUBHESX SAEO|A 642 ONTAP Select =E2 TLAE 2 QIALILE O

TME VNAS &E(2% Hl0|E HEA)Zt RFBILICE DAS AEZ|X|E AFEE AL 0]2{% QIAE AT ST
St=90{ RAID ﬁzgamw ZHst7| 20| SAER 642 ONTAP Select QIAEI AT} X| 2| X| OF&L|CE.

ONTAP 72 SHE0 M= T+ == VNAS S2{AHS HE 75 1 SYst SAE| S S2{AE{0] Ui ol
r

ONTAP Select QIAHAS HIX|SHX| S&LICH CHS J%IOHH T 2AE0M WS
SHEA #=0 oS 2o FLC

=5 7H9|4h;E-aE+*E1E

* CkE == VNAS 22{AHQ| x7| A&

22



Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

T% = ONTAP Select ==& 2 AE 7t0j| 0j0| 22| 0|Me & AFLICE m2pA] 22 2 AE9| & 7H 0|49
ONTAP Select = E7} St 7|2 SAES ZREH= PA0| XX X| &1 XEX]| 22 4 Q&LICH VMwareZ}
ST HA Yol Rt ofL|2t SYUTH FHAE 9| L= 7H0] =2[H 222 MS22 AT + AEF VM BHFAHY
s +S22 YHdt= 40| FSLICL

(D) 9 72 ESX 22IAE{0| M DRSS Z48fsHo} BiLICt

ONTAP Select VMO|| CHot BE AL FAIS MMSH= 9HH2 CHS 0|2 HESHIA|2. ONTAP Select 22{AE{0| 27
O|&o| HA 40| Z3te[0] Q= B AR ZE LEE 0| f&lof| &sljof &L|Ct,

“ VMHost Rules

v Sonvices T
viphere DRS
vSphere Avalability

e L Tysa Esaklad Cma ey Dakinas By

This lEstis empty
- VEAN

Genaral
Disk Management

Faull Domaing & Stretched
Cluster

Health and Performance
iSCSI Targets
ISCSI Initiator Groups
Configuration Assist
Updates

w Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VMIHest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove
\embers

5 Selectvii2
5p Selectvi1

CI2 0|} & dlLIZ ST ONTAP Select 22{AE{2] ONTAP Select .= E 5 7l 0|AH0| ST ESX SAEO|A
A > ASLICH

* DRS= VMware vSphere 2t0[4lA Kot 20| BE= DRS7t &-HSE|X| @f2 2R HAIEX| g&LICH

* VMware HA 2t fEE= Zt2| Xt A|ZFet vV 010] 12{[0]H0] M52 2 DRS BHRAHE #2]0] FAIELICE

ONTAP H{ = ONTAP Select VM 9 X|E AIH O MO = DL|EZSHA| $ELICtH 2Lt S2{AE HH0|E 22
ONTAP H{E 20| X[ E|X| &= ChSop 22 242 BtAgiLICt.

UnsupportedClusterConfiguration cluster 20180516 11:41:100400 (ONTAP Sefect Deeploy does not support multipte nodes within the same cluster sharing the same host

AE2|X| 83 Z7t

ONTAP DeployE AH23t0{ ONTAP Select 22{AE{Q| 2t - =0f| CHol| =7 AEE|X|E
ZIt5ta 2lo|MIAE 2o{e 4= AUSLICE

H ONTAP Select VME 2 H

ONTAP = Al AEZ|X| 7} 7|50 #2| 5Q AER|X|E 2|l fYot 20|
Ste “+” OF0O| 22 HOf "I—Itt

o= A2 XYUEX| BSLCE Chg 2-ME 2EE|X| =7} OFEALE A%
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAP Image Version $5RE1 Licensing licensed

1Pvd Address 10.193.83.15 Domain Names -

Netmask 235.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0
Last Refresh
) MNode Details
» Node
Node oenodedSIP15-01 — 1378 + ¢ Host  10,193.39.54 — (Small (4 CPL, 16 GB Memaory])
Y oY AYUS SHO R £AGIH Ch3 At n2folof LIt 82 716t H 7| E 2o A0 & 32t
37|(71Z 2toliAlt M 8FHE F718liof LILt. 2to[ AT RO El 8-S XafstE L EIF EMShH=E AEE|X| =7F
2f

o
ol HufetLict. 80| et M 2to[HIAS HA AX[SHOf LTt

7|2 ONTAP Select Aggregate0i| =7t £&F0| F7tE|H M AE2|X| E(C|0|E] MZL)0 7|1& AE2|X| E(HI0|H
K& L) FALSt 5 T2 HO| Lo{0f BfL|Ct AFFet 22 EM(Z2Al AHE)0| AX|El ONTAP Select L= E0f|= H]
SSD AEZ|X|E F718 4= QELICE DASS 2|8 AEZ|X|Q] =8t X|E|X| &LC,

DAS(Local Storage Pool)E F=71517| 2|6 A|AHI| 2HE AEE AERX[E F7I15H= 2 F7IRAID O8 2
LUNS &80 BHLICH FAS A|AEID} OFXILX| 2 M RAID 18 Ms50| SYst of22|H0|Eo| M 22t2 FI1E
22 32l RAID O1E82| dsut FAFSHX| =elsof &fLICt ME2 0l2|A0|EE THE Z<, M o 32|H|0|EQ|
M&50| & o[si=IctH 22 RAID IF 20|0H0] ZHata 4 ASL|Ct.

HlolE M&EASl £ 37|7F ESXOIA X|¢st= Z|cH HIO|E K& A 37|E x3tstX| b= F2 M S7H2 AAHE
Sl CllO|E] MZA0f 2718t 4 QUELICEH ONTAP SelectZt 0|0] MX| =l O|0|Ef MZA0f G|O|E] XME A QARIES
XIt6HE ZHAL2 SXOZ LeE £ O ONTAP Select . =2| ZH0ll= FekS O|X|X| t&LICE.

ONTAP Select .= =71 HA 42| 2521 2 H JHX| =7t 2XE de{sliof &Lict.

HA2LE0|M 2t .LE0f = DHEL S| H|O[E 0|2 SARZ0| ZE|0| ASLILE == 10 S2HE F715HE = 19
LE CIO[E7} L= 20| ERIE=E SUS 2o 7S TEL = 20 RI7Hsliof »LCH =, == 19| 8% =7t
ol AR2 L= 20f FIHEl SZH0| L= 20| A EA|E[AL) MM AT 2= RELICEH SZH0| == 20f| :=7HE[0f HA
O[HIE F0i| .== 1 CllO|E{ 7} 2t338| 2 EL|Ct.

M3 2SI FIMHOZ N2{3{0F & AP0 JAELICE E 19| HIO|E = £ 20| S7[ACZ =H|EL|Ct matM
L 19| A SZHEIOIE MEA)el d50] == 29 M SZHTIOIE ME L) &5t LX[HOF gLt ChA] 23l &
L=

Ol S7HS FI16HX|2HCHE E210|E 7|& E= CHE RAID 18 37| AE5HH ds M7 2dd = JASLCE
Ol= MtEL =0 M Clo|H EARES /X 22|5H= Ol AHEE[= RAID SyncMirror 2t WiE LTt

HA Paire| & =E0[M ALEX} MM A JHsTt 8 Sl 2 =200 Chol sty & 7ol AEE2|X| 7t &Y S
T lBl{OF SLICH AER|X|E U1 W{OiCt & = 250 32H0| FIt2 Rt Ch 2t 2o Bt & 372
TE 10 2R3t 37t L 20 st 37t ZHELCt,

x7| B¥2 2 LE2 PHEIH, ZF = =0i= 2 CloIE] M&E A0 30TB S2H0| U= 2712| H0[E ME AT JASLICEH
ONTAP Deploy= 2l E S2AEE MHSHH, 2f L E7H O|0|E MZE A 10|A 10TBL| 37+2 AH[EL|CH ONTAP
Deploy= 2t =EE LEY 5TBO| &M S7tO2 FMBL|CE.

Ch2 DM = =2 10f T T AE2|X| =01 2o ZHE 20| FLICE. ONTAP Selectofl M= G{T3| 2

L EO0f|A SYTH Ao AEZ|X|(15TB)E AFRELICE SFX|2 L= 12| B L& 2(5TB)E Lt HE|E AER|X|
(10TB)7t O RELICH & LE= 2 L EJHCHE 29| HO|H SAHE S SARSIERE 2AMs| ESEL|CH |0 E
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ME2 10| o7 S2H0| o Eot A HO|H XMT 4 2= 65| bS] A 7hsRLIC.

1)

3 2A T AER|X| 71 AY 3 8y U ol 2t

ONTAP Select oo ONTAP Select
Node 1 S Node 2
HA Pair

r’”-_____-"\ /--_--\

Node 1/Aggregate 1 (. A
\""--—.___.---"/
10TB 10TB gi;:ge 2/Aggregate 1
g?éc e STB 30 S Sync Mirror for Node 1
: SUIB 10TB

Free Space in Datastore 1 :
1578 : g?l% Space in Datastore 1

Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

L= 10l et & JHX] 71 AER|X| 22 LIHX| HIO|E MA A 13t C|O|E| XMZA 29| YEE ASELICHE o
AL2). A | AEE|X| 227t 20| M= C|0|E HZEA 10f ot Q= 15TB| R 22H2 AR EtLICE O
JZ0N = & H AEZ|X| 371 2ol 2utE Hof FLICH o £ 10 50TBL| & H[0o|E{ 7} 22| =2l HHH
L E 20||l= &2 5TB7t Y&LIC.

© S HE: L 10 T3t & JHX| 27H AERIX| A7} A 3 B U of] B2t

—

ONTAP Select 1 . ! ONTAP Select
Node 1 — - Node 2
HA Pair

25TB

Ok

Node 2/Aggregate 1

Node 1/Aggregate 1 5TB

50TB

Sync Mirror for Node 1
50TB

Sync Mirror for Node 2
5TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

82 %7} | F0| ALBE|S Ht) VMDK 7] 16TBRLIC S2{AF 44 3ef Fo| ALBE= 30 VMDK 27]=
8TBRILIC. ONTAP 7% Al TA(EHY = S T L= 22| AE)2t 27t 80| w2t 277t Suh2A| Y8
VMDKE MAfBHL|C} J2iLt 22 A M4 Ztef S0l 2F VMDKS| 2t} 3717t §TBS £ nfotx| k11, Ag2|X|
7t 5tel F0l= 16TBE ZakstR| ekofof et

AT EQ|0{ RAIDZ ONTAP Select?| 222 S2IL|C}
OFAEZER| 2 AEE|X| 27} OFHALS A0 AT EY 0| RAIDE A= ONTAP Select = E9| 22| 228 52!
Ho

& USLICH OPHARE AFE 71531 ONTAP Select VMO RDM2.2 0fEe 4= Qli= DAS SDD E2}0]
HEAIELICE
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22k 210|MAZE 1TBIX| 5 4= YKot AT EQ0{ RAIDE gt o
ASLICH FAS EE= AFF AE2|X|0f| C|ATE £718t= Ziaf OFKIFX| 2
AUes F| A AEZ[X| 20| ZHELICE

rr
o
u

HA 0|M == 10| AEZ|XIE F7I6HH 29| HAM(LE 2)0M T SUsH 9| E2I0|EHE A2 = U0{0}
SiL|Ct 22 S2lo|Eet JA C|ATE BE LE 10|A 3t AEZ|X| &7} ZAHoj| AFREIL|CE F, 217

12| M| AEE|X[7} LE 20N SHE|D B2 =5 St= O] AFZEILICH = 20X 2Z0|M AEY =~ U=
AER|X|E FItot{™ HEO| AER|X| =71 XAt £ LEWA 22 29| E2I0|HE ALEE £ U0{OF BfL|C}.

ONTAP Select= Af E2I0|EE J7|ZE =2t0|29t 32t RE, H|0[E 8! H|O|H DE|Mo= 2Lt THE[AM'Y
A2 M OfZ|AHO|EE M d3tAHLt 7|Z O O2|AH|0|EE &tEdts S +HELIL). 2 C|AS 9| RE TIE|M
AEZO[Z 37| 7|E C|A39| 7|ZE RE ME[E 37|92t LASt=F AFELICH W2tM & i S 2 et H|oIE
OE|IM 37| & 2t 37| CA3 & 0N FE ME[E 37|15 22 LhE g2 Althe = JAFLICH FE MHE[N
AEZO|Z 37| 7HAMO|H, x7| Se{AH 4F S0 LSt 20| ALEL|ch st E RE SZH(HY ==
S AEQ Z2 68GB, HA Y2 32 136GB)2 £7| C|A3 £0{AM A0 3! HZ|E| EEI0[EH S i gfo=
LtglL|Ct S E DE|M AE2L0| X 37| = AAR0| 7tk = 2= E2t0[20 M 2F8HA| fXIE LT

RAID 3 5! ONTAP Select .==7} HA 42| L& 0IX|

rr

M AggregateE H-ddots 22 st &4 E20|E £
O 20i| k2t S Lt

7| & AggregateOl] AEZ|X|E £t A & 7HX| 7t n{Ateto| 2Lt Ch RAID 3&0]| ofO| Z[cH StA|of|
CESHX 2 AR 7|1Z RAID 50| EEI0|EHE F7tg 4= JUELICE 7|1Z& RAID 250 ATSS FI15t= 7|1Z& FAS
SLAFF 289 AT O7]0 MEE|H, \f ATIS0f 3t AZtS MMSHE 24T HIHXQ 2X|L|Ct, EE5F OB THE|M
37|17k Z7Lt O 2 E210|EEt 7|ZE RAID O F71e 4= JESLICH oM HHSE Z4MH HI0|H THE|M 37|=
CE2l0|E YA 2 7|2} CHELICE F7tk|= H|0|E ME[MO| 7|& ME[MECH 2 A2 M E210|E2| 3 7|7t SHIE
ZUL|CH CHA] 2Halj, M| E210|E 89| LT AF2E[X| %42 ME USLICEH

M EZIO|EE A3 7|Z= o J2|A|0|EQ| UEZ A RAID 128 MAMEt &2 QISLICH 0| Z2 RAID 2 A7|E=
7|Z RAID 12 37|9} Yx|sof ErL|Ct.

AE2|X| 22N X2

ONTAP Select= FAS 2 AFF O2|0|0| MBS El= AEE[X] 224 SM FASH AEZ[X]
s ZHE HEEL

All-Flash VSAN & Yt ZefA| AER|X|E ALE3SH= vNAS(ONTAP Select Virtual NAS) 7152 H| SSD
DAS(AT HZ& AE2|X|)7} &=l ONTAP Select0]| Lt Best PracticeS 20 fL|Ct,

SSD E2fo|Eet ma|0|H 2Ho|MIATE EotEl DAS AEZ|X|7t Y= HAL, AFFRL 22 HAHE|E|7F 22 MX[o|A
Aso = 2 stE LCE.

AFFet Z2 HAHAZIE|S AFESHH AX| Foi| o= 212+l SE 7|50| At52 =2 4Lt

ro
1
ro
=t
HU
2
rm
oy
Ral

D 1 1
oo mon o
=
|4
non

Mo
n
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i}

AMO2E 5= HA

FAESIEE 2EVEX HelstE Mz ddet 2§0M TS

NTAP SelectO| 7|2 AEE|X| 284 Mg
==

S 2Lt

O
&

S

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

9.6 0| &0l Af ONTAP SelectE 20| =o5t2{H Z2|0|Y 20| A7} Qli= DAS SSD A EE|X[0f
ONTAP SelectE A X[sHOF FL|C}. EESH ONTAP B E Sdl| &£7| 22 AH MX| F0of| * AEZ|X]

() =248 solztg Metsio} HLICE O]H X710| XE|X| 042 FL AFFO 22 HAWR|E| Ap
ONTAP 2| 720|= 8 Z43fol2{® RE 148 2502 445D S XL sHof TLITE KAzt
Lhg 2 71 IR LMol 22lstiAl2.

ONTAP Select AEZ|X| 224 74

Ch2 HOl= 0|00 R 3! 2T E0] 2to|dIA0) w2t A 7hs St Chet AE2|X] 2E8d FM0| 72Xz
HEAE[ALE AESHA] =5 AHEX U 72O = AYEX = 5L

ONTAP Select 7|5 DAS SSD(Z2|0|¥ ==  DAS HDD(ZE 2t0[4lA)  vNAS(ZE Zto[MIA)
z2|of XLY)
212l M2 ZX| (=9 o. Z=EEZ ALEXL o. Z=EEZ ArEXt
AEot=E ALt AHEot=E ALt
=& 2ete! S=HA ol(Z1=2) A8 & GlELIT X A= K| gLt
32K 2l AXE(EE A=) o =8 BEEZ ArEAIt X #E[X] gfa Lt

EHRlZ AEXE .
ArEELILY.

8K 22l f=(H8dY ol(ZI=22k) of =28 tH?l2 AFEX7E XX &L
24=) AFERLICH
HOBRE &S X #E[X] gt ol 25 tH?l2 AFEX7E o 28E=E AEXAIt

AtEgLCE AEot=E AL
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ONTAP Select 7|5 DAS SSD(Z2|0|¥ ==  DAS HDD(ZE 2f0[4lA)  vNAS(ZE Z2t0o[MA)

m2(0|Y XL)
4= AN o o ofl. E8E=E ALSXIt
A8t g MAEELIC

oIzl HojEf AWM ofl(71232) of 28 TRIZ AMSXIL X=X 2&LICH
AFEELICH

CHE AL o o X=X ek L|ct

oi32|A0|E 2lztel ofl(71232) e el X=X ek L|ct

S5HA

EE WIRRE SEMH o723 ol 2& HRIZ ALXIIL o EEYEE A8Xtt
AFSELICH A8 E M™EELIC

A WIERE S5 MH (7122 N S K| A= K| ek L|ct

'ONTAP Select 9.62 MZ2 2t0[dlA(Z2|0|H XL)2t MZ2 VM 2 7|(CHY)E XIJ LT &Lt 2 VM2
2L ES|0] RAIDE AI83H= DAS FJ0i| A2t XA E LT 9.6 E2|=2| CHE ONTAP Select VMO A= =901
RAID %! VNAS 40| X[ X| gt&LICt.

DAS SSD 42| 18|0|= S=tof| CHet &1 Apst
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