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ONTAP Select 7t C|AZA

ONTAP Select2| s Al0fl= &Lt O|AQ| AE2|X| Z0||AM TEH|N L=l 7HA C|A S EEH0] ONTAPO| K| ZE!L|C.
ONTAPO|= 22| C|AIZ M2[st= 7H LA NETH HIBE|H, AE2|X| AEHO| LIHX| £822 5t0|I{H}0| X 0|
O|d&l| FASHEILICE CFE T2l = 22|X RAID HEED, St0|IHH}O| X 5! ONTAP Select VM Zt2| EAHE
XEM|SHA| 2o FL|Ct.

* RAID O 5l LUN A2 MH Q| RAID ZHEE2| AT EY|0] LHO|A] O|20{ZIL|C}. VSAN ELE= 2 AEZ|X|E

Arge = o] 0| HRSHK| &LICE,
* AER|X| & 712 SIO|HHIO| XN LHO|A 4=SHElL|Ct,
* Tt CIAT = JHE VMO Qs MM =0 AQEILICE O] 6|0l A= ONTAP Select0ll 2|5 A ELICE.

* JtA ClAZQ E2| C|AS O *
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Physical Server

> RAID Controller

— Virtual Disk (VMDK) } ONTAP Selec
MLocsIIy attached drives E_ StCI]'EQB Pool {V MFS) I } Hypervisor

444444 RAID Group

JtA LA T2H[HY

HC} ZEASHE AL AL A S HZ517| 2181 ONTAP Select 22| £Q! ONTAP DeployZt 23 AEZ|X| Z0|AM 7tHA
CIATE X502 T ZH| XSt ONTAP Select VMOl HZSILICE O] X2 x7| AH gl AEE|X| 27} X 0|
SO 2 SHEILICH ONTAP Select ' =71 HA Ao AHQOl AL 74 ClAT = 24 Gl 0|2 AEZ[X| 20| X522
SHEEIL|CE,

ONTAP Select= HAZ 7|2 AEZ|X|E 2}2t 16TBE X1oHX| b= SYUSH A7|9| 714 CIAIZ LhgLCt,
ONTAP Select 't =7t HA 49| A0l AL 2t S2{AH L E0f|A 271 O|AQ| JtA CIAIE M Mot O[2{& &l
Aggregate LHOI[M AH8E = 5! 02| A0 LEELICH

= =2 O

0|Z £0{, ONTAP SelectOll = 31TBQ! H|O|Ef MEA EE= LUNS gEtet £ USLICHVMO| EE 5 e 27t}
AAEI Gl 2E C|AT 7} T2H| K E). I3 CHS 47H9] ~7.75TB 7HA ClA T 7L MM E|0] ST ONTAP 22 4 0|
Za A0f SEHEILICE

ONTAP Select VMO|| 2= 7151 CHeFot 3712 VMDKIL & = ASLICEH XiAet LIE2 S

(D HESHIA R "AEE[X] 22 571", FAS A| A} SH2| 3 7|7} CHE VMDKZH S 2 ¢t 0 22| A|0[ E0f|
EMY = ASLICE ONTAP Select= 0|2{2H VMDKO| A RAID 0 AEZIO|ZE ALESIEE 3 7|0
2A210] 2t VMDKe| = SZhs A5 Ar8e = QUSLICt.

NVRAMS 7tASIBHELICE

NetApp FAS A|AEIS QlHIMO 2 H|g|9M ZajA| |2 2|7t TEE n1Ms FHEQlI £2|X NVRAM PCI FIEE
ZHAISELICE O] 7IEE E0{QE MT|E S20|AHEN FA| &2lg 4= = 7|52 ONTAPO| B0t M7| M52
A SFAAIZILICE ESE C|AE|O|ZO|2t 1 8t= T2 M|ANAM £HE H0|E E28 =2l AEZ|X| O|C|0{Z CHA|
O| =SS = of|2ket £ Q&L

4> rin

2t A A-OE LU O 2 o2{st ROl EH| 7t FAE|X| QS LICE. UH2tA O NVRAM FHE2] 7|52 7HSHE[of
ONTAP Select A|AE R C|ATO| THE|H0] BHX|EILICE. M2t QUAEAS[ A|AR JH4 C| AT S BiX|SH= 20
2 SQELICt o] 2o 22 AZ AEE[X| Y2 28 /0| Fo{ FHAIE ZE S2/X RAID ZHEEE{7}
W Qs |C}

= = .

NVRAME X4 VMDKO]| HHX|EIL|ICH NVRAME XHA| VMDKE £8H5H ONTAP Select VMO| vNVMe E2H0|HE

I
AF23810] NVRAM VMDKS} EA1E 4~ Q& L|CE EESH ONTAP Select VM ESX 6.5 0| Atn} S3te|= 8 EQ)0] A
132 A0} fLC}.
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HO|E| Z2 Md¥: NVRAM % RAID ZHEE7]

AAEl0 R2IE of 47| 20| F3H HI0|E) Z2E ufat 73 7hAISHEl NVRAM AlAE] IHE| M3t RAID ZHES2]
7ho| A% &20| Jha B 2% BAIE 4 YALICH

ONTAP Select VMO]| Ciiet S0 = M7| QM VM| NVRAM LIE|ME CHAOZ BtLICH 7HASE AS0f|A O]
IHE|M S ONTAP Select A|AE! C|AT LHOf| /OH, VMDK= ONTAP Select VMO|| ¥ ZEILICEH S2|& AS0M=
Ol2{st QH0| 2& RAID ZHEEZ{0f| FHME/LICL. 7|2 ALSS EIZOE ot= ZE S5 HE T 0|2 FAFELICEH
Of7|0f| M M7|7F SAEQ| CHA| QIAIEIL|CE

O A|™OA E50| HHZ RAID ZHEEZ] FHA|0f| AFstH CIAIZ SHAIE W7HX| 7|CHEIL|CEH =2|Ho 2 EE2
XAt AF2 X} H|0|E C|A3Z C|AH|O|RE mi7tX] NVRAMO|| AHSHL|CE

HAZ SEE2 RAID ZEE2{9 2Z FHA|0f| AF52 2 NMZEE|7| 20| NVRAM LIE|M0f| E0{2E= M7t AH5Q 2
IHAE|0] FI|Xo2 E|H AEE|X| O|C|HE Z3{A|E/L|CH. NVRAM Z{EHIXE ONTAP H|0|E C|AIZ CHA|
F7|HOZ E{MstE A2 =F6HX| OHYA|L. 0| = O|HIE = 2t240| QIO MZ CHE A|Ztnt BIE 2 SHAHBHL|CT

CHE JR0ME S0QE M7t 2t EH H2E B0 FLCL Eot 22| AS(RAID HEEH Al &
CIATZE FA|)I 7H A B(VME NVRAM % HIO[E JHa CIAS = HA|) 7He] Xto|™E S ZxELICE

NVRAM VMDKO| A HEE S=0| 2Z RAID ZIES2] A0l FH Y E|EEtE FHAl= VM FLFO|Lt

@ S 7tet CIATE QIAISHA] ZELICH NVRAME A|AHIN| HAE S22 25 HESIH 0| &
NVRAM2 &0 2 0pefL(Ct. of7|0f= S&et #Hef ALSo|M Z2H[X k= Z2 5t0[EHHO| X0
CHel BfRlYEl 47] 20| ZetE LT},

* ONTAP Select VMO]| Ci$t E0{Q= M7| *
Physical Server
* RAID Controller Cache > Physical Disk
- '.-‘
ONTAP Select
A Write commitment ——» NVRAM Destaging

NVRAM Virtual Disk Data Virlual Disk

T T

NVRAM ItE| 42 XtA| VMDKO|A 22| ELICE O] VMDKE ESX {7 6.5 O| 40l AFEE = U=
() vdme S2fo|#Z ALgSto HHEILICY ] 2 AF2 RAID HES2] JHAI9| 0| x| ot
AT EQ0] RAIDE At83t= ONTAP Select AX|0f| 71& ZL28fL|Ct
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2Z HZE AEL[X|E ?[et 2 X E4|0] RAID AMH|AQILICE

AT EQ0| RAIDE= ONTAP AT E Q|0 AEH L{of| 31 El RAID 4ot ASLICH FAS2t
2k J71Z= ONTAP E2HE Lol RAID AlE ﬂf St 7|52 HSELICE RAID AlE2
E2to|E m2|E| AALS 23S ONTAP Select == LH2| 7 E2t0|E Zoljof CHet ES S
Xl=gLCt.

U

5=90] RAID A 3F AF2t30] ONTAP Select= AT EQ|0| RAID SME M| Z2ELICH ONTAP SelectE A8 =
HHE] M2 SIEQ0{0f| HiZSH= Z2 22t 20| EF 2HHU N SHERO0 RAID HEEZE AHESHK| L AFRSHX| oF
710| E24L|CH AT EQ|0{ RAIDE 0|2{3t %%4; TSI E AR JtSTHHE S 2 SESILICH AF2XL 20l A
AT EQ0| RAIDE 24352 H LS Atets 7|AsHof ghu|ct.

—
—

O] HZ2 Premium EE£= Premium XL 2H0| MIA QL SHH| AT 4= QI&LILCY.
* ONTAP £E 3! §|0|E{ C|A3E SSD = NVMe(Premium XL 2t0|MIA Z Q) Eato|= 0t X|2IEtL|Ct,
ONTAP Select VM 2E&! ItE|M0f|= HEO| A|AHEI C|AT T T QPHL|C}

° 8SD £ NVMe E210|E & otLtof 08 LA E MEISHe] A|A”R C|A3(NVRAM, £E/CF 7tE=, 20
HI 8l OhE == 239 SMAHE HI0|E MEAE HdetCt.

° I:II-J_'— *
* MH|A C|AZ Gl AARI CJATEE 80 MZ HHEYA AL " &~ QI&L|CE
° MH|A C|A3 = ONTAP Select VM LHOIAM 22{AHY, 28 Sut 22 CiYot 252 MSot= Ol AHEE =

VMDKQIL|LC}.

° MH|A CIATE SAENM EE AN S2|HOZ T 22| C|AI(SASI0] MH|A/AAH 22
ClAZ2ta ghol| fIXeLICE sie S2|1% ClA30ll= DAS H|0|E X & ATF ZeHE|0{oF SfL|CH. ONTAP
Deploy= 22{AF 7% £0| ONTAP Select VME AMH|A C|AIE MMTtL|Ct

* o HIO|E MEA = o2 E2|X E210|20j|lA ONTAP Select A|AHI CIASE O 0|4 22| =~ l&LICH

* St=#0 RAIDE= H 0|4 AFEEIX| §ELICH.

24 AZE AEZX|E Qs AZEQ0 RAID A

*EE ?l01 RAIDE AFE3t= B2 5t=90] RAID AEEZ{7L gls A0| SX|2 A|AR0| 7|1E RAID HEE2{7} U=
2 LIS 27 AFgE E0tiof LIt

* A|AHIQ CIASE Y HSY £+ Y= SIEY | RAID ZHEEZ E H|2datslof giL|CHJBOD). 0|23t HZA
QlHt™ O 2 RAID 9 E2{ BIOSHIAM 3lgt &~ ASLICH
* IL=SHEY|0| RAID ZIEE2{7f SAS HBA 20| 0{0F BL|CL. 0| & S0, Y& BIOS #+40|A= RAID 2[0f

“AHCI" 2E7} {1 EE&|, 0= JBOD 2EE S4etste T MEe = ASLICE o[ A otH =21 =210|E7t
DAEN A= AN BAETE HAAZRS ALY £ AFLICH

ro

HEE2{0|M X[ E[= 2|t E20|E 0] w2t =7t AEE2 7t QY + ASFLICH. SAS HBA ZEES AE3t= B2
%4 6Gb/s £ 2 |0 ZIEEE{(SAS HBA)Zt X[ & E[=X| 2telgtL|ct. J22{Lt NetAppOil M= 12GBps £=5
L

CHE St=R0] RAID ZIEEE] BE &= 792 K- X $SLICH oS

=0, ¢ =
ENAZ £ X2 oo Hra*x'otxl 2 £ A= RAID 0 XS sig8tL|ct X|YE= 22X
(SSDTH 8|2} = 200GB~16TB AHO|IL|LC.
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@ 22| XH= ONTAP Select VMO At £Q1 E2I0|EE FHot S AE|M 3T E2I0|EE M2
AMEDHA| B=F BH{OF ZLCH.

ONTAP Select 74t 8l 22| C|A3

SIEQ0] RAID ZHEE2 7242 A2 RAID ZHEEZ{0M 2| C|A3 0|F3E MBS ELICH. ONTAP SelectOfl=
ONTAP Zt2|Xt7} H|O|E O Z|HO|EE AT 4 Q= StLt 0|49 VMDKZt MSELICE 0[2{st VMDKE RAID 0
Aoz AERIO|LEIL|CH ONTAP _+_EE-?J|01 RAID= SIEYN £Z0|M HSE= SYHOZE Qs S=1
H2E2X0|H 217t 7| W2ULICE Eot A|AR CIA TN AFEE|[= VMDKE AF2XLHIO|EHE XMZESHE O AFRE|=
VMDKe} S3t HI0|E ME A0 ASLICE

AT EQ0 RAIDE f%_ae I ONTAP HHZ = ONTAP Select SSD % I AMEZ L= DirectPath 10 & X[2|0f|
VMDK(7H4 C|A3) 8l 2| C|A3 RDM(Raw Device Mappings)2 Ml&&L|C.

Ct2 J2lo|M = 0] 2HAIE HLt XHM|3| 20 2210, ONTAP Select VM LR ZHH0l| AL E|= THAF CIA TR} AFR XL
HO|HE M&ESH= O AF2El= 22| C|A3 7+°I Xto|HE2 20 FELICE.

ONTAP Select 2Z E9|0] RAID: 7tAtsl C|A T 9l RDM * AFE

ONTAP Select with Software RAID

g VM System Disks ONTAP Select Managed
ONTAP Select '»3-*41 o3 parey | [spore
Software pertyd L8
S—
Hypervisor RDM| \RDM |RDM| |IRDM
-~ N
Host Bus
Adapter >
—

gor@

A| A" CIAS(VMDK)= St CIOJE MEA2t SYUet 22|X C|AF0f| &FELICH 7he NVRAM C|A30)=
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=1 L740] L= OIC|o{7F B LT, w2k NVMe 5! SSD 7 0B ME A0 X ELICt.

—

VM system disks ~ ONTAP Select managed

ONTAP Select

software
Passthrough
e
OR
Hypervisor { DirectPath 1/0O
devices
Host bus
adapter

A A CIAZ(VMDK)E S8t OO MEAL SYUst 22| C|AI 0| AFSL|Ct 7t NVRAM ClA30f=
=210 Lf 0| Q= O|C|oj7F ZRetL|Ct w2t NVMe & SSD §& H|0|E| XZEADH X|IEL|CEH NVMe
C2I0|EHE O|0|E{0f| AFRE | A5 Alo| 0|2 A|AHEI CIAIE NVMe ZHX|0{0F BELICEH All NVMe TLAIOA A|AE!
CIASE AIBE £ e MY$t T2 E Intel Optane 7H=ILICE

@ idfl | =0 ME o2 HIOE M4 = 6] 22| Z2t0|20f| A ONTAP Select A|AZ A3 S
o ol Z2IE & S&LIC)

2} HIOJEf LA = 22 RE ME[M(AE20| X))t 22 3 7|9| TE[E F JHZ Lb+0] ONTAP Select VM LKOf| A}
H0|= & 7iel HIo[E C|A3E BHELIC DHE[M2 T L& Se{AF 5L HA YO =0 thol k2 22 of| A
2 £E 00| HI0|E{(RD2) 7[0S AHEELICE

p I{2|E| =2}0|2E LIEFALICE. pp = 0| TH2|E] =2t0[2et £ LIEFHLICH s A0 E2t0[2 5 LIEH-HLICE

s CH L= Z22{AHE 9| RDD C|A3 THE|ME *
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s

' €
A_data/piexo/rg1 || ©2 | ©2 | 03 | os | os [ o6 |07 [ o8 |» |oe s :
]

c

; S
A_data/plex0/rg0 |1 py | 02 |03 |04 |05 |06 |07 Jos |2 |oells |,
]

s

A_root/plex0 (| BT | B2 | B3 |64 |65 [ o6 | o7 |08 | # |oo)| s | *

* Ot& = 22{AHE /8 RDD C|A 3 THE[ME(HA ) *

[ B_data/plex0
(st

E.DIDSNNDSD?MPM} A_data/plexl

m ST e 30mn
m O T 9 2D m n

'B_,datefplexl DL D2 |D3|D4|(D5|D6|D7|D8|P [DP)|S

uxwmvw”u:.wmvll']s uwwvwl IJIIHPW}S
I | ) | J

A root/plex0 8_root/plex 8_root/plexd A_root/plext

= = O
o B R |

ONTAP AIZ E¢|0{ RAID= RAID 4, RAID-DP % RAID-TEC2t Z2 RAID S S X|AStLICL. 0= FAS Y AFF
ZHE M AFRE|= RAID 21 SUBILICH 2E T2H| MY 22 ONTAP Select= RAID 4 2 RAID-DPZt
K| 2 gfLICt. C|o|E{ of 2 2|AH[O| E0f| RAID-TECE A2 M= MEHNQl HS 7|50| RAID-DPRILICH ONTAP Select
HAE 2t LEo| LHE CIE LEE X6t R 7 OF|HIMNE AEYLICH &, 2t L E= FE THE[M3t |2 I|0{9
2E OIE|M SX2S X &sof BL|Ct H|0|E| CIAT= tHY R E THE|MO| A0 2 %A H|O|E| C|AT =

ONTAP Select = =7} HA WOl LEIX| L0 2t EHa2f&IL|C

thel L= S2{AEO| 32 ZE H0|F ME[M0| 2H(Ed) HIO0|E E MTot= ol ASELICH HA S Rl 29|
Z2 Hlolf DiE|M StLtE o 22| 22 (EY) HIOIHE MESH= ol AHEE|1, & i H|0|E TE|M2 HA {09
&4 HIo[H & n|2{dst= ol AHEE L.

S 1} HZ&(DirectPath 10) C|HIO| A2t RDM(Raw Device Maps)

VMware ESXE= $1Xlf NVMe CIATE A ZHK| HOZ X|ISHX| SUSLICEH ONTAP SelectOl A NVMe CIATE
X M o{st{™ NVMe E2I0|EE ESXO||A Ext ZX|Z2 2 M6l0fF ELICH NVMe HX|E Ent ZX|2 Ad5t2{H
MH BIOSOl|A X|2I8HO0} HH Lt TZMNAO|EE ESX SAEE Y LEISHOf SHL|CH, EESH ESX SAEEL | E1}
K| == 167 ULICt J2{L} ONTAP H{ZZ0{| A= O] XM|2t0] 142 X|THEILICH. ONTAP Select ==Y 14712 NVMe
X2 0] H|Bto] JACt= A2 2E NVMe 7140| & 2 5|46I0] 11 =2 IOP 2 (IOPS/TB)E MS3ttH=
olO|ULICt =0 2 AEZX| B2 M3t 18s M2 ¥ Z2 ti#2 ONTAP Select VM 37|, A|AH!
C|A3 & Intel Optane 7=, H|O|E| AEE|X[& SSD E2to|E & X|™5t= 40| ZELILCL.
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@ NVMe M52 %3t 2261213 [H7E ONTAP Select VM 37|12 TE{3IAA|2.

I AAR FX|2t RDM Ztoll= 71Xl Xto|Ho| AUELICH. RDM2 A Sl VM| DHE Y &~ UELICH IHAAR
ClHO|A0= VM TR EI0] 2RBL|CE =, NVMe =20|2 WA = T 2 F(E2H0|E 71 BAHE +AstH
ONTAP Select VME M E!5{0F BfL|Ct E210|E WA 5 2F & EH(E2H0|E F=7t) 22 ONTAP Deploy?)|
HIEZR0| w2} HEIELICE ONTAP Deploy= tH i E 22{AE 2] ONTAP Select X{F & 1t HA 42| Tf| 2 2H
/M| S 22| etL| . SEX|2H SSD Cl|0|E| E2t0|E X (ONTAP Select MF /& Z=X|= 2R ¢iZ)1 NVMe
H|O|E| E2t0|E %t (ONTAP Select MFE/Z0 =X 2Q) 72| Xt0[H S BFEA| 20tof BiL|Ct.

=2| 8 A C|A 3 T2H|X

HOF ZEASHE A2 XL S A2 HZ6H7] 2181 ONTAP Deploy= XA El HIO|E ME A (SE|H A|AE C|A3)0||A
AAEIIAN CIATE XSO Z T ZH|X'JSt 1 ONTAP Select VMO S ZBEL|CE O] 22 ONTAP Select VMO|
HEIE 2 Q2 XJ| MdH Z0| A5 Z £HEILICH. RDM2 TIE|MEE| 1 FE OfE|AH0|E= X522
TIZ=EILICE ONTAP Select = =7} HA Wo| 2290l AL [|0|E| OIE|M0| 24 AEZ|X| £ 4l 0|8 AEZ2|X| Z0
SO SCHEIL|CE O 22 SE{AE MM Xdut AER|X| 7 &Y DEM AHSO 2 £ EILICE

ONTAP Select VM2| HIO|E{ C|A3 = 7|= S2|H C|A3 et HAL7| M2 O B2 +2 22| C|23E AHE5H0]
THE MEY mf ds0 IS 0jELCH

2E 0f12/|0|E9| RAID 18 R3S AL JHS5$t |4 40| 0f2} CHELIC ONTAP HiES
() =TS RAD IE RS MefsiUct, ool BEHEl T2 £23 29 RAID-DPE A8,
J%X| 92 A2 RAID-4 2E 0412]30|ES Ma3tct,

AT EQ|0] RAIDE AF235H ONTAP Select VMO|| 2&F2 Foteh mff 22|X= S2[H E210|E 3 7|eF st
CE2lo|E &8 2{s{of TIL|Ct KpASt L2 MMS HTSHMA|Q "AEZ|X| 22 ST},

FAS 5! AFF A|AEID} OXIVHX 2 22F0| SYLSHAHLE O 2 E210|E8t 7| RAID 80| =7+ &~ QELICH CHE
Ez2tol=Eel 37|17t FLIC M RAID O&2 M4st= 22 M RAID 2§ 37|71 7|& RAID & 37|12t €X|3tH
HMHM|&Ql of 32| H0|E H&0| XMotE|X| == s{oF gL C}.

ONTAP Select C|ATE ST ESX C|ATLF YX[A[ZIL|CE

ONTAP Select C|A 30| = 2 & net x.x.y2t= 2l|0[=20| XY ELICt CHZ ONTAP HHE S A%t C|A3 UUIDE

AS 4 laLict,
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

lns  etwirns  Upasts Masd g

o BB | A ASani - Tn=

Lot ATA DeaK (nBa 500807 11750054 0wk
Leal ATA O3 = R 2.

geegagaasessses

4w

Q9Qapaageeee

ESXi Aoj|M CIS HHS adsto] X|™HEl E2|H C|A T (na.unique-idZ AlE)2| LEDE Ze 4= USLICE

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

AT E20f RAIDE AIEE W CHS =2t0[2 @F 7 HdgfL|ct

02| EEt0|E7t SAl0 2F JEf0l| A= R, AILH-O| 6 7Ho| d&s Fee

A
[=] o= T

OH32|#|0|E RAID E= 5! ZfoH &M EEfOIE ==0f 2t CHE L.

IﬁﬂJ[}ALkHo| LQ
RAID4 O 22| AH[0|E= oF Q| EI*:' oS A == A1, RAID-DP 02| AH[0|E= 2ol C|A3 FOHE HE &
ALH, RAID-TEC OH2Z[A|0|E= 32| C|A3T ZOHE AT & ASFLICH.

Hoi7t Lt C|A3 271 RAID R0| X[5t= 2[cH Hoj ==t M0, Ao CIATIE MEY + U= E? M7
D2 MAZL S22 AZTEILICH AH|0 CIATE MY & Ql= R aggregate= 2|0 CIAIE FIHe WX

KXotz HE= H0|HE MSELICt.

HOK7t e/ diet C| A3 7t RAID RA0| X| /st A[c Folf 2Lt E2 &

A2 22 SUAS Foj 4 O FAGHD
ol 2270|E AEh= A5 X3t 2 BAIEILICH HO[EIS HA TIEL{0] Q= & i ZajAolH HEELIC 5, &
10 et BE /O RES S2IAE| QIE{HUE EE e0e(iSCSI)E Sof == 20| B2|XOE A8t (AT
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HEELUCH & S2A L AIisHH o 22[A[0|E= HIHZ HA|Z| 1 HIO[EE AHEE 4= 87| ELIC).

QFEIL LSt SUAES AX|SIL CHA| H-dslof ZE ot H0[E] DI S MW = AELICH CHE CIAT FHoll= QI
C|0[Ef of 22| A[0| ESf 450| XM5tz[0f FE 02| AH|0|EQ| §50] XMHELICE. ONTAP Select= RDD(FE H|0|E
HIO|E]) TtE|M'd A7|0HE AtE35t0] 2t E22|1X E2t0|EE R E THE| ¥t £ JHO| H|o|H DE|Mo= 2EfL|Ct.
f2tA StLt O| Mol CIASE ZH5IH 22 £E L= §F RE 0 22|AH|[0|EQ| SAI=Z 1t 22 H|0[E O 22[AH[0|E
S 24 H|O|E 02| AH|0|ES A= S HIRSHK O2] 02| AH|0|EJF ek O|& + ASLICE

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:

Second Plex

RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a
Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
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RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..

StLt EE= Of 72| EBtO|H @R E HIAESHALE A|Z2|0| M52 H E AFEELICt storage disk
fail -disk NET-x.y -immediate BE. A|AHIO| AHO7} U= B2 aggregate?t M= 7|
@ A EFRL|CEH HES AFESI0] M7M MEfE =l &~ JSLICH storage aggregate show.
ONTAP DeployE AHE5I0] A|Z2[0|MEl 2F E2I0|EE HM|HE 5 USLICH. ONTAPO| A
E2lo|EE 2 EAMELICt Broken. E2I0|E= A2 THAEX| FOH ONTAP HZE AHE5}0]
CEAl Z=0te 4 Q&LICt 4= 20|22 X|22{H ONTAP Select CLIOA CHS HHS =AEL|CH



set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Opx|2f BEo| =32 H[0] UO{OF ghL|Lt.

NVRAMS 7=t &Lt

NetApp FAS AIABIS EH O 22| NVRAM PCI 7IES AFSEILICE 0] = HiZ|ws ZahAl o227}
E3HE DHS FHEE 47| H50| T3 FAEILITE 0] JHS ONTAPH S0{QE 47|S S2H0|E0 FA| Holzt
4+ QUZE 5110 SHBILITE S8t CIAE|0|Z0[2kT SHe IRAAA £HE Ho|E 223 L2l AE2|X]
0|C|0f A 0| S Stz ofofet & YALITH

2t A A== LU o2 of2{st REO| FH| 7t FAE|X| S LI T2t NVRAM 7H=9| 7| 50| etz of
ONTAP Select A|AE £&! C|AT 0| THE[E0]| BX|ELICH K2k QAR A A|A- Tt C[AS S HiX[SH= 2O
02 SQELICt.

vSAN 2 2|8 AEZ|X| 3+

7t4 NAS(VNAS) 7152 VSAN(ZH SAN)OlIA| ONTAP Select 22{AH, Y2 HCI HE 2
Q|2 ofzj|o] RHEC| |o|Ef MEAE X|YSLICE o[2{3t A Mof 7|2 QlZet= Ho|H XM&A

L L——
SHHS MSELIC.
3|4 QT Abg2 7|2 40| VMwareOi| A X| 2= 0 812 VMware HCLOJl LIZE|0f 2L0{0F BHCHs ZQULICt

vNAS Of7|ElN

VNASE DASE AMESHX| ¢t 2 E MHE| AF2EILICE CFS == ONTAP Select 22{AE Q| AR SUTHHA Y
ONTAP Select .= =7t £HY H|O|E{ X ZHA (VSAN HIO|E MEA XEhHE ZRct= O |EIHE EEHEHLICH &=
SUSH SR AR AEZ[X|Q JHE OB ME AN XS £+ QJELICE [2tA of2]|0] & AEE|X| 2842 EF
MK ONTAP Select HA 2| MH| AX| 3712 2L &= JUSLICE. ONTAP Select VYNAS SF M| Ol |EHIX = 2H
RAID ZIEE2{E A25H= DASAS| ONTAP Select Ot7|El X2t 0§ QAFEILICE. &, ZF ONTAP Select =E0|&=
HA I}E 12| |O|E{ AH20| A4 Q&LICH ONTAP AEZ|X| T 8A HAo| Q= L& HIQIL|C} [M2tA &£
ONTAP Select =E2| H|O|E{ M|E Ao 2% 4 OO Z 08|0] £ AEZ|X| E8ME £0|= 70| ES5LI|CE

0=
1o

=
e

rr

fm

=

S

HA 42| Z} ONTAP Select = =7t HEO| 2|H 0f2f|0|E AR £ JUSLICE 0| 28 AEZ|X|0| ONTAP Select
MetroCluster SDSE AE¢ [ YEIMOZ AE&|= B QIL|CE,

ZF ONTAP Select .= =0f| CHo HEo| 2| 0{2]|0|E AHEE = & 0{2(0|7F ONTAP Select VMt RASE &
EME NEst= Z10| 01 SR EL|Ct.

vNAS Ot7|ElX{ e} 5tESI0f RAID ZAEEZ] 7|8t 2Z DAS H|u

VNAS O}7|ElX|= DAS % RAID ZEEE{E AHE3h= MOl Of7|HIX et =2|H o2 It |AYLICE & ER EF
ONTAP Select= H|O|Ef ME A SZt2 ALSRILICE 3iE C|0[E ME 4 S22 VMDKE &AL 0f={et
VMDK= 7|Z2| ONTAP H|O[Ef OiTI2[H0O|EE T EILICL. ONTAP =S ALE5IH 22| AH MY 8l AEZ|X]
7t &Y S0l VMDKIt HESHA| AtO|FE[ 11 SHEE plex(HA 2| Z2)0ll 2= 0] UA=K| el 4+ ASLICE

RAID ZIEE2{0lA VNAS2 DASOI= & 7tX| =2 X0|F0| JAFLICE 7+ ZZA QI X10| 2 vNASO| = RAID
AEE2{Jt HRSHX| gf=Ct= FLICE vNASE 7|2 2|F 2E2|X|7t RAID ZIEEZ HHQZ DAS7t H3d =
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U= Olo|E X[&d B! SIS HSotCil 7PdetL|Ct & M XHo|&™at of 0|2 $F X10|H 2 NVRAM & s} 2t El
ZelL|c}
A Hd .

vNAS NVRAMQ!L|C}

ONTAP Select N\VRAM2 VMDKRILICL. &, ONTAP Select= 25 F£ X 7ts EHX|(VMDK) 2/0| HIO|E FA
X8 7ts 3ZH71E NVRAM)E Ol E2{[0| ERLLICE. 3HX|TF NVRAMS| 452 ONTAP Select wE2| TH| 450
0 LIt

olr

5E90] RAID HEZ2{7} /= DAS A& 2| Z2, NVRAM VMDKO|| st ZE M7= RAID ZHEZ2] FiA|0f H2
SAEIE|TZ 5tEQ0] RAID ZAEE2] FHA|7} AFA A NVRAM FHA| HetS BHL|CE

VNAS O}7|ElX{ 2| AL ONTAP Deploy= SIDL(Single Instance Data Logging)0|2t= £ & 2125 AE5}0]
ONTAP Select =EE X522 FHLICE O] RE 2171 2™ ONTAP Select= NVRAME 71511 G|O|E]
HO|2=E H|0|E{ O I2| A0 E0| Z/F &L|CH. NVRAME M7| Ztelof| ool HHAE 229 FAE 7
AF2EILICE 0] 7|1529| 0|2 NVRAMO| 1712 M7| ZH0| F HiZ S0{LH NVRAMO| 17H2] A 7| ZH0| & H
M7|2 C|AH0|RE|= AYLICL 0] 7|52 RAID HEE2| FHAlof CHst 2& M 7| ZH0| £IpHQl X

FAg HER 37| I20] vNASO CHH M 2 ™ EL|CE
SIDL 7|52 L2 ONTAP Select AE2|X| 2E4Y 7|51 2| X| &L SIDL 7|52 LS BE S AHE5H0]

OH22[AH|0|E 2| &0 M HIZ-dstet = ASLICE.

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

SIDL 7|50l AN QoM M| 450 S FLICE o Oi22[A0|ES| 2= =& tigt 2E 2E2|X]| 224
ZMo| HghdetzEl =0f| SIDL 7|53 CHA| Edetet = ASLCEH

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

vNASE A% I} ONTAP Select =2 AtSL|CH

ONTAP Select= 28 AEZ|X|0|M CFES == ONTAP Select 22{AEE X|IELICH. ONTAP DeployE ArE5tH
=I5t 22| AE0f| &3t =7} oLl 3t 5B ESX SAEN A 6{2] ONTAP Select =EE AT 24 QU&L|C}H O]
TH2 VNAS (28 HI0|E MEA)0f|2t @2 EILICH DAS AEZ|X|E AT HR 0|2{st AIAE AT S AUt
SIE9|0] RAID HE ZE2{0f| A ZAHMSI7| mf20f| SAEL 642 ONTAP Select QI AEIA T} X|RIE| K| &L T,

ONTAP 1% 2HH0|M= OFE =5 VNAS 22AEE XS 158 I STt SAEQ ST SHAH0| U= o2
ONTAP Select QIAEAES HX|SHX| QEL|CE CHS OZIME & SAENAM WASHE & 719 4.5 E2{AHE
SHIZ2H| =3 o2 2o FLCt.

* Ct= =E VNAS S3{AE9 X7| &+
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

T% = ONTAP Select ==& 2 AE 7t0j| 0j0| 22| 0|Me & AFLICE m2pA] 22 2 AE9| & 7H 0|49
ONTAP Select = E7} St 7|2 SAES ZREH= PA0| XX X| &1 XEX]| 22 4 Q&LICH VMwareZ}
ST HA Yol Rt ofL|2t SYUTH FHAE 9| L= 7H0] =2[H 222 MS22 AT + AEF VM BHFAHY
s +S22 YHdt= 40| FSLICL

(D) 9 72 ESX 22IAE{0| M DRSS Z48fsHo} BiLICt

ONTAP Select VMO|| CHot BE AL FAIS MMSH= 9HH2 CHS 0|2 HESHIA|2. ONTAP Select 22{AE{0| 27
O|&o| HA 40| Z3te[0] Q= B AR ZE LEE 0| f&lof| &sljof &L|Ct,

“ VMHost Rules

v Sonvices T
viphere DRS
vSphere Avalability

e L Tysa Esaklad Cma ey Dakinas By

This lEstis empty
- VEAN

Genaral
Disk Management

Faull Domaing & Stretched
Cluster

Health and Performance
iSCSI Targets
ISCSI Initiator Groups
Configuration Assist
Updates

w Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VMIHest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove
\embers

5 Selectvii2
5p Selectvi1

CI2 0|} & dlLIZ ST ONTAP Select 22{AE{2] ONTAP Select .= E 5 7l 0|AH0| ST ESX SAEO|A
A > ASLICH

* DRS= VMware vSphere 2t0[4lA Kot 20| BE= DRS7t &-HSE|X| @f2 2R HAIEX| g&LICH

* VMware HA 2t fEE= Zt2| Xt A|ZFet vV 010] 12{[0]H0] M52 2 DRS BHRAHE #2]0] FAIELICE

ONTAP H{ = ONTAP Select VM 9 X|E AIH O MO = DL|EZSHA| $ELICtH 2Lt S2{AE HH0|E 22
ONTAP H{E 20| X[ E|X| &= ChSop 22 242 BtAgiLICt.

UnsupportedClusterConfiguration cluster 20180516 11:41:100400 (ONTAP Sefect Deeploy does not support multipte nodes within the same cluster sharing the same host

AEEX] EF 7t

ONTAP DeployE AH230{ ONTAP Select 22{AE{Q| 2} L E0f| LS It AER[X|E
F7tetn 20| MIAE 2o = QJUELICE

ONTAP 715 Al AE2|X| 7t 7|50] 22| S AEZX|E 52l fee UY
X

o 0| ONTAP Select VM2 & H
o= A2 XY= K| gf&LICH g a0 M= ARE|X| =7t OFHALS AI&S

t= “+” OF0|2 S B --'—IEL
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAP Image Version $5RE1 Licensing licensed

1Pvd Address 10.193.83.15 Domain Names -

Netmask 235.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0
Last Refresh
) MNode Details
» Node
Node oenodedSIP15-01 — 1378 + ¢ Host  10,193.39.54 — (Small (4 CPL, 16 GB Memaory])
Y oY AYUS SHO R £AGIH Ch3 At n2folof LIt 82 716t H 7| E 2o A0 & 32t
37|(71Z 2toliAlt M 8FHE F718liof LILt. 2to[ AT RO El 8-S XafstE L EIF EMShH=E AEE|X| =7F
2f

o
ol HufetLict. 80| et M 2to[HIAS HA AX[SHOf LTt

7|2 ONTAP Select Aggregate0i| =7t £&F0| F7tE|H M AE2|X| E(C|0|E] MZL)0 7|1& AE2|X| E(HI0|H
K& L) FALSt 5 T2 HO| Lo{0f BfL|Ct AFFet 22 EM(Z2Al AHE)0| AX|El ONTAP Select L= E0f|= H]
SSD AEZ|X|E F718 4= QELICE DASS 2|8 AEZ|X|Q] =8t X|E|X| &LC,

DAS(Local Storage Pool)E F=71517| 2|6 A|AHI| 2HE AEE AERX[E F7I15H= 2 F7IRAID O8 2
LUNS E8lof BHLICH FAS A|AEID} OHAILX| 2 M RAID 18 Ms50| SYst of22|H0|Eo| M 22t2 FI1E
22 32l RAID O1E2| deut FAFSHX| =elsof &fLICt ME2 0lZ2|A0|EE THE Z<, M o 32|H|0|EQ|
M&0| & o[si=IctH 22 RAID 1F 2|0|0H0] ZHatE 4 ASL|Ct.

HlolEe M&EASl £ 37|7F ESXOIA X|@st= Z|cH HO|E XA A 37|E x3tstX| b= H2 M S7H2 A AHIE|
il CllO|E] MZA0f 2718t 4 QELICEH ONTAP SelectZt 0|0] MX| =l O|0|Ef XMZA0f G|O|E| XME A QARIES
XIt6HE EHHL2 SXOZ L8E £ QO ONTAP Select . =2| ZH0fl= FekS O|X|X| t&LICE.

ONTAP Select .=E7F HA ¥2| 2521 2 H JHX| =7t 2XME de{sliof gLict.

HA2LE0|M 2t .LE0f = DHEL S| H|O[E 0|2 SARZ0| ZE|0| JASLILE =5 10| SZHE FI15HE = 19
LE CIO[E7} L= 20| ERIE=E SUS o 7S TE = 20 :I7Hsliof »LCE =, == 19| 8% =7t
ol AR2 L= 20f FIHEl SZH0| L= 20| A EA|E[AL) MM AT = RELICEH SZH0| == 20f| =7HE[0f HA
O[HIE F0i| .= 1 CllO|E{ 7t 2t338| 2 EL|Ct.

M3 2SI FIHOZ N2{3{0F & AP0 JAELICE E 19| HIO|E = £ 20| S7[A Q2 =H|EL|Ct w2t
L 19| M SZHEIOIE MEA)el d50] == 29 M SZHTIOIE ME L) &5t LX[HOF gLt ChA] 23l =
LE

Ol S7HS FII6HX|2HCHE E210|E 7|& E= CHE RAID 18 37| AE5tH ds M7 2dg &= JASLCt
Ol= MtEL =0 M Clo|H SAMES /X 22|5h= Ol AHEE[= RAID SyncMirror 2t WiE LTt

HA Paire| & =E0M ALEXL MM A JHsot 8 Sl 2 =200 Chol sty & 7ol AE2|X| 7t &Y S
T AlSl{OF SLICH AER|X|E U1 WiOiCt & = 250 32H0| FIt2 Rt Ch 2 2o Bt & 372
TE 10 2R3t 37t L 20 st 37ta ZHELCt,

x7| B¥2 2 LE2 PHEIH, ZF = =20i= 2 ClOIE] M&E A0 30TB S2H0| U= 2712| H|0[E MEATF JASLICEH
ONTAP Deploy= 2l E S2AEE MHSIH, 2f LE7H O|O|E MZE A 10|A 10TBL| 37+ AH[EL|CH ONTAP
Deploy= 2t =EE LEY 5TBO| &M S7tO2 FMBL|CE.

ChE DM = =2 10f T T AE2|X| =01 2o ZHE 20| FLICE. ONTAP Selectofl M= T3] 2

L EOf|M SYTH Ao| AEZ|X|(15TB)E AFRELICE SFX|2 L= 12| B L& 2(5TB)E Lt HE|E AER|X|
(10TB)7t o RELICH & LE= 2 L EJHCHE 29| HO|H SAHE S SARSIERE 2AMs| ESEL|CH |0 E
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ME2 10| o7 S2H0| o Eot A HO|H XMT 4 2= 65| bS] A 7hsRLIC.

1)

3 2A T AER|X| 71 AY 3 8y U ol 2t

ONTAP Select oo ONTAP Select
Node 1 S Node 2
HA Pair

r’”-_____-"\ /--_--\

Node 1/Aggregate 1 (. A
\""--—.___.---"/
10TB 10TB gi;:ge 2/Aggregate 1
g?éc e STB 30 S Sync Mirror for Node 1
: SUIB 10TB

Free Space in Datastore 1 :
1578 : g?l% Space in Datastore 1

Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

L= 10l et & JHX] 71 AER|X| 22 LIHX| HIO|E MA A 13t C|O|E| XMZA 29| YEE ASELICHE o
AL2). A | AEE|X| 227t 20| M= C|0|E HZEA 10f ot Q= 15TB| R 22H2 AR EtLICE O
JZ0N = & H AEZ|X| 371 2ol 2utE Hof FLICH o £ 10 50TBL| & H[0o|E{ 7} 22| =2l HHH
L E 20||l= &2 5TB7t Y&LIC.

* BYHIE: L 10 TSt = JHX| FIF AER|X] FTFAY £ 2Y Y AR

Ok

t*

—

ONTAP Select 1 . ! ONTAP Select
Node 1 — - Node 2
HA Pair

25TB

Node 2/Aggregate 1

Node 1/Aggregate 1 5TB

50TB

Sync Mirror for Node 1
50TB

Sync Mirror for Node 2
5TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

82 %7} | F0| ALBE|S Hc§ VMDK 7] 16TBLIC S2{AF 44 3ef F0| ALBEE 30 VMDK 27]=
8TBRILIC. ONTAP 7% Al T4(EHY = S CE L= 22| AE)2t 27t 80| w2t 277t Suh2A| Y8
VMDKE MAfBHL|C} J2iLt 22 A M4 Ztef S0l 2F VMDKS| 2t} 3717t §TBS £ nfotx| k11, Ag2|X|
7t 5tel F0l= 16TBE ZakstR| ekofof et

AT EQ|0] RAIDZ ONTAP Select?| 222 SZIL|C}
OMXIER| 2 AE2|X| =71 OPHALS ARSI AZES|0] RAIDE AF235t= ONTAP Select =E9| #2| 222 =2
HoO

2= QSLICH OPHAN= AFR 7+S38E10 ONTAP Select VMO RDMOZ DfE &t 4 9= DAS SDD Ezto|Eat
HAEL|CE,
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22k 210|MAZE 1TBIX| 5 4= YKot AT EQ0{ RAIDE gt o
ASLICH FAS EE= AFF AE2|X|0f| C|ATE £718t= Ziaf OFKIFX| 2
AUes F| A AEZ[X| 20| ZHELICE

rr
o
u

HA 0|M == 10| AEZ|XIE F7I6HH 29| HAM(LE 2)0M T SUsH 9| E2I0|EHE A2 = U0{0}
SiL|Ct 22 S2lo|Eet JA C|ATE BE LE 10|A 3t AEZ|X| &7} ZAHoj| AFREIL|CE F, 217

12| M| AEE|X[7} LE 20N SHE|D B2 =5 St= O] AFZEILICH = 20X 2Z0|M AEY =~ U=
AER|X|E FItot{™ HEO| AER|X| =71 XAt £ LEWA 22 29| E2I0|HE ALEE £ U0{OF BfL|C}.

ONTAP Select= Af E2I0|E S J7|ZE E2t0|29t 32t RE, H|0[E 8! H|O|H DE|Mo= 2Lt THEIAN'Y
A2 M O Z|AH|O|EE M dStAHL 7|Z 02| AH|0|EE &tEdts S +™HELIL). 2 C|AS 9| RE THE|M
AEZO[Z 37| 7|E C|A39| 7|ZE RE ME[E 37|92t LASt=F AFELICH W2tM & i S 2 ¢t H|0IE
OE|M 37| & 2t 37| CA3 & 0N FE ME[E 37|15 22 LhE g2 Althe = JAELICH FE ME[N
AEZO|Z 37| JHAMO|H, x7| Se{AH 4F S0 LSt 20| ALEL|Dh st E RE SZH(HY ==
S AEQ Z2 68GB, HA Y2 F® 136GB)2 £7| C|A3 £0{AM A0 3! Z|E| E2I0[EE i gfo=
LtglL|Ct S E DE|M AEZL0| X 37| = AAR0| 7tk = 2 =2t0[20 M 2FsHA| fXAIE LTt

RAID 3 5! ONTAP Select ==7} HA 42| L& 0IX|

rr

M AggregateE H-ddots Z<2 Havh &4 E20|E £
O 0i| k2t S Lt

7| & AggregateOl] AEZ|X|E £t A & 7HX| 7t D Ateto| 2|t RAID 3&0]| ofO| Z[cH StA|of|
CESHX| 2 AR 7|1Z RAID 50| EEI0|EHE FItg 4= JUELICE 7|1Z& RAID 2E0| ATSS FI15t= 7|1Z& FAS
SLAFF 29 At O{7]0 MEE|H, \f ATIS0f 3t AZtS MMSHE 4 HIH X 2X|L|Ct, EE5F Of|o|Ef THE|M
37|17k Z7Lt O 2 E210|EEt 7|ZE RAID OO F71e 4= JELICH oM HHSE Z4MH HI0|H THE|M 37|=
CE2l0|E YA 2 7|2} CHELICE F7tE|= H|0|E ME[MO| 7|& ME[MECH 2 A2 M E210|E2| 3 7|7t SHIE
ZUL|CH CHA] 2Halj, M| E210|E 89| ULET A2E[X| 42 ME USLICEH

M EZIO|EE A3 7|Z= o 12| A|I0|EQ| YR Z A RAID 128 MMt &2 QISLICH 0| Z2 RAID 12 A7|E=
7|Z= RAID 12 37|9F Yx|sof ErL|Ct.

AE2X 284 X2

ONTAP Select= FAS U AFF O{2|0]0l| HZE|= AE2|X| E8M SMI} QA AE2|X|
224 US MSELIC

All-Flash VSAN E= 28t Z2iA| AEE|X|E AH2St= vNAS(ONTAP Select Virtual NAS) &2 H| SSD
DAS(ZT HZ& AE2|X|)7} &=l ONTAP Select0l| Lt Best PracticeS [tt2t0F BfL|Ct,

SSD E2to|E29t Ta|0|Y 20| MA 7} IstEl DAS AE2|X|7t Q= AL, AFFQ} 22 HAWUB|E|7} M2 M X|0f| A
Atso 2 2 StELICE.

AFFet Z2 HAHALZ|E|S AFESHH AX| Foi| Ch=2 2122l SE 7|50| A5 = edsHE Lt

re
w

tel ®| = oHE 2%
2lztel =X

=HA

B 1
oo ou o
=
[

ogt
0
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i}

AMO2E 5= HA

FAESIEE 2EVEX HelstE Mz ddet 2§0M TS

NTAP SelectO| 7|2 AEE|X| 284 Mg
==

S 2Lt

O
&

S

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true
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ulo
65
rlo
N
or
mo
N
rc
|0
Hu
ot
r
Iul

It HA ZE

ONTAP SelectOl| A AFEE 4= Q= ZETH 2] 71 QASLICE. off et SEe| 0 AFE LT
SeiAE(e| 37|18 H|R3 of2] 71X R4S na{sof ShLict,

74 2915

SFO|HHIO| N 2t LHO| 7HAH AR[X| A E9||0{(vSwitch(VMware)) L=
vSwitch(KVM)E 11 7H& A|AHI0| ofel| e EE ZEE S2[H 0|E1L*'01| HAZgL|Ct
NIC ZE. 0f| 7| 2= ONTAP Select ZAE0| CHSH vSwitchS A6l 0F EHL|Ch
I:IH:HO||_||:|._



Bol LS 9O L HEYD 7Y

Ir

ONTAP Select= &Y E Sl [}E L E HEQ I AAHS BE X[ LT

Ch L E HEQR 7

CHY L= ONTAP Select 7 H0A= 22 AH, HAE= 0|2 E2{Z0] IO Z ONTAP LR HEX AT HRSIX]
0¢¢L| E|-_

[Fo =]

ONTAP Select M|=°| L& =& HF It =HE| 2 ONTAP Select VMO|= ONTAP UIER3 X E e0a, eOb X e0cd|
MSEl= 3702] 7t HIER T - E{ 7} etk J}SLICE.

O[2{gt ZE= 22|, o|o|E] B! IS AH LIF MH|AZE MS5t= | ArELICEH

CHS J20|M= ESX 30| HHEO| X 2] ONTAP Select E2{AH LE SILIE HO F= 0[2{st ZEQ 7|2 =2(H
O{RIE Zto| ZAIE 20 FLIC}.

* £hY L= ONTAP Select 2B AE S| HER A 714 *

ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitchO

Active-Active NIC
Teaming

e e S AT

Corporate
Network

32



() = s 2eiAE0E 5 4ol ofE7 SESHKIE NIC B 7S ofxs] TasHth

Ol 2M2| CtE E LIF & MMoj|M MESH= CHZ, IPspace= ONTAP Selectt| A 22{AE HEY3 EciTl2
Clojef & 22| Ecjmlat e 2 RXISH= O AFSELICE 0] E3E Q| T LE HHol= 2 AH HEYITt

= A0 —

ZSHE| 0] AX| $ELICH M2t S2{AH IPspaced| ZEIF EXHSHK| & LICEH
® 35
7=

22| 8! ©|0|E| LIF(e0a, eOb %! e0c)

S2{AE 48 30| A S L E 22| LIF7H S22 Y ELth LHHX LIF=
& UAGLICH

P Select
M A S
[eNe)

-|o+ >

ONTAP ZE e0a, eOb %! eOce CH21t 22 R Eefmo| ZetE LIFS 22 ZEZ Q(EL|CH
* SAN/NAS ZT2EZ E|I(CIFS, NFS 3 iSCSI)
- Z2|AH, =E 9 SVM 22| EalY
* QIE{ 22 AH EB{Z(SnapMirror % SnapVault)

s =E HER=a 14

CHS == ONTAP Select HEH A F#H2 F /e HEHIZ FHELICE

S2|AE O L2 SR HHIAS HToHs U UE YS9 HlO[E] AMA U BH2| MHIAS RIBoHe 9| YEYIS
CrereLict of2{t £ LSS Lol 325 Eamo| Al & A= Hals S2iAE Zalso] XEre pas
TEHs O 012 SRELIC
ol2{et HE® 3= Cta O 0| Lttt A2, o] J20|| A= VMware vSphere Z31E01 | M MAE= 4 E ONTAP
Select 2BAF S 20| FLICH 6= U 8= 2AEIE SR HE 20j0t22 ZeLict,
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HE®30= ol2{st TS Zotet &~ JSLICE

3t
—
Ct.

2 E SHAES=4LE S AEO| LR 2712 10Gb ZE CHAl LIE E2HZlof 1Gb ZE 474 EE= £HYU 10Gb
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DHCP X| & ofL|R ofL|&

38



NIC & 74

LS 3 QR HERF0| 185 U HEZSIS MSsth= ol 2t A 3 S E40| BF JA=X| 2telstz{H
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2
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ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0
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portfastE A& st= A0 E5LILCL.
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@ HH ZLE x{'22 ONTAP SelectOi| M| X[ E|X| G45LICt LACP AE ME2 224 vSwitchof| A
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Hypervisor
services

Port groups

ESX - Failover
Standard Priority
vSwitch Order
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CH7| 3 vmnic3

Q& 2 LHE 1 LHE 2
vmnic3 vmnicO®!L|C} vmnic1
vmnic2 £ vmnic1 vmnicOI L|Ct
HZSIHHAIR

CHS T2!2 vCenter GUI(ONTAP-2|5 5! ONTAP-External2)2| 2|2 HIE93 ZE 18 NS 2 EL|Ct &4
O{HE = CH2 UEY 3 Ft=2| o{HEYLICE o] M™O|A vmnic 42t vmnic 5= 53t 22|X NICS| 0|F ZEO0|1,

vmnic 62t vminc 72 A Z CHE NICS| FASH 0|F LEQL|CHO| 6|0 A= vnmics 0FE] 37tX| A | X|

[e] X=X

(=]

). CH7|

OfRiE{0] A= LY WIES|T0| TET} OFX|Z0f U AIBH Hof ZXIZ HMBELIC tf7] S20f s L ZEQ)

ITE =2 7t

=MERAR ZEOE

* I}E 1: ONTAP Select 2|8 ZE 18 3

S ONTAF Pxaswmal - Fo Semtesgs

Py oper s
S By
Traffe shuscarsy

[m

* 25 ONTAP Select 2|8 &

42

M

off Hl=x5tA| HhE LT,

*
o
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Hypervisor
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ZLLICH HIER 3 ST Al ONTAP Select VM2| &S R0l ZX|E QIshM= & EE OF 7H0f| &4 8l 7]
VMNICE Ui Z AtESH= A0| ZRELCE.
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Hypervisor
services

ESX -
Standard
vSwitch

VMNIC1 VIMINIC2
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* LACP7} #AI315! 24 \Switch® AF3HE 9|2 ZE 1

[
4
0%

*
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|Route based on IP hash -
|Link status only -~
Resource Allocation ify Switches: -
vt Natify |ves -
Miscellaneous Fadback: ITES :J
Advanced
Failover Order
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name 1
Maove Lp
Active Uplinks
ONTAP-LAG Move Donr |
Standby Uplinks
Unused Uplinks
dvUplink1
oK Cancel
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< ~Policies -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.

Name ' _
Active Uplinks ————J
ONTAP-LAG

Standby Uplinks
Unused Uplinks
dvUplinkl
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ZILICE ONTAP Select 22{AE LE 7 22 S X|YE|X| gb&LCt
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEERER EEREEN NERREN
EEEEEE EEEEEE [ ] == EEEEEN EEEEEE

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
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