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* HTTP SAFHTTP SAHE 2|20 A +A |
dAELICH

rr
ofn
2
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nE
ot
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3
ot
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HO
mE
T
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ofn
Rl
M
ofm

REST APIO| = HN|ASY| 23t URLE FLATILICE

ONTAP Select A1 I|0|X| 2|0 = Pythonz} 22 =12 AH0{E Sl Deploy REST APIOf| =& AN AT 2~
UAELICE o] AL, A URLE 2212 2M IHIOIIIOiI o j|A Bt Il AFRSH= URLT}F 22t CHELICE APIO| ZIH
HMAS If= E0Q B ZE EXE0| /apiE F71oHoF SL|Ch. off:

http://deploy.mycompany.com/api

AIEZ 1: ESXi0llA ONTAP Select Tt .= T S2{AEH OHE 7|

vCenterOf| A 2t2|5t= VMware ESXi SAEN| B .= ONTAP Select 22{AEE HHEZY
o Q&ELICE O] E2{AHE= It 2lo|MAE MM EIL|CE,

SAH WY AFE2E LS 22 J=0ilM CHELICEH

* ESXi ZAEE vCenter(SE Y SAE)0|A 22| E|X| ELICE,

* SHAH WM O3] L= E= S AETH AREELUCH

* 22{AHE FOi% 20| MAR T2EM stAof| HZE L|CH

[

* VMware ESXi CH4! KVM S}0|THHIO| X S AtEgL|Ct.

1. vCenter A|HH X}2 ZSH S=

vCenter ServerOf| A Zt2|5t= ESXi 2 AE0| H{Z o= B3R, SAEE S5517| Mo XA SEE F716l0F &LICt.
J2{™ Deploy 22| FEZ|E[0|M T XtA SHS MROPOEI vCenter0]| @ U

o|=35t
OE

RS HTTP SA 2

B = en /ROHXIZ B
24
=

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step0l 'https://10.21.191.150/api/security/credentials’

JSON 2!Zi(step01)
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"hostname": "vcenter.company-demo.com",

"type": "vcenter",
"username": "misteradmin@vsphere.local",
"password": "mypassword"
}
H2| ¥
HIS 7|

ME
* SIXI SE sEe XA 5 ID

* Job 2|

2. 5tO|HHIO| X 2 AE S5

ONTAP Select ‘o =7t ZetEl 7hef HA0| A E 5t0|HHLO| M SAES 3FItsH0F BfL|Ct.
dx HTTP SAt 2

=F]) *H ISAE

2

=

curl -iX POST -H 'Content-Type: application/json'
-d @step02 'https://10.21.191.150/api/hosts’

JSON ¢! Zi(step02)

-u admin:<password> -k

"hosts": [
{
"hypervisor type": "ESX",
"management server": "vcenter.company-demo.com",
"name": "esxl.company-demo.com"
}
]
}
X2l |
HIS 7|

=
ME

* X SHsIEe SAE ID
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* Job ZiA|
3. S AE MM
ONTAP Select 22{AEE MMstH 7|2 2 AEH 40| SEE|L & 0[S Deployll|A| AtSC = MM EIL|CE

= HTTP SAt e

= fH I22{ AH

40 0F

thl = 22{AEQ| A2 2| 0f7HH 4 node_countE 1= EF8HOF ELIC}

curl -i1iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step03 'https://10.21.191.150/api/clusters? node count=1"

JSON ¢=(step03)

"name": "my cluster"

x2l 2

£714)

HE

* 1K S dllHel 22{AH ID

4. 22|AH 714

S AHE FHsts BHM HMSdHof St= R IHA| £40[ ASLICE.

F HTTP SAt E

LS 122 2E{{22{AH_ID}

40 OF

2

=2 AE IDE ®MSdlof gct.

curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step04 'https://10.21.191.150/api/clusters/CLUSTERID'

JSON 22 (step04)
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"dns info": {

"domains": ["labl.company-demo.com"],

"dns ips": ["10.206.80.135", "10.206.80.136"]
b

"ontap image version": "9.5",

"gateway": "10.206.80.1",

"ip": "10.206.80.115",
"netmask": "255.255.255.192",
"ntp servers": {"10.206.80.183"}

xel 9

£714)

ME

None

5. -C 0|§S ZAigtLCt

Deploy Z2| REE|E|= SAH 4 Al == MEX 0|ES AMS2= YEYLItt. L EE Fdota{H HA &

IDE 74X 2tof gfLCt,

HE HTTP SAt !
72 AL} I2HAE{EHAE_IDYE
e

=2 AH IDE ®MSdHof gLct.

curl -iX GET -u admin:<password> -k
'https://10.21.191.150/api/clusters/CLUSTERID/nodes?fields=id, name'

x2l 9

£714)

6. = A

Lo ohgt 7|2 S ®MSHHO0F HLICH Ol= LEE F5t= Ol A8El= M 7HX APl 2& § X H LTt

0E

=5 HTTP SAt Z

2 Z 12 AE{E2AE_IDY-E/E D}

40

ol

—
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Z2{AE IDQ} L E IDE H|ZsHo} gL|Ct.

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step06 'https://10.21.191.150/api/clusters/CLUSTERID/nodes/NODEID'

JSON &!Zi(step06)
ONTAP Select = =7} &l

[t
tot
|>
Im
o
i
=
oK
ey
o
o
i
o

"host": {

"id": "HOSTID"

by
"instance type": "small",
"ip": "10.206.80.101",

"passthrough disks": false

x2 |3

57|14
ME

None
7. - EHERZ3 M

Tl L= S A9 LEO|M AFESHE HIOIH B 22| HIERIZE AMEOF LIC IR HEHI=E B =
SHAHOM AEE[X] giELICt

RS HTTP SAt Z
fe At I12HAELZEAE IDY=EA-E IDYUHERXZ
4

S AH D2 =E IDE H|Z8H0F eL|ct.

curl -iX GET -u admin:<password> -k 'https://10.21.191.150/api/
clusters/CLUSTERID/nodes/NODEID/networks?fields=1id, purpose'

Hz| o8

£714)

e

+ Co| Bl HIEYIE 22 Mot £ KOl B|2E HY(@R ID X S E3
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8. -E HEQZ 74

HIO[E| 8l 2E| HEXIE FGsliof Lt W& HE/IE B == A AFEE|X| &L Tt

H ALt

4n

(D ZuEsw=o dief o @y, 12 APl 252

RS HTTP SAt Z
2| s 12 AE{E2{AH_IDY=EACE IDYHE/I{HEHZ ID}
|

Z2{AH ID, =E ID, HES3 IDE N Z8H0F EhL|C}.

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step08 'https://10.21.191.150/api/clusters/
CLUSTERID/nodes/NODEID/networks/NETWORKID'

JSON 2=i(step08)
HIELI3 0|E2 HISsHof gfL|Ct.

"name": "sDOT Network"

Xzl o8
£714)

ME

None

9. L. AEZ[X| & 74

= JMo| Opx|at chAl= §a|x| Eg AdZste AYLICE vSphere 2 22I0|HEE S3l| E£= MEEOE Deploy
REST APIE Sdll AFE 7ttt AE2|X| E8 &ole & /USLICH

RS HTTP SAt 2

fe g [ AE[ZE{AE IDYEA-E IDYUHEYILHESRZ ID}

24

=

Z3AH ID, =E ID, HES 3 IDE NZalof gL|Ct.

curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step09 'https://10.21.191.150/api/clusters/ CLUSTERID/nodes/NODEID'
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"pool array": |
{
"name": "sDOT-01",
"capacity": 2147483648000

ezl [

5714

ME

None
10. 22{AE| i
S2{AE9 Lot PHE S ZR{AHS HES 4 QLT

= HTTP SA 2

a omn [2AE {22 AE_IDYHHE

40 OF

S AE IDE ®MSdlof gct.

curl -i1iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @stepl0 'https://10.21.191.150/api/clusters/CLUSTERID/deploy’

JSON 221(10%H))
ONTAP Zt2|Xt AHe| H|HHS E K|S sHoF gL|CH.

"ontap credentials": {
"password": "mypassword"
}
}
He| g
H|S7|
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ME

* Job ZiH|

2 M
"ONTAP Select 22{AE2| 90 I QIAERIA H{IL"

Python2 = & Z5}7|

Python2 AI2350] ONTAP Select Deploy APIO|| 2 KA S| Fof|

HME Python AT EE HASY| Hof| etF S FHI[sH{of gfL|Ct.
Python AIZEE MaHst7| Tof| 20| SHIEA FHE|A}=X| 2HlsoF SfL|C.
* Python22| %|Al HHM S MX[8l{OF EiL|Ct ME FEE= Python2E A26H0] E|AEE|YELICE Python3Z % O] 4]
7tS5HX|2t, Z 8t HIAE = OFEl ZIME|X| QftELICE.

* Requests 2 urllib3 2t0|E22{2|E M X|sHo} BL|Ct. 2HHO| 2} pip EE= CHE Python 2| =71 E A2
ASLICE

* 2A3ET AAE[= Z20|HE I AH|0|M0]|= ONTAP Select Deploy 7hat A0 CHEE L EQ| 3 HM|A
Zoto| AO0{OF BL|C,

SEo, O

alo

7L 2L

* BHE 7h T 1P A
* HHZE Z2|X} AlF o AHEXL O|F 3 HIREHS

HZE Python 23 EES AHESHHA o2 7HX| RS =Y £ ASLICH 2F| Deploy
?JﬁE._*ﬁOﬂH ALE35t7| Fol| A3 ES O[3H3HoF BfLICt.

« 22I0|AHE MAIo| HHE QIE 0| ANAM AN Q. MCHZ —_rL DE Z2t0|HE MAO|A Python
ASZEES HHE & ASLICEH XtM|THLHE 8 _A|ESE7| Mol _E PHIR.

* CLI 2= O7iH s S8 2t AT E = 23 j7fHS~E Sl CLIOA XMIO{&lL|C.

s U™ o 97| 4 AR EE 20 w2t 2 IHUS ELICH 22 AHE MMSIALL AHE ti= JSON 74
ord S HSsof gfL|Ct = 2to|MAE FIte M= TrS':"E?J 2to|MA IS K Ssof BfL|Ct.

s IE XY ZE AE 2E X2 2EQ! deploy requests.py Ol= T SejATF IEtE|f JUOH, 2t
ASYENM 7N AR EILICE

cluster.py A3ZEE AL835I0{ ONTAP Select 22{AHE MMe £ QUSLICH CLI D72 JSON i3 I Q|
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#!/usr/bin/env python

File: cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import traceback
import argparse
import json
import logging

from deploy requests import DeployRequests

def add vcenter credentials(deploy, config):
""" Add credentials for the vcenter if present in the config """
log_debug_ trace ()

vcenter = config.get('vcenter', None)
if vcenter and not deploy.resource exists('/security/credentials',
'hostname', vcenter]
'hostname']) :
log_info ("Registering vcenter {} credentials".format (vcenter|

'hostname']))

data = {k: vcenter[k] for k in ['hostname', 'username', 'password
"1}

data['type'] = "vcenter"

deploy.post('/security/credentials', data)

def add standalone host credentials (deploy, config):
""" Add credentials for standalone hosts if present in the config.
Does nothing if the host credential already exists on the Deploy.

19
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mman

log_debug trace ()

hosts = config.get('hosts', [])
for host in hosts:

# The presense of the 'password' will be used only for standalone
hosts.

# If this host is managed by a vcenter, it should not have a host
'password' in the json.

if 'password' in host and not deploy.resource exists (
'/security/credentials',

'hostname',
host['name']) :

log_info ("Registering host {} credentials".format (host['name

1))
data = {'hostname': host['name'], 'type': 'host',

'username': host['username'], 'password': host][
'password']}

deploy.post('/security/credentials', data)

def register unkown hosts(deploy, config):
""" Registers all hosts with the deploy server.

The host details are read from the cluster config json file.

This method will skip any hosts that are already registered.

This method will exit the script if no hosts are found in the
config.

LI |

log_debug_ trace ()

data = {"hosts": []}
if 'hosts' not in config or not config['hosts']:

log_and exit("The cluster config requires at least 1 entry in the
'hosts' list got {}".format (config))

missing host cnt = 0
for host in config['hosts']:

if not deploy.resource_exists('/hosts', 'name', host['name']):
missing host cnt += 1

host config = {"name": host['name'], "hypervisor type": host]
"type']}
if 'mgmt server' in host:
host config["management server"] = host['mgmt server']
log_info(

"Registering from vcenter {mgmt server}".format (**



host))

if 'password' in host and 'user' in host:
host config['credential'] = {
"password": host|['password'], "username": host|['user

1og_info("Registering {type} host {name}".format (**host))
data["hosts"] .append (host config)

# only post /hosts if some missing hosts were found
if missing host cnt:
deploy.post('/hosts', data, wait for job=True)

def add cluster attributes(deploy, config):
'''" POST a new cluster with all needed attribute wvalues.

Returns the cluster id of the new config

LI |

log _debug trace ()

cluster config = config['cluster']
cluster id = deploy.find resource('/clusters', 'name', cluster config

["name'])

if not cluster id:
log_info ("Creating cluster config named {name}".format (

**cluster config))

# Filter to only the valid attributes, ignores anything else in

the Jjson
data = {k: cluster configlk] for k in [

'name', 'ip', 'gateway', 'netmask', 'ontap image version',

'dns_info', 'ntp servers']}

num nodes = len(config['nodes'])

1og_info("Cluster properties: {}".format(data))

resp = deploy.post('/v3/clusters?node count={}'.format (num nodes),
data)

cluster id = resp.headers.get ('Location') .split('/") [-1]

return cluster id

def get node_ ids(deploy, cluster id):
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''"" Get the the ids of the nodes in a cluster.

node ids.'"''
log_debug trace ()

Returns a list of

response = deploy.get('/clusters/{}/nodes'.format (cluster id))

node ids = [node['id'] for node in response.json() .get('records')]

return node ids

def
''"'" Set all the needed properties on a node
log _debug trace ()

LI |

add node_ attributes (deploy, cluster id, node id, node):

log_info ("Adding node '{}' properties".format (node id))

data = {k: node[k] for k in ['ip', 'serial number',6 'instance type',

'is storage efficiency enabled'] if k in

node}
# Optional: Set a serial number

if 'license' in node:

data['license'] = {'id': node['license']}

# Assign the host

host id = deploy.find_resource('/hosts', 'name', node['host name'])

if not host id:

log _and exit("Host names must match in the 'hosts' array, and the

nodes.host name property")
data['host'] = {'id': host id}

# Set the correct raid type
is hw raid = not node['storage'].get('disks
list of disks indicates sw_raid

data['passthrough disks'] = not is hw raid

# Optionally set a custom node name
if '"mame' in node:
data['name'] = node['name']

")

log_info ("Node properties: {}".format (data))

# The presence of a

deploy.patch ('/clusters/{}/nodes/{}"'.format (cluster id, node id),

data)

def add node networks (deploy, cluster id, node id, node):

''" Set the network information for a node
log_debug trace ()



log_info ("Adding node '{}' network properties".format (node id))

num nodes = deploy.get_pum_records('/clusters/{}/nodes'.format
(cluster id))

for network in node['networks']:

# single node clusters do not use the 'internal' network
if num nodes == 1 and network['purpose'] == 'internal':
continue

# Deduce the network id given the purpose for each entry
network id = deploy.find resource('/clusters/{}/nodes/{}/networks
'.format (cluster id, node id),
'purpose', network|['purpose'])
data = {"name": network['name']}
if 'vlian' in network and network['vlan']:
data['vlan id'] = network['vlan']

deploy.patch('/clusters/{}/nodes/{}/networks/{}"'.format (
cluster id, node id, network id), data)

def add node_ storage (deploy, cluster id, node id, node):
''' Set all the storage information on a node '''

log_debug trace ()

log _info ("Adding node '{}' storage properties".format (node id))

log_info ("Node storage: {}".format(node['storage']['pools']))
data = {'pool array': node['storage']['pools']} # use all the json
properties

deploy.post(
'/clusters/{}/nodes/{}/storage/pools'.format (cluster id, node id),
data)

if 'disks' in node['storage'] and node['storage']['disks']:
data = {'disks': node['storage']['disks']}
deploy.post(
'/clusters/{}/nodes/{}/storage/disks'.format (cluster id,
node id), data)

def create cluster config(deploy, config):
'''" Construct a cluster config in the deploy server using the input

json data '''
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def
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log _debug trace ()
cluster id = add cluster_ attributes (deploy, config)

node ids = get node_ ids (deploy, cluster id)
node configs = config['nodes']

for node id, node config in zip(node ids, node configs):
add node_ attributes (deploy, cluster id, node id, node config)
add node networks (deploy, cluster id, node id, node config)
add node_storage (deploy, cluster id, node id, node config)

return cluster id

deploy cluster (deploy, cluster id, config):

''"'" Deploy the cluster config to create the ONTAP Select VMs. '''
log_debug_ trace ()

log_info ("Deploying cluster: {}".format(cluster id))

data = {'ontap credential': {'password': config['cluster']|

'ontap admin password']}}

deploy.post('/clusters/{}/deploy?inhibit rollback=true'.format

(cluster id),

def

def

def

def

data, wait for job=True)

log debug trace() :
stack = traceback.extract_stack()
parent function = stack[-2] [2]

o

ogging.getLogger eploy') .debu Calling =s s parent function
1 i getLogger ('deploy') .debug('Calli %s ()" _f ion)

log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

log_and exit (msqg) :
logging.getlLogger ('deploy') .error (msqg)
exit (1)

configure logging (verbose) :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
if verbose:

logging.basicConfig(level=1ogging.DEBUG, format=FORMAT)
else:



logging.basicConfig(level=1logging.INFO, format=FORMAT)

logging.getLogger ('requests.packages.urllib3.connectionpool’
) .setLevel (

logging.WARNING)

def main (args) :
configure logging(args.verbose)
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

add vcenter credentials (deploy, config)

add _standalone host credentials (deploy, config)
register unkown hosts (deploy, config)

cluster id = create cluster config(deploy, config)
deploy cluster(deploy, cluster id, config)

def parseArgs():

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to construct and deploy a cluster.')

parser.add argument('-d', '--deploy', help='Hostname or IP address of
Deploy server')

parser.add argument('-p', '--password', help='Admin password of Deploy
server')
parser.add argument('-c', '--config file', help='Filename of the

cluster config')
parser.add argument('-v', '--verbose', help='Display extra debugging
messages for seeing exact API calls and responses',
action='store true', default=False)
return parser.parse_args ()

if name == ' main ':
args = parseArgs ()
main (args)

ONTAP Select 22{AEHE M M5t7| ?lot ATZEE JSON

TAP Select 22 AHE MMSIHLE AMA[e = AT E|

Python 2= *HE% AtE3H O
OF 2FL|C}. HHZE Al2lofl w2t Aot JSON MES SAL

JSON It S UHHOZ H|S3

- Z

ot
o
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"hosts": [
{
"password": "mypasswordl",
"name": "host-1234",
"type": "ESX",
"username": "admin"
}
I
"cluster": {
"dns_info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]

by
"ontap image version": "9.7",
"gateway": "10.206.80.1",

ip": "10.206.80.115",

"name": "mycluster",

"ntp servers": ["10.206.80.183", "10.206.80.142"],

"ontap admin password": "mypassword2",
"netmask": "255.255.254.0"

by

"nodes": [
{
"serial number": "3200000nn",
"ip": "10.206.80.114",
"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan": 1234
by
{
"name": "ontap-external",

"purpose": "data",
"vlan": null
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by
{

"name": "ontap-internal",
"purpose": "internal",
"vlian": null
}
1,
"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk": [1,
"pools": [
{
"name": "storage-pool-1",
"capacity": 4802666790125

vCenterE A%t ESXiQ| £ L E S2{AH

"hosts": [
{
"name" :"host-1234",
"type":"ESX",
"mgmt server":"vcenter-1234"
}
1,

"cluster": {
"dns info": {"domains": ["labl.company-demo.com", "labZ2.company-
demo.com",
"lab3.company-demo.com", "lab4.company-demo.com"
I
"dns ips": ["10.206.80.135","10.206.80.136"]

by

"ontap image version":"9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",
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"name" :"mycluster",

"ntp servers": ["10.206.80.183","10.206.80.142"],

"ontap admin password":"mypassword2",
"netmask":"255.255.254.0"

by

"vcenter": {
"password":"mypassword2",
"hostname":"vcenter-1234",
"username":"selectadmin"

by

"nodes": [

{

"serial number": "3200000nn",
"ip":"10.206.80.114",

"name" :"node-1",

"networks": |

{
"name" : "ONTAP-Management",
"purpose" :"mgmt",

"vlan" :null

"name": "ONTAP-External",
"purpose":"data",
"vlan" :null

"name": "ONTAP-Internal",
"purpose":"internal",
"vlan" :null

1,

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk":[1],
"pools": [
{
"name": "storage-pool-1",
"capacity":5685190380748



KVMe| tH I E S| AF

"hosts": [
{
"password": "mypasswordl",
"name" :"host-1234",
"type":"KVM",

"username" :"root"
}
1,
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com", "lab2.company-demo

"lab3.company-demo.com", "lab4.company-demo.com"

I

"dns ips": ["10.206.80.135", "10.206.80.136"]
by

"ontap image version": "9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",
"name" :"CBF4ED97",
"ntp servers": ["10.206.80.183", "10.206.80.142"],
"ontap admin password": "mypassword2",
"netmask":"255.255.254.0"
by
"nodes": [
{
"serial number":"3200000nn",
"ip":"10.206.80.115",
"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan":1234
by

.com",
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"name": "ontap-external",
"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null

1,

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {

"disk": [],

"pools": [

{
"name": "storage-pool-1",

"capacity": 4802666790125
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File: add license.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and

testing a software application product for use with NetApp products,



# provided that the above copyright notice appears in all copies and
# that the software application product is distributed pursuant to terms

# no less restrictive than those set forth herein.

import argparse
import logging
import json

from deploy requests import DeployRequests

def post new_ license (deploy, license filename) :
log info('Posting a new license: {}'.format(license filename))
# Stream the file as multipart/form-data
deploy.post('/licensing/licenses', data={},

files={'"'license file': open(license filename, 'rb')})

# Alternative if the NLF license data is converted to a string.

# with open(license filename, 'rb') as f:

# nlf data = f.read()

# r = deploy.post('/licensing/licenses', data={},

# files={'license file': (license filename,
nlf data)})

def put license(deploy, serial number, data, files):
log_info('Adding license for serial number: {}'.format(serial number))

deploy.put('/licensing/licenses/{}'.format(serial number), data=data,
files=files)

def put used license (deploy, serial number, license filename,
ontap username, ontap password) :
''"'" If the license is used by an 'online' cluster, a username/password

must be given. '''
data = {'ontap username': ontap username, 'ontap password':
ontap password}

files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)
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def put free license (deploy, serial number, license filename) :

data = {}
files = {'license file': open(license filename, 'rb')}

put_license (deploy, serial number, data, files)

def get serial number from license(license filename) :

'"'" Read the NLF file to extract the serial number '''
with open(license filename) as f:
data = json.load(f)

statusResp = data.get('statusResp', {})
serialNumber = statusResp.get('serialNumber')
if not serialNumber:
log_and exit("The license file seems to be missing the

serialNumber")

def

def

def

return serialNumber

log_info(msg):
logging.getLogger ('deploy') .info (msqg)

log_and exit (msqg):
logging.getlLogger ('deploy') .error (msg)
exit(1l)

configure logging() :

FORMAT = 'S (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool') .

setLevel (logging.WARNING)

def main (args):

configure logging ()
serial number = get serial number from license(args.license)

deploy = DeployRequests (args.deploy, args.password)

# First check if there is already a license resource for this serial-

number

if deploy.find resource('/licensing/licenses', 'id', serial number):



# If the license already exists in the Deploy server, determine if
its used

if deploy.find resource('/clusters', 'nodes.serial number',
serial number) :

# In this case, requires ONTAP creds to push the license to
the node
if args.ontap username and args.ontap password:
put_used license(deploy, serial number, args.license,
args.ontap username, args.ontap password)
else:
print ("ERROR: The serial number for this license is in
use. Please provide ONTAP credentials.")
else:
# License exists, but its not used
put_free license(deploy, serial number, args.license)
else:
# No license exists, so register a new one as an available license
for later use

post_new_license (deploy, args.license)

def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to add or update a new or used NLF license file.')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of ONTAP Select Deploy')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')
parser.add argument('-1', '--license', required=True, type=str, help=
'Filename of the NLF license data')
parser.add argument('-u', '--ontap username', type=str,
help='ONTAP Select username with privelege to add
the license. Only provide if the license is used by a Node.')
parser.add argument('-o', '--ontap password', type=str,
help='ONTAP Select password for the
ontap username. Required only if ontap username is given.')
return parser.parse_args ()

if name == ' main ':
args = parseArgs ()
main (args)
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#!/usr/bin/env python

File: delete cluster.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import argparse

import json

import logging

from deploy requests import DeployRequests

def find cluster(deploy, cluster name):

return deploy.find resource('/clusters', 'name', cluster name)

def offline cluster(deploy, cluster id):

# Test that the cluster is online, otherwise do nothing
response = deploy.get('/clusters/{}?fields=state'.format(cluster_id))
cluster data = response.json() ['record']
if cluster data['state'] == 'powered on':
log_info ("Found the cluster to be online, modifying it to be

powered off.")

deploy.patch ('/clusters/{}'.format (cluster id), {'availability':

'powered off'}, True)

def delete_ cluster (deploy, cluster id):

log _info ("Deleting the cluster({}).".format (cluster id))



deploy.delete('/clusters/{}'.format(cluster id), True)
pass

def log_info (msg) :
logging.getlLogger ('deploy') .info (msqg)

def configure logging () :
FORMAT = 'S (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool') .
setLevel (logging.WARNING)

def main (args):
configure logging ()
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

cluster id = find cluster(deploy, config['cluster']['name'])

log_info ("Found the cluster {} with id: {}.".format (config]
'cluster'] ['name'], cluster id))

offline cluster (deploy, cluster id)

delete cluster (deploy, cluster id)

def parseArgs () :

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to delete a cluster')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of Deploy server')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')

parser.add_argument('-c', '--config file', required=True, type=str,
help='Filename of the cluster json config')

return parser.parse_args ()

if name == ' main ':
args = parseArgs ()
main (args)

35



ONTAP Select ¢[?t 35 X| Python 2=

2 E Python ATZEE= tY BE0M ZE Python 2HAE AHSELICH

36

#!/usr/bin/env python

File: deploy requests.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

R e T

import json
import logging
import requests

requests.packages.urllib3.disable warnings ()

class DeployRequests (object) :

Wrapper class for requests that simplifies the ONTAP Select Deploy
path creation and header manipulations for simpler code.

def init_ (self, ip, admin password) :

self.base url = 'https://{}/api'.format (ip)
self.auth = ('admin', admin password)
self.headers = {'Accept': 'application/Jjson'}

self.logger = logging.getLogger ('deploy"')

def post(self, path, data, files=None, wait for job=False):

if files:
self.logger.debug ('POST FILES:')
response = requests.post(self.base url + path,

auth=self.auth, verify=False,



files=files)
else:
self.logger.debug('POST DATA: $s', data)
response = requests.post(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_ for job (response.json())
return response

def patch(self, path, data, wait for job=False):

self.logger.debug('PATCH DATA: %s', data)

response = requests.patch(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers

(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_for job (response.json())

return response

def put(self, path, data, files=None, wait for job=False):

if files:
print ('PUT FILES: {}'.format (data))
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
data=data,
files=files)
else:
self.logger.debug('PUT DATA:"')
response = requests.put(self.base url + path,

auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
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self.exit_on_grrors(response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def get(self, path):

""" Get a resource object from the specified path """

response = requests.get(self.base url + path, auth=self.auth,
verify=False)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)

self.exit on_errors (response)

return response

def delete(self, path, wait for job=False):
""" Delete's a resource from the specified path """
response = requests.delete(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit_on_errors(response)

if wait for job and response.status code == 202:
self.wait_for job (response.json())
return response

def find resource(self, path, name, value):
''"'" Returns the 'id' of the resource if it exists, otherwise None

None
self.get('{path}?{field}={value}'.format (
path=path, field=name, value=value))

resource

response

if response.status_code == 200 and response.json () .get (
'num records') >= 1:
resource = response.json().get('records') [0].get('id")
return resource

def get num records(self, path, query=None):
'''" Returns the number of records found in a container, or None on

error '''

resource = None

query opt = '?{}'.format (query) if query else ''

response = self.get('{path}{query}'.format (path=path, query
=query_opt))

if response.status code == 200
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return response.json().get('num records')
return None

def resource exists(self, path, name, value):
return self.find resource (path, name, value) is not None

def wait for job(self, response, poll timeout=120):

last modified = response['job']['last modified']
job id = response['job']['id"]
self.logger.info ('Event: ' + response['job']['message'])

while True:

response = self.get('/jobs/{}?fields=state,messages’
'poll timeout={}&last modified=>={}"
.format (
job id, poll timeout, last modified))
job body = response.json().get('record', {})
# Show interesting message updates
message = job body.get('message', ''")
self.logger.info ('Event: ' + message)
# Refresh the last modified time for the poll loop
last modified = job body.get('last modified')
# Look for the final states
state = job body.get('state', 'unknown')
if state in ['success', 'failure']:
if state == 'failure':
self.logger.error ('FAILED background job.\nJOB: %s',
job body)
exit (1) # End the script if a failure occurs
break

def exit on errors(self, response):
if response.status_code >= 400:
self.logger.error ('FAILED request to URL: $s\nHEADERS: %s
\nRESPONSE BODY: %s',
response.request.url,
self.filter headers (response),
response.text)
response.raise for status() # Displays the response error, and
exits the script

@staticmethod
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def filter headers (response):
'''" Returns a filtered set of the response headers '''
return {key: response.headers|[key] for key in ['Location',
'request-id'] if key in response.headers}

File: resize nodes.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import argparse
import logging
import sys

from deploy requests import DeployRequests

def parse_args():
""" Parses the arguments provided on the command line when executing

this

script and returns the resulting namespace. If all required
arguments

are not provided, an error message indicating the mismatch is
printed and

the script will exit.



parser = argparse.ArgumentParser (description=(
'Uses the ONTAP Select Deploy API to resize the nodes in the

cluster.'
' For example, you might have a small (4 CPU, 16GB RAM per node) 2
node'
' cluster and wish to resize the cluster to medium (8 CPU, 64GB
RAM per'
' node). This script will take in the cluster details and then
perform'
' the operation and wait for it to complete.'
))
parser.add argument ('--deploy', required=True, help=(
'Hostname or IP of the ONTAP Select Deploy VM.'
))
parser.add argument ('--deploy-password', required=True, help=(
'The password for the ONTAP Select Deploy admin user.'
))
parser.add argument('--cluster', required=True, help=(
'"Hostname or IP of the cluster management interface.'’
))
parser.add argument ('--instance-type', required=True, help=(
'The desired instance size of the nodes after the operation is
complete.'
))
parser.add argument ('--ontap-password', required=True, help=(
'The password for the ONTAP administrative user account.'
))
parser.add argument ('--ontap-username', default='admin', help=(
'The username for the ONTAP administrative user account. Default:
admin. '
))
parser.add argument('--nodes', nargs='+', metavar='NODE NAME', help=(
'A space separated list of node names for which the resize
operation'

' should be performed. The default is to apply the resize to all

nodes in'
' the cluster. If a list of nodes is provided, it must be provided

in HA'
' pairs. That is, in a 4 node cluster, nodes 1 and 2 (partners)

must be'
' resized in the same operation.'

))

return parser.parse_args ()

def get cluster(deploy, parsed args):



""" Tocate the cluster using the arguments provided """

cluster id = deploy.find resource('/clusters', 'ip', parsed args
.cluster)
if not cluster id:
return None

return deploy.get('/clusters/%$s?fields=nodes' % cluster id).json() [

'record']

def get request body(parsed args, cluster):
""" Build the request body """

changes = {'admin password': parsed args.ontap password}

# if provided, use the list of nodes given, else use all the nodes in
the cluster
nodes = [node for node in cluster['nodes']]
if parsed args.nodes:
nodes = [node for node in nodes if node['name'] in parsed args
.nodes]

changes['nodes'] = [
{'instance type': parsed args.instance type, 'id': node['id']} for

node in nodes]

return changes

def main () :
""" Set up the resize operation by gathering the necessary data and
then send
the request to the ONTAP Select Deploy server.

mman

logging.basicConfig (
format='[%(asctime)s] [%(levelname)5s] % (message)s', level=
logging.INFO, )

logging.getlLogger ('requests.packages.urllib3') .setLevel (logging
.WARNING)

parsed args = _parse_args|()
deploy = DeployRequests (parsed args.deploy, parsed args

.deploy password)

cluster = _get cluster(deploy, parsed args)
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if not cluster:
deploy.logger.error (
'Unable to find a cluster with a management IP of %s' %
parsed args.cluster)

return 1
changes = _get request body (parsed args, cluster)
deploy.patch('/clusters/%s' % cluster['id'], changes, wait for job
=True)
if name == ' main ':

sys.exit (main())
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