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BE VMO| VMFS 5 H0|E{AE0{0Il A VMFS 6 CIO|E{AE0{ 2 Hghet ot 7ot HIZALIZLICE
J2{Lt ONTAP Select 5! ONTAP DeployE ¢! Storage vMotion II ‘LJS FS 50| A VMFS 62 29| M&to|2h=
EXN 2 Q0| CI2 A|LIZ|QE X|StEE SHAHE| UL LICT.

ONTAP Select

ONTAP Select &2 Lt 0| &9 AER|X| E0|AM Z2H|XIE 7HM C|AST HMEE ONTAP 0| M3SHCH=
ZRLICE ONTAP 2 22|18 CIAIE F &= 714 ClAT MEE M35HH, AEE|X| ABHQ| LIHX| RE2
Sto|mHtO| X0l 2sh F=ASHEILICE CHS 72 o|2{st 2AIE O AtM|3| E0{FH, S2|H RAID ZHHEED,
SHO|HHIO| X, 22|11 ONTAP Select VM Zt9| ZA|1E ZEBtL|CH

UN 742 MHO| RAID ZIEE2] 2T EQ|0f LHOf|A| O|FO{EILICt. VSAN E= 22 0{2]|0|&
|= O] #M0| ZRBIX| t&LICE

2L
$_
T2 5l0|HHIO|X| LHE 0| A O] RO{FIL|LC},

HE VMO| 23l H-d =0 AR ELICE Of ool A= ONTAP Select Off 2[3H g ElLICt.

7tg L2300 221 LA =0 oY
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Physical Server
Virtual Disk (VMDK) } ONTAP Select

e

™.
=
=

Locally attached drives

Storage Pool (VMFS) I } Hypervisor

LUN I

> RAID Controller

444444 RAID Group

JtA LA T2H[HY

O 2tASHEl AKXt 2HE S H25H7] I8 ONTAP Select 2] =721 ONTAP Deploy= HZZl AEE|X| E0|M
JtA CIASE X502 TZ2H|X'J5I0d ONTAP Select VMO HZTL|Ct, O] 22 x7| MH 8l AEa|X| 27t XA
A XSO 2 +HEILICE ONTAP Select = =7t HA Woj| £3t= 292, 7H4 ClA3 = 22 9l 0|2 AE2|X| E0f
XI.%QE oI-L'_FEI [__l[_l-.

ONTAP Select 7|2 HZ AEZ|X|E 22 16TBE X 1t5HX| %_ =
Select =7t HA WO Yol A 2t S2{AH 0| |4 F 719
S A0 2etz|of 0|22 & S 2HM A EILICH

o — =

USH 37|19 7tA ClATZ ESTILICH. ONTAP
7ta ClA3TL MMElof 24 Z2iA0t 0|7

O£ E0{, ONTAP Select 31TB(VMO| BHEE| 11 A|AEI Sl 2E C|AT I} TZH|HYE & He g-a)0| H|O|E{AEO]
e L UNS Eherst 2 QIAL|CH J2{™ QF 7.75TBC| 7HAN C|A 3 4717} MM E 0] ST ONTAP 22 4! 0|2 Zall A

ONTAP Select VMO %%% 715t M2 CHE 37|12 VMDKI S E 4= AGLICH XHAIe g2

(D MME BZSHMR "ME EEE "EIHIR" FAS 7} CHE VMDKIt S 2ot EeH|of ZxE &=
UELICE. ONTAP Select 0[2{et VMDKO| RAID 0 AEZI0|ZE AHESHO] 37|0f 2tA|gl0] 2t

VMDKe| 2= SZts Z|ret %Z T AL

r—(';l_ﬂl

mioi

7HAsHEl NVRAM

NetApp FAS AlAEIS HEXO2 H|S|w s ZaiAl o|22|S LH&st T4 s 7h=9l 22|H NVRAM PCI 7t=S
ALZBILICH O] FH= = ONTAP 4AIE/E 47| @82 Sat0|0ER ZA| QA2 4 QT 2 8jo] 47| Msg 37|
SHATA|ZILICH S8t O] AE|0|E (destaging)0l2Hs TR H|AS S8 +HE C0E 222 2! ME 0j4|2 ChAl
0|53tz 2 ojlofe 4 et

A2 AlAH0fE YuE o= of2{et Qo] FH|7h HAE|0] AUX| eFELICE Tt o] NVRAM 7HE9] 7|52
7}4+81%|0] ONTAP Select AIAE] & A qo| TFE| MO BX| SIS LICH 0[2{3t 0| R 2 QIAEIAS AIAE Thy
CIA3 HiX|7 0 SQBHLICH E3t, 22 QA AE2|X] 1L 9lef 2 AU FHAIS ZE 22|% RAID
AEEZ2{7t Wt

NVRAM XHA| VMDKO]| HiX| ElL|CH NVRAM XHH| VMDKO| 286 H ONTAP Select VMO| vNVMe EEIO|HE

AF23810] NVRAM VMDKE} EA1E 4~ Q& L|CEH EESH ONTAP Select VME ESX 6.5 0| Atn} S3te|= 8 EQ)0] A
132 A2 SlOF L}
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HO|E| Z2 Md¥: NVRAM % RAID ZHEE7]

JHAFBFEl NVRAM AIAE) THE|M T RAID HES2] 2t0| 4% 582 M7| 20| A AH0| S0iS 1f oS3t GloJE
Z2E ML P B Y 2 L,

ONTAP Select VMR Z EXHE= M7| @F2 8 VM2 NVRAM LE|M S CHAIO 2 BHL|C} 7HAFSEH AIZ 0| A 0]
O}E| M2 ONTAP Select VMOI HZAE VMDKQ! ONTAP Select A|AE! C|A S LHof| EXHELICH 22| AIZ0f|A
Ol2{st QEL 7|2 ALISS HAORE t= R E £ HA AP D} OHAZIX| 2 22 RAID ZHEE2{0| FHA|EILICH

07| M7| QNS SAER CIA| EQIEIL|CT

Of AIFOIM SEIH2Z EE2 RAID AEER A0 &F35HH C|AIZ S A|E|7|E 7|Ct2| 0 JSLICE

=2 M2 SE2 NVRAM O &35t HMAETH AFEXt H|O|H C|A3Z C|AH|O|FE7|E 7|Ci2| 2 ASLIT.
HEEI SEE2 RAID HEEZ(Q 2Z AN RIS E MEE|EE, NVRAM LIE|M0| S0{E MI|= XIS 2
HAIE|D FIHo = 22|X MF iAo S2{AELICE 0l= NVRAM LHEE ONTAP Cl|O|E CjA3 2 FI|HOZ
S ASt= At 2SsHM = 2 ElLCh 0] & 7HX| O|HIEE= M2 20| glom MZ CHE A|Zha Bl = 2rletL|Ct

Cie 22 S0{= M7 &Y 1/10 2R E EoEL|CH SE|X AS(RAID HEE2Z] HA| B CIATE FH)ut 7H4
AZ(VME NVRAM % C|O|E{ Jt4 CIAT E HH)9| Xto|H S ZZELICE

21 FHAIOl FHA[=| X[ B, FHA|= VM - O[L} 3
;EO A|AE1I()“ X-|II--5|.D:| NVRAM o|

IS0l M Z=H|X'dE 2L 5t0[|m{HHO| X of

NVRAM VMDKO[M HAE =52 £2Z RAID ZEE
JH CIASE QIAGHR| RBILICE Al = HAE DS
O Niue ase e opppic sen s Ap

HIQIZIEl M7| @K T TEHE/L|CT

* ONTAP Select VMOl E0H{2= M7|*

Physical Server

L

RAID Controller Cache

k4

Physical Disk

ONTAP Select

A Write commitment ——» NVRAM Destaging

|
|
|
|

NVRAM Virtual Disk Data Virlual Disk

NVRAM ItE|M2 XtH| VMDKZ 22| ELICt 0] VMDK= ESX 6.5 0|4 H{EM A K3 El= vNVME
@ C2tO|HE AM23t0 HZEIL|CE 0|2{3 HE AtE2 RAID ZHEEZ FHA|Q| O|™E F2|X| Zot=
AT E2|0] RAIDE At83H= ONTAP Select &X|0l|A 71HE ZQ8tL|CH
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24 HZH AEZ|X|E 2Tt ONTAP Select 2T E¢0 RAID 74 A{H|A

~

Z2 7|& ONTA

T E9)|0] RAID= ONTAP 2 ZES0] AB L{Of| 7L31E RAID Z=&tet AISLICE FAS 2

Z2 RAID A&t €%t 7|52 MSELICL RAID AE2 E2t0[2

I
=

PE:t
IH2|E| AlLtS =33t 0 ONTAP Select == LHOIIA 7HE E210|E Foliof| Cist 2= 7|s5&
MSgLICt.

ONTAP Select =901 RAID 741t 2t4|810] AT EQ0 RAID M T K|S ELICH. ONTAP Select 2% = HE
M2 SIEQ00f] =2 AR 20| EX SEME =0 RAID HEEEE AT 4= QIALE HIZHEISHK| ks £
UELICH 2T EQ0] RAIDE 0|2{3t &HH S TSI E A8 7tsot 15 S S & etL(CH SE0M AT EYo
RAIDE 2tM35t2{™ CHZ ALEE 7|ASHUAI2.

* Z2|0|Y = Z2|0|Y XL 2o A2 NS EL|CE

* ONTAP £E &8l 0|0|E| C|A 39| AL SSD E= NVMe(Premium XL 20| MA T Q) E2to| =20t X[/ EHL|Ct,

* ONTAP Select VM 22! THE[E0f| B 9| A|AH™ C|AITF HRPL|C]

XFTIANE

o AAEICIAS(HE| LE MF 2| NVRAM, £&/CF 7tE, [0{ HI, O|C|0{2{|0|E{)0l| CHt HIO|E MEAE
WHstA™ SSD L= NVMe E2H0|E F LS B o| C|AT = MEAFIL|CY,

o

* MH|A T2 A|AR] CjA 2= 80 Z2 2[0|2 AFEEL|CE

=
° MH|A C|A3 = ONTAP Select VM LHOIAM E2{AET, B8 S CHYSt =S MH|ASH=E Of| AFRE[=
VMDKQIL|C}.
° MH|A CIATE SAENM £ uf &Y S2|H C|AI(EXSIO] MH|A/AAE 2| C|AT)0f| 22|Ho =
IX[ELICt ST 22|H ClA3 0= DAS H|0|Ef HE AT QO0{0F BfLICE. ONTAP Deploy= S2{AE H{E
S0l ONTAP Select VMO]| CHSH 0|23t MH|A CIASE MM LT,

* ONTAP Select A| A C|ATE of2] HIO[Ef MEALE ] E2|1H E2t0|E0f| 24 O ol E2IE + SELICE

* St=R0 RAIDE= H 0|4 AFEEIX| §ELITH.

2 HE AEZ|X|E 9t AZEZ|0] RAID 74

E2|0{ RAIDE AHEE

* ClA3THAARI(IBOD)O 2 HEAIE & JAEE StES0] RAID ZHEEE| E H| 24 3tsljoF BfLICt 0] HAR

YHIH O = RAID HEEZ BIOSOIM &g &= JAELICE.
-

= S=R0] RAID ZHEE2{7F SAS HBA 2 E040F BfLICEH o€ S0, ¥ BIOS #A40A= RAID 2|0 =
S o

z 2t th= SHE90f RAID ZIEE2{7} gt 20| O[AHO|X|Bt AlA%I0| 7|E RAID ZHES2{7}
S 39 08 27 MRS E460F ELICH

1=
"AHCI" HEE & 83%tH, 0| E MEHSI0] JBOD ZEE Mot & UELICE 0| A FH HAAR T} 2 otE|0f

SAEOM 22| E210|EE JA= A2 = + ASLIC

HEEC{0M X[J5t= A[CH E2t0[E =0f e} =7t AEEE{7 2T 4= ASLICE SAS HBAZEO0AM = 10
TN

App 12Gbps £ E HEEHL|LCL.

[¢]
—

CHE St=9I0] RAID AEES ZEL 82 XX UL € S0, 28 ZEES = LA HAARE
RAfIXo= gdstshi= RAID 0 X[/ S S{E3HX|Tt, O =2 Qlot 2XZ0| &ile = JASLICH XY= 22|H

ClA3(SsSDeH8liE) 27|= 200GB~16TBYLICE.
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(D 22| XK= ONTAP Select VMO[A AE Sl E2t0|EE A5t S AEM|AM oliE =2t0|27t M2
AMEE|E AS LX|3HOF LTt

ONTAP Select

SIESI0 RAID HEEHE Ar2%t= £AM9| A2, RAID HEEE{7I E2|H C|A3 SE2ME MIZELICL. ONTAP
Select ONTAP Zt2|Xt7t H[O|E &AE 7Y o Q= St 0] A 2] VMDKEt & 7H| I1I+E' L|Ct. o|2{gt VMDK= RAID
0 HAOZ AERIO|LEILICE ONTAP AZEZ|0| RAIDE SIEY0] £F0|M H2Es E/HOZ Qs S2&| 1
HE2X0|M H|Z1tH0|7| W2 L|CE ot A|AR C|AS| AFEE|= VMDKE AHE AL HIO|E XZEOf| AL &=
VMDKE &3t Ci|0| B A& A0 QUELICE

AT EQ|0| RAIDE AH2E If ONTAP Deploy= SSD2| 7H4f EIﬁﬂ(VMDK)QP =2|% C|A3 RDM(Raw Device
Mapping) % NVMe2| INAA R EE = DirectPath 10 EX| M[EE AF2510{ ONTAP Select M-S LT}

CHE Ozl2 o|2{3t 2tAHZ O XIM|S| E0{3H ONTAP Select VM LHE0|| AL E|= 7HAFSHE C| AT} AFR X}
OIO|EE NA&SH= O ArE &= S2|H C|A3 Zto| Xjo|™ 2 ZETiL|C}.

* ONTAP Select 2Z E 9|0 RAID: 7}A3t=l C|A = B RDM A2*
ONTAP Select with Software RAID
8 VM System Disks ONTAP Select Managed
ONTAP Select <
Software
S
Hypervisor RDM| |RDM |RDM
—_—
Host Bus
Adapter e
T

8B EEER

A A" CIAZ(VMDK)= St HIoJE XMEAet St 22| C|A30f| dFELICH 7 NVRAM C|A300=
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21 LA Qe M7 2L T [t NVMe 3 SSD R 2| HI0|Ef MEATHX|IEL|CH

—

VM system disks ~ ONTAP Select managed

ONTAP Select

software
Passthrough
e
OR
Hypervisor { DirectPath 110
devices
Host bus
adapter
il Ll

\ 4 vV vVvVvyYy
= e

AAR CIAS(VMDK)= St H[0|H XMEAL} SYst S2|H ClAIN AFEL|CH 71 NVRAM ClAS = WED
LA e OIC|HE 2R Z gL Ct. 2t NVMe S SSD §3 9| Of|0|E| XZHATH X[ EIL|CE H|O|E{0] NVMe
CZI0|HE ME%t= 2, MSAMO| 0|Q 2 A|AE| CIAAE NVMe EHX|0{0F SHLICH 2E NVMe TFAI0| A A|AE!
CIATZ Hoist 22 = QI8! Optane 7H=QILICE.

@ ¢iMl 2| A0 M= ONTAP Select A|AR C|A3E 02 H|O|E XME 4Lt o2 22|X EE0|E2

Ol& 22|& &~ gl&Lct
ZtG|O|E| C|AT = M| E2OZ LIgL|Ct &2 FE OIE|M(AERIO| X))t YT 37(Q| F OIE[MOZ, ONTAP
Select VM LHO|A| & 7HQ| G[O|Ef C|AZJt HA|EILICE DIE|ME CHS J2I0 EAIE 2 T L= S2{AEQF HA
Aol L =0f Cislf RD2(Root Data Data) 27|0tS A2 EHLICE.

p I{2|E| E2}0|EE LIEFALIC. pp 7 & IH2|E| =2t0|2E LIEFHLICE s Of|H| =2t0[2 5 LIEH-HLICE

15



A_data/plex0/rg1 | | P2

A_data/plex0/rg0 || ny | p2 |03 |0a |os | o6 |07 |08 | »

T

A_root/plex0 (| D1 | B2 |63 | D4 | D5 |06 |67 | b8 | P |

g
8
£
3
3
g
g

i g J|L s

mAa=< DIMA

CtE L E S2{AE(HA A)of Ciet RDD C|A3 2%

s $
E E
pDL|O2|D3 |04 |OS|D6E (07 |D8|P |OPI[S |R 1{02|03|D4|D5|D6E|07|08B|P |DP R
A guta/pled) g —H B_data/plex0
5 | 1
C C
[ E E
Bﬂdaiefple:l DlL|D2|D3|D4|D5(D6(D7 |D8|P |DP||S 1|02 |03 |DS|DS|D6E|D7 |DB|P |DP JA_‘dm,Iplul

= = O
o B R |

uwwvwl UIDJPW[S

DOz (03[P W‘Hu:wmv ll']s
I |

-

A root/plex0 8_root/plex 8_root/plexd A_root/plext

ONTAP A Z E g0 RAID= RAID 4, RAID-DP, RAID-TEC 2t Z2 RAID R8& X|&EL|C}. O|= FAS 5! AFF
ZHZEN| M AFEStE A1t SYUSHRAID FAQULICH RFE ZTZH|XH S 28 ONTAP Select RAID 42t RAID-DPZH
X|¢erL|Ct, H|oE A0 RAID-TEC AtE%t= 32 MM 2= = RAID-DPE MM ELICE. ONTAP Select HAE 2
LEO| ME CIE LB EXSH= HIZ R OF|HIHE AERLICE &, ZF == XHAe| FE THE|M1t I|0e] FE
MHE|M AH2S M ESHOF BfL|C} HIO|E| ClA 0= CHY R E TE[MO| QOO 2 ONTAP Select .= =71 HA & 0f|
&6H=X| of 2of| w2k 2[4 H|0[E| C|A3 47t E2tEL|CE

Tel L= 22 AE0] 9 DE Hlo|E TE|MS 22(2Y) HlO[ES MGt Ol ABELITH HA Wojl £3 o)
22, efLto] HlolE| IHE|M2 dhe lo=of 22(2) HO|EIS XASH: B AFBEID, & HAY Hlo|E] THE|ME HA
mjofo] 2 Hl0|E|S Ol2{&sts ol S ELICt,

Ij A A2 (DirectPath 10) & X| CH 2IA| ZX| H(RDM)

VMware ESX= X NVMe CIATE YA ZA| WO E XS] &&LICH ONTAP Select 0Af NVMe CIASE
XN Mgt ™ ESXUA NVMe SEI0|EE THAA R FX|Z P HBHOF BILICEH NVMe XS THAA R ZX|2
TASH2{H M BIOS2| X|H0| HRHH ESX TAEE MERGHOF 5t ST TEMAQIL|CEH 3t ESX SAEH
Z[CH IHAA R ZHK| == 167HRILICE J2{LF ONTAP Deployd| A= 0|2 14702 H|$HLICH. ONTAP Select . =&
NVMe A 71 14712 H|3tE|Z2 2 E NVMe FH2 & 222 5|4610 0§ =2 IOP 2= (IOP/TB)E
HSgLIC E= 0 2 AEZ|X| 82 #& 145 FH0| Zast 2 HEE= 242 2 ONTAP Select VM 37|,
A AEI CIAAL INTEL Optane 7tE, H|0|E| AE2|X|2 24l SSD E2t0|E £QlL|LC}.
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@ NVMe A5 %3t 2251213 C22 ONTAP Select VM 27|12 D2{3HM|Q.

IHAAS ZX|9F RDM ALO|Ofl = & CHE AHO|FHO| AELICH RDM2 A& Fol VMOl e 4~ AEL|CH HAAR
A= VM MO0 HRELICH F, NVMe E210|E WH| £= 8 2HE(=210|E 3:7t) EA0li= ONTAP Select
VM 70| ZeetL|Ch S2t0|E WA 5 88 SHE(E2t0|E £t A2 ONTAP Deploy2| H3S 20 M2t
ZIHELICH ONTAP Deploy= £t o= 22{AE 2| ONTAP Select M2 &1t HA 42| Folf =X/ B7E5
ZHE|ZL|ct. J2{L SSD Hi|o|E =2t0|E 2 X dt= FR( ONTAP Select XF=/Z0H Z=X|7H 2 §18)2t NVMe

HIO|E| E20|E 2 Xt fdt= Z2(ONTAP Select MF&I/Z0 Z=X|7F 2| X0|HE LOIF= A0| ZQELICE

=28 8l 7td 023 Z2H[Xd

M 2tASHEl AL AL 2t S ®23817| 218 ONTAP Deploy= K| &=l C|0O|E| MEA(SE|X A|AH C|AI)|M
AAEIIAN CIASE XHS5OZ T ZH|X'JSt 1 ONTAP Select VMO HZBEL|CE O] 22 ONTAP Select VMO|
BEIE £ JUEE 7| 4 ™M XIS E £HELIC RDM2 22510 R2E HA= AHSCE AHELICH
ONTAP Select .= =7t HA 40l £5t= E2, HIO|H TtE[MES 24 AEZ|X| E1t 0|2 AEZ|X| E0| AISC=

SEYELICE o] 2E2 SE{AE WY MM AR2X| 7} A RR0M IS 2 +HEL|CH

ro
o

ONTAP Select VM| L|O|E] C|AFE= 7|2 S2|H C|239 AAL0 Qle8z F2|X [|A3 £t B2 714

=H 450 S¢S njEL.

FE ofd2[AH[0|Me| RAID & |2 A8 7hs¢t C|A3 40 o2t E2tEL|CH ONTAP Deploy=
() ==t RAD 18 g2 Mefgich £SO SoHE 0A37 SE26101 RAID-DPE AFg3t, 1%

O™ RAID-4 £E Oi22[A[0] 45 H-gelL|Ct

AT EL0| RAIDE AF230] ONTAP Select VMOl 82+2 %718 mf Bajxts 22|8 Sato|e a7|9 W@t
Cato| 42 Ta{sHof BLICH ALA[SH LIRS MMS AESIMIR. HE 222 SalHa"

9| =afo|Eat FIte & AELICE

FAS 5! AFF A|ABIDL OFZEX 2 7|& RAID JE0l= SYSHALIH 2 8
=2 , N ds XNstE WX|st7| fIsh M RAID

820 2 E210|E= HHEet A7|LICH M RAID O
2 A7|7} 7|1Z& RAID 28 37|t LX|slof stL|Ct.

H

ONTAP Select C| AT E s{{2 ESX C|A 30| LX|A[ZIL|CE

ONTAP Select C|AT = YHFMOZ NET xyZ HA|E/LICH CHS ONTAP B S AIR310{ C|A3 UUIDE S 4

ALt
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

geegagaasessses

Siaapasasass

4w

-

ESXi M0j|M CIS HHS 2dsIH s S2|X C|A T (naa.unique-id2 A1E)2| LEDE 2+ 4 QU&LICH

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

AT EZQ|0{ RAID A2 A| 02 EEI0|E @ F 2l

AARIOM o2 E210|E7F SAI0f| 07 JEfQl d&o] Zdd =
E2tolE =0f whaf FepEL| T

SLICH A|AE S22 RAID 25 A4 1F A

jac)

RAID4 &A= ClA3 17 HOoHE HE = 11, RAID-DP &A= C|A3 271 HoHE AE == J2H, RAID-TEC
YA A3 37) HOIS AL 4 UBLC

HO7h e/ liet C| A3 7t RAID RA0| X|{st= A[c Foi +~E2Cf M1 ofjH] C|AIE AFET £ A= L, M7
T2 MATL XS 2 AIZHELICE ofH| C[A3E A EE 2, EA= ofH| ClARTt Z=71HE m7HR| H50|
KXotz HEf= H0|HE MSELICt.

1> 0
Q
rr
oX

o7t LSt C|A3 271 RAID R0| X[5t= £[cH Ho +2Ct HoH =2H Z2 E o= EAIE 2 TA
HEll= XMSHELICE HIo|HE HA THEHO| A= & H 2 E'*OHH HSELICH & 10] Cist 2= 1/0 282
Z2{AE 43 HE XE e0e(iISCSIE &3l .LE 20| S2|H 2= ?[X[e EI*:@ -é'“- IL|C} & i S A0
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Zho{ 7} erAistH EA| MEfE ZHOHZ EAIZ|1D HIO|E{E A2 E 4= &Lt

Moz & HlolE Dj2{2S IS H Huljot SHUAS ARG CHA| 2FS0{0f LTt CHS CIA3 FHolj= Qlsf
HIOfEf T2l 50| XMotz|H FE TA9| 45T XSHELICt. ONTAP Select E-H|0|E{-H|0|E{(RDD) TtE| '
A7|0tE AF8SHY 2} E22|X EEt0|EE R E ME[M otLtet & 719 H|O|E ME[HOZ SetetL|Ct. et St

ojefol C|A3A7 &4E|H 2H RE = §F 8E I 9] SAE, 2Z HI0o[H TA 8L ¥4 HIo|H HA S| SALES

Zoroh o2 TAo Jek2 0lE = ASLIC

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:

Second Plex

RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a
Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
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RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Physical

447 .

447 .

447.

447 .

Usable

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
1GB (normal)
shared NET-1.2 0 SSD - 205.1GB
1GB (normal)
shared NET-1.3 0 SSD - 205.1GB
1GB (normal)
shared NET-1.10 0 SSD - 205.1GB
1GB (normal)
shared NET-1.11 0 SSD - 205.1GB

447

.1GB (normal)

Plex: /aggrl/plex3 (online, normal, active, pooll)

RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Physical

447 .

447 .

447 .

447 .

Usable

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
1GB (normal)
shared NET-3.3 1 SSD - 205.1GB
1GB (normal)
shared NET-3.4 1 SSD - 205.1GB
1GB (normal)
shared NET-3.5 1 SSD - 205.1GB
1GB (normal)
shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..

®

StLt EE= OfE 72| EBMO|H @R E HIAESIHHLE A|Z2|0| M52 H LIS 2 AL A|R. storage
disk fail -disk NET-x.y -immediate EZQUL|Ct A|AHIY oflH] H22|7} e AR
AT HAHE AZEELICH BEHS ALY 7 MEHE ol £ JUELICH storage
aggregate show. ONTAP DeployE AtE6I0{ A|Z2]|0|MEl AIj E2I0|EE HAHLY & JSLICE
ONTAP2 E2}0|EE Broken. E2I0|H= AMHN 2 &ME|X| AAOH ONTAP DeployE AHE5HH
CHAl 718 4= USLICE 20|22 X|22{™ ONTAP Select CLIO|| CHS HHES UGN K.



set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Opx|e o] tist £22 H|0 QLO{OF BL(Ct.

7t&t=tEl NVRAM

NetApp FAS A|AEI0= MEHOE S2|H NVRAM PCI 7tE7t ZAE[0] QELICH O] FtE = HI2[HA S2iAl
HZ2[E Bt I'.“% IIER, 7| Y52 I SLAILLICE ONTAP =4 E[= M7 2¥g Z20AER FA|
QUME =+ ASFLICE £, C|AH[O|H(destaging)O|2ts Z2MAS Soli =Y E HI0[E] 225 L2 XF M2 ChA|
OIEOPEE oflofe 4 M'ﬁl-ltr

HE A2”0= LEH o= of2{ot Yol FH|7F FA =0 UX| FSLICE W2t NVRAM 7HES| 7|52 7HdetE[of
ONTAP Select A| 2™ &8 C| A3 9| TE|M0]| BHX| =[RS LICE O[2{2 O|R2 QUAR AL A|A/ JhY C|AZ HIX| I}
of* S eLct.

ONTAP Select VSAN 2! 2|5 0fz{|o] 1M

HHCINE Y

7tAH NAS(VNAS) B = 7HAF SAN(VSAN)2| ONTAP Select 22{AF, &
olma rL HIO|E{AEO

Q|2 ofE|0] Yo HIO|[HAENE X[ eL|Ct. o|2{gt 49| 7|gt
=olzd2 F|l2EH|C}

A4 27 Ard2 712 F40] VMwareO| A X|2=|0{0F 5t dli'e VMware HCLOI| LIZE|0{0F otCh= ZAIL|CE.

vNAS O7|EllX]

VNAS HEHH2 DASE ALESHXA| gt= ZE AH0| AFREL|CE CFS = ONTAP Select 22{AE2| 22 53t HA
Aol A= & ONTAP Select =7t T H|O|Ef K& (VSAN HIO|E K& A EBHE 3R6H= OFF |- 7t of 7|0
ZotELICH L E= SYTH SR 21T 0f2)|o]2] E [o|H MEAH X == JASLICL 0| Sdl of2|0] =
AEElxl 22ME2 =0 ™A ONTAP Select HA 42| MEHX QI MX| Z7t2 EL 4 USLICL. ONTAP Select vNAS
EMo| ol7|HINM = 2Z RAID ?jEEEPf U= DASS| ONTAP Select 2 0§ FALEILICEH =, ZF ONTAP Select
h:EE HAI}EL{o| H|O|E| EAIRES A& OoH_||:} ONTAP AEZ|X| £8A M2 L= eHo|olL|C}, 2t
ofzllo] & AEZ|X| 2EM2 F ONTAP Select ==29| H|0|E| NIEO| ﬂ%%' 7r%0| U[O L E O HEEH&|RtLICE,

HA 49| Zt ONTAP Select = E7} HE9| 2|2 Og|0|E AI-%% E QI&LICH O|l= 25 AEZ|X|2F EH ONTAP
Select Metrocluster SDSE A2% ff YHIHOZ AR E|= gHAIQIL|CE

2} ONTAP Select .= =0f| CHol HEo| 2|2 0{2{0|E AtESH= AL F 01207t ONTAP Select VM1t fAISH M5
EME NEst= Z10| 01 SLeL|Ct.

St=90] RAID ZHEE2{7} /= 22 DAS CHiH| vNAS OF7[E K

VNAS O}7|E|X = =2|H 2= DASSt RAID AEEZHE A& M OFF [ 2 71 FARLICH & B2 25 ONTAP
Select ClIO|E| X2 S7tS AFSRILICE Of HIO|Ef MF 2 Z7t2 VMDKO| MEE(H, 0]2{$t VMDKE= 7|Z ONTAP
HiolE HAIE %“é!°*l—llir ONTAP Deploy= S&{AH 44 5 AE2|X| 7t 2 S0l VMDKe| 3717 HESH
ZME| D SHIZ Zdl (HA Mol 740)0“ Stotr| = SHL|CY,

VNAS®} RAID ZAEZ2{7} U= DAS APO|0ll= & 7HX| Q k10| F0| QL&LICE 7HE EFE QI X10|H S VNASE
RAID ZHEZ2{7} TIRHX| UTHS HQULICH YASE 7| 9|5 ofai[o| 7} RAID ZIE E2{7} 9= DASTH A|Zot=
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VvNAS NVRAM

ONTAP Select NVRAM 2 VMDKRIL|Ct. &, ONTAP Select 22 F4 X|H 7t5 ZHX|(VMDK) 2{0f| HIO|E FA
X8 7ts 32H71E NVRAM)E Of| 2|0 MEHLICE 3EX|ZF NVRAM 2| 452 ONTAP Select 'l= =2| TEHE QI
MNs0| HoiXo2 Z8L|Ct,

SIEY0] RAID ZIEE2{7t Q= DAS A9 H2, SI=90 RAID ZHEE2| FHA|= AME A S| NVRAM 7HA| &t 2
SfLICE NVRAM VMDKO]| CHet 2= M7(7F HX RAID ZHEE2] FHA|N| S ARE|7| i EL|C.

VNAS O}7|El X 2| ZL, ONTAP Deploy= SIDL(Single Instance Data Logging)0|2t= 2E! Q142 A3t
ONTAP Select =EE XISC =2 FAMTLICE O] £E 2Tt A= F 2, ONTAP Select NVRAM 22|5610{ H|O|E
HO|ZEZ o|0|E| FA|0| ZH 7|28tL|Ct. NVRAM WRITE 2902 HAE S29| FAE J|28t= oot
AHEELICE 0] 7|52 O|™2 NVRAM 0f $F tH M1 NVRAM C|AH|O|AE mf & HIf M= 0|F MI|E WX|BICH=
ZAQULICE 0] 7|52 RAID ZHEER FHA|0] CHEt 2Z MY[9] T X[ A|Zt0] 2AE & U B2 7| 20
VNASO| A2t 28 3HEIL|CH,

SIDL 7|52 2 E ONTAP Select AEZ2|X| 224 7|50t S 2| X| USL|CH CHS HHS AFESH0 A £+Z0|AM

SIDL 7| 5E Hlgdste &= AELICE

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

SIDL 7|s& A M7| 50| MotEL|Ct sy 282 BE AER[X| 224 FMOo| H[ZMIE = SIDL 7|2 CHA
t

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXi0llA vNASES A2% [ ONTAP Select ‘== HiX|

ONTAP Select 28 AE2|X|Q| C}E == ONTAP Select 22{AE{ZE K| BILICE. ONTAP DeployS At26tH
STt 2 AE0| £5HX| b= ot SUDHESX SAE0| 21 ONTAP Select =EE A £ JELICE O] FAH=2
VNAS 2t3(28 H|o|E| HZEA)MEE @2 ELICEH DAS AEZ|X|E AIRSH= 2R SAEL 0421 ONTAP Select
QIAEAE X|QIE[X| Q4&L|CE O]2{8t AIAHALE SAUSHSIER|0| RAID HEERE £ ZAMsHY| tf2LC,

ONTAP Deploy= CHE == VNAS S2{AES| X7| HHE A S 22 AE 2| 02| ONTAP Select QIAFHAIL S
SAEQ HHX|E[X] R BILICH CHS D82 & SAEO|AM WAt F 702 4= S2{AHE SHIEA| HiZst
o|E 2o EL|Ct.

HE|L = VNAS 22{AE{Q| &7| HYE
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Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

HHZ = ONTAP Select tEE S AE 7Ztof| Oto| 20| 4= USLICE 0|2 I3l S S2{AE0]| &5t = 71 0| &2
ONTAP Selecti':7r%°e'ﬂ 712 SAEE 3R6ts AR K| of0 X|YEX]| b= o] Halg o~ JAEL[CH
NetApp VMware?} S ot HA 4o| L. = g0t OH-IEr Y SHAHQ LE 70| E2|X 22| ANSOE RFAIGIESE
VM EINSE RAI2 502 MHE 22 HEeL|CE,

ONTAP Select VMO]| C 2 =
O| Ao HA 40| /= E 2, EHAES ZE LEE o| #&lof gt

==
Of
rz
Ras
fot
x
=1
Jas
mjo
=
x
Of
rr
1o

Getting Startad  Summary Monltﬂrlcun!‘lgule Parmissions Hosls  VMs  Datastores  Metworks  Update Manager

a“ VMHost Rules

v Services Caeal [ &
viphere DRS e Tyes Emabies ey PP Daknas By
viphera Avalability Thig st is empty

- VEAN
Geanaral

Disk Management

Faull Domaing & Stretched
Cluster

Health and Performance
iSCSI Targets
ISCSI Initiator Groups
Configuration Assist
Updates

w Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups
VM Overrides
Host Options
Profiles
V0 Filters

Mo VMIHest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove
\embers

5 Selectvii2
5p Selectvi1

S5t ONTAP ONTAP Select S2{AH2| £ 7§ 0|42] ONTAP Select ‘=7t [+ 0|7 & tLtZ QI SY%HESX
SAEMNM 2AE THs 40| ASLIC

* VMware vSphere 2t0[dA H[et2 2 215 DRSIt MSE|X| gi7{Lt DRS7t &-detk[X| 842 Z? DRS7t
MSEX| gLt

* VMware HA ZtO0[Lt 22| X7t A|2FSE VM OF0| 12{|0] 40| @M8tE = DRS Biletd 4|2 9| E LIt

ONTAP Deployi= ONTAP Select VM ?IXIE AFHO|| 2LIEZISHX| SELICH 22{L SR{AE M=z O F ZH2
ONTAP Deploy 210i| Ct3 1t 22 X[ E[X| gb= 78S HrIELInt.

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

ONTAP Select AE2|X| 22F =7}

ONTAP DeployE AIE3}H ONTAP Select 22{AEQ| 2f LE0|| F7F AEE|X|E F75t1
El-O'klAE I=lo:|o|- A 0|A|_||_'_|.

ONTAP Deploy2| AEZ|X| 27} 7|52 H2| £ AEZXE 52| KU 2H0|H, ONTAP Select VM = H
2Hote A2 XY K| g&LICh e 2-2 AE2|X| 7t OBHALS Al&fstHz "+ OL0| 28 2o FL|Ct.

—
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster

ONTAP Image Version $5RE1 Licensing licensed
1Pvd Address 10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

Y = Ao 43S fIo THE A S ne{sliof eiLICE 8-S FIteH 7| E 2lo|dAz & E(VIE
M 8hH)S SYoHoF PLICE ==t 2to[dA 7S Xfsts AEE|X| 7t A2 ALt S2¢ 82 7t
M 20| A S HA EX|3HOF gLt

7|Z& ONTAP Select Aggregatelf| 7t &= FIIt= 42, Ml 2E2|X| F2(HO|[HAEN)2 7|& AEEX| &
(HIOJHAEN) 1t FAISH 85 T2 LS JHMO0F BLICH AFF 2 SAtsH EM(ZeHAl X|¥)2 2 A X[ ONTAP Select
L COl= SSD7t Ol AEE[X|E =718 4= QI&LICH DASS 2| AEZ|X|E & AtRst= A X|/IE|X| Q&L|CE

ZZ(DAS) 2E2[X| 22 712 MS5H7| flol 22 HE AE2|X|E AMA”I FI5H= 32, 71 RAID &1
LUN(S)S #=0loF fLICH. FAS A|ARID OE7EX 2, St ZHAN M S2HE =715= 32 M RAID 2§ 450l
7|Z RAID &3t RAFSER| =helsliof LTt M EAIS ddsts 42, M EA2l 450l 0jX|= s 529
Ofoetit™ Af RAID 1 2|0[0r20| HatE 4= AELCE.

2ot HO|E] MF A0
B

Hl0|E| HEA0| & 27|17} KigEls Aoy Hole MEts 37|12 Zutetx| o A, M 322
2! O|AHIEE #7ksHe

AIAHIER X718 4 QI&L|CH. ONTAP Select 0|0] A X|El C|0|Ef M ZEHAO]| C|O[E] K& A 2l
Aele =XOZ £UMEl & QlOM ONTAP Select = E2| X5 0|= IEk2 O|X|X| &L Lt

==
S
Ea

ONTAP Select .==7F HA 42| 2521 22 H 7HX| =7t 2XME de{sliof Lt

HA WOl 2t leE = THEL tSo| BlOJE{O] T3t Dl2{ SAHES BEBILICE = 10| 3242 Fotok2 ™ THEL
=E9l L 20| = St S3Yo| T7HS X7fefof ot, 01 Sof == 12] BE GIO[ET} S 20 SRIFLICE 5,
== 19| 82 %7} Kelo| ABOR == 20f FJhEl B2 S 20A 2 2 GUUILE AN|AT £ giaLTt o Bzt
HA OJ#IE B0 A L= 19| GlOJE{7} 2 otA| HSE =2 1= C 20 Z7HEILICH

g5t 25t 7 12 Ardo| JASLCH == 19 HO|E = & 20| S7|H2 2 ZR|ELICH DEtM == 19| M
ZHHOIHAEN) 852 =5 29| M SZHHIOIHAEN) d5at LX[6HOF LT &, & ==0 32t
71SIEEtE M2 CHE E210|E 7|=0[Lt MZ CHE RAID 18 37|15 MH8%IH ds 2H|7F el = &L
Ol= ME] L E9| H|0|E| EAMEE RX|St= G| AHEE[= RAID SyncMirror ¢ & 2] L|Ct.

o
jara }
o
=x
T

HA YOl & 0| M AFEXIZE AMAT =~ U= EF S SCIHE 2 =00 CHol SHLtY, & ol AER[X| FIt HUS
Ao LIt 2t AER[X| FIF HAUo= F L& BF0| FI7F 20| BT 2t LEof 2%t E S22 L E
101 2Rt 37t L= 20) 2Rt S2HS M gLt

d

X7 HE2 59 LE2 THEYCH, 2t = E0fl= 30TBO| 27t0] = F 12| Hlo|E ME AT USLICE
ONTAP Deploy= F 71| =EE P E SHAKHE WHsHH, 2t == O|0|H MEA 10|AM 10TBS| 32t2
A2 BILICE ONTAP Deploy= 2F =0 L ET 5TBS| 2 S7t2 1A gtL|Ct

ChE J22 & 10f| Chet B AE2[X| =71 2FHe| ZutE E{FEL|CE. ONTAP Select 2t =20 M S et

8 (15TB)2| 2E2|X|E AHERILIC. J2{Lt == 19 &4 AE2|X| 8H10TB)0| =& 2(5TB)=Ct & ELICH 2
LEECHE =29 HI0JH SAEE 2AHSIER £ L= B5F AHSHA| HSELIC HI0[HAEN 10= =7t R
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ONTAP Select oo ONTAP Select
Node 1 S Node 2
HA Pair

Node 1/Aggregate 1
10TB Node 2/Aggregate 1

5TB

Sync Mirror for Node 2
5TB

Sync Mirror for Node 1
10TB

Free Space in Datastore 1
1578

Free Space in Datastore 1

. : ; 15TB
EEee e
Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

LE 10N F HO| =Tt AER[X| 37} XH0| HIO|HAEN 12| LIHX| SZt1 HIO|[HAEN 29| YL (2 Ko AL
)E AR2BLICEH A HI AE2|X| £t ZY2 HIO|EAE0] 10f Eot L= 15TBL| 6F 372 AR EILICH CHS

I AE2|X| £t 2Qio| ZE HHEFELICE O] A|™OIM LE 12 50TBS| &M H|0|E E 2|5t

E 2= 22l 5TB2| H|0|E{E &t2|st U}ESLICH

82 2Hh: = 101 Ciet 2702] =7t AEE|X| F7H Y = 2 L o R

ONTAP Select 1 . ! ONTAP Select
Node 1 — - Node 2
HA Pair

— ] =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

OH

2t

—

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

22 X7t XY F A= A0 VMDK 37|&= 16 TBRILICH S2{AH MH £l T AF2E|= Xt VMDK 27|=
8TBRILICE. ONTAP Deploy= 74 (THY L E E= OFF & 22{AH) 3 XIte[= 0] w2t M= 37|9f
VMDKE 4-dgtL|Ct, T, 2 VMDKe| 2t 37|= 22{AH M4 =Y 0= 8TBE, AE2[X| 37} =Y Fofl=
16TBE x2tgt £ gi&LICt

AIE9)0| RAIDE A23l0{ ONTAP Select 2| 2% Z7}

AEZ|X| 7t OPHANE AZES|0] RAIDE AH3H= ONTAP Select = =2| 22| 82 S2|= oz A EY £

o= T

ULLICE O OEHAF= AL 7HS3LT ONTAP Select VMO RDMO.E THE 7Hs3t DAS SDD E2t0| =8 FA| gL Ct,

2to[ A S 1TBM A

A

2|

rr
ro

i

7tsSHX|2H AT EQ|0| RAIDE AMIE6t= 22 S2|HoE 83 1TBM =2
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A A

rr

£ USLICE FAS EE= AFF Of2[0[0f] CIA3E FI15h= A0t OFMIEX| 2, T O 2 FIte 4=
AE2X] 82 EF ol w2t ZFE L

HA A0M L= 10| AEE|X|E FIFstE{H ST = E9] HA W(E 2)0|= SYst 9| =2t0| 27t QL0{OF BfLC},
EZ CEI0|Eet JALCIATE B5F L E 19| AEZ|X| 71 20| A AFZEILICH &, }14 E2I0|EE =E 19 M
AER[X[7I LE 20| EXNED BSE|EE St= O AFRELICH LE 20| EZHE A8 7t58t AEE|XE FII612{H &
LE QRO EEo AEE|X| FUt AU STt o H EZI0|EE AT £ U0{0F BfLICE,

ONTAP Select A E2{0| 25 7|Z E2o|=et SUst 2E, Hlo|E| % IO[E| IIE[MQ2 BHBILICL 28 T Af
IS WASIHLE 7| E TAS St Sot SUEILICE 2 C]AT0| 2E ME|M AERI0|T 7| J|E C|AT9)

7|1E RE LIE|M A7|oF LX|ot=F AP ELICE matd = 7ol S&let HIo[E e[ 37|= C|A3 & M FE
OHE[H 37| 8  2HS 22 LSO Al = QJASLICE £ E TE|M AE20[Z 37| = 7HHMO|H x£7| S2{AH 4F
S0l Ch32t 20| AlMELIC 2Rt & FE SZH(HE & 25{AE 9] F2 68GB, HA ¥2| R 136GB)=2 %7
C|A3 £=0iA oflH| 3! TH2|E| =2[0|2E t ZtO 2 LIglL|Ct R E TE|M AEZI0|ZX 37| = AAH0| M= 2E
catol=of M LFESHA FXIELIC

MZR2 HAE dd5t= 22 2t &4 E810|8 £
Of of et ZapE LCt.

RAID 31 ONTAP Select ' =7 HA 42| YL QIX|

rr

7|& RAID I 50| AER[X|E F715t= 29 R 74X 71 0] Ateto| 2REL|Ct RAID J&0| £|Cl ot=0f| =2 5tX|
QIUCHH J7|ZE RAID 2 E0| E2I0|EE FI1e £~ UELICH 7|& FAS Y AFF 7|Z RAID I80f| ATSE2 FIIst=
DA 67]0] MEE|H, | ATIS0f tATHO| MM E £ JASL|CE ESH 7|ZE RAID 2&0|= H|0|E DHE|M
3717t 2AHLEH 2 E2to|E0 =T1E = QUELICH oA MESH ZdMH H|0|E| THE|M 3 7|= S2t0|EH2| YA
37|19t CHELIC}. F7tE|= O|0|E DE|MO| 7|& THE[MEC 2 22 M E2t0|E2| 37|17} MHSHA| =™ EILICE F,
Zt M EEtO|EHO| 83 LR = 2 EL|X| 2 AE|Z HELICE

M E2IO|EE AI23I0] 7|Z= RAID I122| UHZ M RAID 122 MAMEH &5 QSLICE 0] 22, RAID I8 37|=
7|& RAID 15 3 7|2 YX|sH{of gfL|Ct.

ONTAP Select AEZ|X| 22AM X2

ONTAP Select FAS 2 AFF 0{3|0|0]] Q= AEZ|X| 28N SMI} QAISE AEZ|X| 284
SME2 MlEZeL|Ct.

SZ2 Al VSAN E= it Z2A| 0{2[0|E AFE35H= ONTAP Select 7Hat NAS(VNAS) HiE= SSD7t Ot 2FH HZE
AE2|X|(DAS)E AH83= ONTAP Select 2| 2H At E }2tof gfL|Ct.

DAS AE2|X|0f SSD =2t0|229 Z2|0|Y 2o ATt U= B, ME2 2X| Al AFF 2 fAle E40| X522
et Lt

AFF ot AR g & X|H OH2 212t SE 7|52 24X S0l X522 Z-detEL

M A mr e re
oo ou o
FE 09..'.' J:ﬂé rg F2
S o 0 oA
o e
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ONTAP Select 2= 7|2 AE2[X| 2&d HMS LHSIYE=X] eelotz{H M=

Aot

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.

Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver:
Volume:
Schedule
Policy:

Compression:

Inline Compression:

Compression Type:
Application IO Si

Compression Algorithm:

Inline Dedupe:

Data Compaction:

Cross Volume Inline Deduplication:

Cross Volume Background Deduplication:

SVM1

_exportl NFS volume

auto
true
true
adaptive
8K
lzopro
true
true
true
true

9.6 0| 2t0ilAf ONTAP Select ¥ 12{|0| =52 Z2|0|Y 2t0| A S ALE3I0{ DAS SSD A E2|X|[0f|
ONTAP Select A X|5{OF 2LICt EEH ONTAP DeployE A3 X£7| 2HAHE AX[6H= S¢t

() 2=2x 284 A8 oIzt Mesio} itk o[ X710l SZE|X ©

S42 ALZo2(B 2T 0148

S AFF 9 AR

o=

LHE2 7|z X0 E2stHAL.
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L= S AE(VNAS 24
= Oz o] E7E A 8liM =
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ONTAP Select

ONTAP Select 2|2 HEQI= 2AEQ 2= OfRHIRE EAS HUSIEZ T L E QI OHE L& 1M R =0
ZIELICE O| HEY A= R UWEYINE HASH HolE M2|H @7 Afd2 556 HEI %EXI”*, N
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P A Xts MAE AHEXL H o

DHCP X|& otL|R oL

NIC & 74
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LEHIIZ Al A2 7(H°“:*5|" NS WX|ELICE 22| XH= ofist A0 HEYHI ZEH SEE MAC FAE
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IC & 74 Zto| Heto| RSt £ Qoo =2 X[ X| g&LCE,
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Virtual Port Channel (vPC)

Ethernet Switch 1

Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external

vSwitch O
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ESXi0llAX]l ONTAP Select VMware vSphere vSwitch 4
ONTAP Select .
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Hypervisor
services

Port groups

Failover

ESX - ilov
Standard Priority
vSwitch Order

Controller A

Chol S50 A= ZES| =M= SQELICH Ok #= Wl 72l ZE JFH 22X S2[X ZE 2X9| 0| 2EHELICH

HESD A4 U HE 7

0x

ZEOE Q& 1 Q& 2 LHE 1 LHE 2

[2g==vsle]| vmnicO vmnic1 vmnic2 vmnic3
CHZ| 1 vmnic1 vmnicO vmnic3 vmnic2
CH7| 2 vmnic2 vmnic3 vmnicO vmnic1
CH7| 3 vmnic3 vmnic2 vmnic1 vmnicO

CHS 322 vCenter GUI(ONTAP-External % ONTAP-External2)0il A 2[R HES3 ZE J&° 78S
HO{ELICE g4 o= MZ2 COHE UWES I Ft=0l| HZE0 ASLICE o] BN vmnic 42 vmnic 5= S&et
=2|H NICO| HZAEl 0|F EEO0|12, vmnic 62 vminc 72 E=2| NICO| HZAE 0|5 ZEQL|CHO| 0|0l A= vnmics
0~32 AHZ3HX| 2t3). th7] O{HE =M= LR HIER A S ZEJ} OiX|20| & =8 AIZH FHoll ZX[E MSELICH
7] S 200 Js R ZEQ| Mk OHIZIX| 2 F o ZE OF 7tof HRgL|Ch

152: ONTAP Select 2|8 ZE 15 3 M
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

T el 22|H ZE(10Gb 0|8hHE AIRSt= 2R, 2 ZE J1E0= &M o{HE{et 7| o{HE{7} M2 dirf ehsto 2
TM=|0{of THLICH LR HEY 3= CFS = ONTAP Select 22{AE 0|3 Zx|TtL|CE o L= S2{AE9 HLQ,
T OHE 2F 2E XE JE0N 2MHo=2 pMe o JUELCH

Lt Ol= TS == ONTAP Select E{AEQ| L& 5 2|f S4 MH|A X2|E HEYSH= vSwitchet = 712 ZE
g9 78S ENELILE LHR HIERIS VMNICE O ZE OF9| R0|1 tiy| REZ FHEEZ HEQS ST Al
Q|f HEHIE UE HERIT VMNICE MEY = JASFLICE 2[f HEHF Z2= 1 BHYLICH HEXI SH
Al ONTAP ONTAP Select VM2| HZE ot Holj ZX|E ?lsiM= & ZE OF 2ol €4 VMNICS} T7| VMNICE
HZOL AHE3H= 20| SRELICE

22749 E2|H X E(10Gb 0|s})7t = vSwitch

45



Hypervisor

services
vhics

Port groups
ESX -

Standard
vSwitch

VMNIC1 VMNIC2
Controller A

LACPE ALE%t 24 vSwitch

THOM 22 vSwitchE AIRE AL, UIER A 1MHE 7tASI6H7| I8 LACPE AF2E £ QUELICHREZE AFE2
otel). X|lEl= QUSH LACP FAH2 2E VMNICZt THY LAGO] QlojoF EhLjct 23 E2|X AQX|= Mo RE
TEWA 7,5000A 9,000 AtO|S] MTU 27|E X|2Is{of BtL|Ct. LHE Sl 2|2 ONTAP Select HIEQII = ZE OF
70| M A2|Z|ofof EHLICH LR HEY A= 2tRE 27Hs8H&EZIE!) VLANS ALE6lof eiL|ct. o8 HERI A=
VST, EST EE= VGTE A2 £ USLICE

CHS W0 M= LACPE ALESt 24t vSwitch 82 EELILCH

LACP A2 Al LAG &4
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active ER

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing
VLAN trunk range: 04004

MetFlow,

LACP7| &Mst=l 24 ySwitchS ARS8 ZE 1

i ]
-
0x
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=12l

|Route based on IP hash -
|Link status only -]
Notify Switches: |v¢5 _:J
Faiback: |res |

Failover Order

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedified below.

Name 1

Move Up
Active Uplinks
ONTAP-LAG Motz Down |
Standby Uplinks
Unused Uplinks
dvlUplinkl

LACP7} &M3l=l 24 vSwitchE ARt LHE TE 1
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< ~Policies -
[ Policles Teaming and Failover
Security e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.

Name ' _
Active Uplinks ————J
ONTAP-LAG

Standby Uplinks
Unused Uplinks
dvUplinkl

@ LACPE AI23I2{H QAEZI AQX| LEE ZE fIZ JAM8H0f SHL|Ct 22 vSwitchO| A 0]
7|52 &d3}5t7| Mol LACP X2 ZE AH0| MCHE LM E|0] QYeX| ISHMAL.

ONTAP Select =2|& AQX| M

THe AQIK| B CHS AKX 2B S 7[R 2 oF &R =2|H A90K 719 MF =YL

o
Of
x
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i
o
o
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r
i}
=
4

u
i)
[>
m
Im
L)
izl
ic]

7t AKX AIBOM S2|1H 29X 29| HE ZFS LHE W= A
Q|5 HIO|H MH|AE Z2e|dts A2 2415
SHEE[OfOF BfLICY.

S0 AQX| ZEE= EZ 3 TEZ PME}{0F THL|CE ONTAP Select 2|8 EZiT2 £ 7tX| g & SHLIZ o2
20]0] 2 HERIZO| Z2X 22(& 4 USLICt o 7tX| WHES Tl IE TF O ONTAP VLAN Ef 7} X|™El 7HA
TEE ME6= AQLICH CHE WHES VST ZE0f|A 22| ZE e0a0l| ol ZE OFS Y 6= AQLICH
ONTAP Select E2|A Yt L E E=CHE LE #d0f| M2} H|o|E ZEE eOb I eOc/e0gdi| = &Hsl{OF SFLILCE.
QIF EefTio] of2 2[0|0] 2 HER O X B2l=l= F2, ¥ 3 22|18 AKX LEQ| 518 VLAN S50 s
VLANO| x| 0{0F BHL|CE,

ONTAP Select LI HIE?3 E2HE2 &3 22 IP FAZ FOl& 7Hy QUET0[A S AHESHO] ZARILICH O]2et
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IP FAE 2tRE0| E7HSOIER S AH £ 29| LR E2fE 2 T 2(|0[0f 2 HEXIE Sall MEHE|0{0F
SfLICt ONTAP Select 22{AH & 2t0| Z=2 Z2 X=X §&LICH

28 22|18 A9IX]
C}S 22 CHE o= ONTAP Select SR{AF{| 8 S0 ALBE|S A9/%| 742 HOIFLICE ] ool L% 3
9|5 UESS EE 152 SAEIGHE vSwichestIM AFBSHE 22IX NICE St 1AER] A9/Xof Hol22

HZELICH 291K E2H2 B VLANO| ZetEl E2EMAE THQIS AFESH A2 LT

(D ONTAP Select LHE HERF S 2, Bl X|F2 XE OF +=F0M sHELICH TS ool M= 22
HES{Z0| VGTE AHESHX|T, sl ZE O F0| M= VGTRE VST 25 X[ ELICE

S5 =2 29X 2 0|82t HESA 74

Single Switch
Ethernet Switch
P } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Mative VLAN 20
‘vSwitch 0

(D of #Y0llM= S7 22IXI7F T Zof X[Fo| ELICt 7hsdtH of2] 22X S AHESIH] Z22[H
SIERO] FHoll= QI3 22 AH HEHIAZL STEl= 2SS YX[6HOF BfL(Ct.

o121 7Ho| 22| A%

0Bt LAt AL of2] O 22| LIEYT ASIXS ALSHOF BLICE C+S IS CHE = ONTAP Select
S2|AE|Q Bt L CO|M ABES HE T2 HOBLIC L2 U 92 ZE I8 NICE M2 CIE 22|51 A9/%0|
Alo| 22 HAE|0f Tl SLERIO| A9IX| HONRRE] ALSKIE HSBLICL Al E2| SRS XI5t 9I5H A2I%]
2boll 744 TE Aol PAELIC

of2f i 2aIH AIKIE AR HEYD 2
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEE EEEEEE
ENENEN EEEEEE } |

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP Select H|0|E| & 22| E2{Z 22|

HlolE] Ealmiat 2| Eay

—

o
nE

E9o 2A1Z HE/IAZ =Ea|gLt.

ONTAP Select 2|2 HER3 E2{Z2 H|0|E{(CIFS, NFS % iSCSI), 2| 5! 2H|(SnapMirror) EE{ZIOZ
HO|EL|CH ONTAP 22{AE LHo[AM 2 EBiE] RE2 714 HEY I ZENM SAEE|00F 5tz HES| =2[H
QIE{HIO|AE ALEEILICE. ONTAP Select 2| CHE .= 1 M0f|AM = 0|2{8t ZEJ} e0a X eOb/eOgE K| HE/LICH Y
L C FM0M= 0|28t ZET} e0a B! eOb/e0cE X|HE|D LIHX| ZE= L& S2{AH MHAZOZ o 2FEL|CH

NetApp Cl|O|E] EzjElat 2| E2jilg Hro| 20]0] 2 HEY]IE B2l AS HESLICH ONTAP Select

2tAHO| M= VLAN EfIE AtESH0 0| £3ELICE 22| E2HE S 2o VLAN Ef27t X[ ™ME ZE OES UEY3
O{HE] 1(XE e0a)0fl 2ot EILICH O3 CFS H|0|E E2{ S 2/ ZE e0b2t eOc(THY = E S2{AH) U e0b2t
e0g(CHE =E S2AH)N| o XE 52 et £ JASLICH

O EMo AREM HBESH VST EFMCZ SEOHA| 882 F2, HI0[E Bl 2| LIFE S e ZEO &7
i XISHOF & 4= USLICE O|F fIs VMOIIA VLAN EfIE X[Hst= VGTEls ZEMAS AHESHY

I
>
to

@ ONTAP Deploy S EIZ|E|E AIEE AR VGTE S8 H|0|H & #2| HEYA 22|= E7HsEL|C.
O| ZZMAE S{AH MHO| 22 =l F0f| A of BL|Ct,

VGT U 2.E EHAHE ALET I F7t FO| AFO| JUESLICH 21 E S AE 2HUIM= ONTAP 2H 3| AR
7tsiX|7] Hoj| == 2a| IP FAE AR50 HIC|o|0|E HZS MA™TtL|Ct M2t L= 22| LIF(ZE e0a)d|
OHEE ZE OS50 M= EST & VST EfZ ot X|IElL|Ct ot 22| E2fTiat H|o|E E2iio] & SUSH ZE
OES AMBot= 2R, FM 2 E S AE{0| CHsH EST/VSTEH X|2IElL|C},
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VST2t VGT & 7tX| 4 40| 2 & X EL|Ct CHs OZ2 A Hij A|Lt2| 201 VSTE EHELICt 07| A
Egfmie gEE ZE JE% Sl vSwitch AZ0A Ef 37t XIFELICE O] MM 2 AE U LE 22| LIFE
ONTAP ZE 030 &&tx| 1 stct=l TE IE22 E31 VLAN ID 102 Ef 37} X[ ElL|C}H H|O|E| LIF= ZE e0b2}
eOc = e0gol °*E*Elﬂ S XE _Eg Arﬂér@l VLAN ID 200| X|HEL|Ct EHAEH ZEE= N HIY ZE
88 Arﬂﬁrﬂcl VLAN ID 300 &LICE.

VSTE 0|&¢ H0|E & 22| 22|

Ethernet Switch

PortGroup 1
Management traffic
VLAN 10 (VST)
v e | PortGroup 2
monl =, Data traffic
vian1o | vianm VLAN 20 VLAN 20 (VST)
= == LJ o PortGroup 3
Cluster traffic
VLAN 30 (VST)
' T
Cluster-management LIF: . :
i 10.0.0.100/24 | 192.168.0.1/24 |
i ' Data-2 LIF: |
| Node-management LIF: :
IL 10.0.0.1/24 152.188.0.2724 N

CtS D& T HIj ALt2[2921 VGTE 2 ELICE O] A|Lt2| 20| A= ONTAP VMO| HE9| HZEFHAE TH|QI0|
HiX|El VLAN ZEE AtE3t0] Ezf{lof| EfIE X|IHELICE O] ool M= 714 EE e0a-10/e0b-10/(e0c E= e0g)-
102} e0a-20/e0b-200] VM EE e0a2t eOb 2|0l BHX[ELICt. O] M E AMESHH vSwitch AZ0] Ozl ONTAP
LHOIM 2™ HERIZ EfOE X|-EE £ U&LICt 22| 8 HIO|E LIF= 0|21t 7tA L E| BiX|E[0] T VM ZE
LHOIIAM 3=71A Q1 2AH|Z MIE2317t 7HsBLICE 22{AEH VLAN(VLAN ID 30)2 O{Fs| ZE OF0|A Ef T X[™ELICt.
b
* Ol2{st 71 Al
ZL VLAN ZEE

. VGTE X|25tH™
AQX|of| HEE T

Al
—_

G2 P B8 MBY 1l 53] MEHSILICH $71%0! =2l 2 % 1 HEAH Baw
HTo| ALRRH X IP 2202 IZBSHHL.
E
E

SXI/ESX @A E HESR3 O{HE{7} 22|X AL(X|2] EIA ZEO| HZE|O{Of HLICt Jhet
JE9[ VLAN ID= 40952 27HE|0f A0{0F ZE O F0M ERUS AHE = ASLIC

VGTE &8¢ H0|F & 22] 22|
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Ethernet Switch

EENE

Management traffic
VLAN 10 (VGT)
Data traffic

VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m

Broadcast Domain: B0 Broadcast Domain: BD2

c

N

10.0.0.100/24

10.0.0.1724

00010 o020 Data-1 LIF:

192.168.0.1/24

-

luster-management LIF:

3

ode-management LIF: N PRI A T AR AP LR Data-2 LIF:

182.188.0.2/24

_ﬂ

17184 OF7 ||

ONTAP Select 17t24 1M

AMEXF 2HE0f| 7HE Mt HA 42 HElsY| 2l 17t S8S LOIEAMIR.

>

Y]

(

ZH

2
=
=

=0| OfZ2[A|0[E HIZES ABT2f0| X5 AER[X] O{Z20|H 01|A1 & StER0] 7|k
HO=Z F717| MEMUKXI2, S0t LZeh-dol| chet 7|ciet 7= HEo| uM=||—|E-|' Mz 278 S8
PO)E MS3dt= HA SR M2 Qlmaf ABHo| M= 7Y Q40 M o7t LMSIHE o 24S Y

PortGroup 1 - No tagging at Port Group Level

AT EQ0] 7|t

X|gfLct.

SDS A& 4 HE2 SREX = 2E2X| HEE 7|82z AXE[UCH, 2T EH 0| ZH|= o] 2AE2|X|
ML 20| AFEX} H|OIE Q] o2 Ah2E MESHO] HI0|E S22 S MSELICLONTAP ONTAP Select ONTAP Of|Af

HZ3dt= 71 =8 7I5(RAID SyncMirror )& AFE3H0] S2{AE L0 AFX} HIO|E{S| =7} A2 S

Mo ZM O]

HHE 7|8t 2 PLIL}. Ol= HA Yo AEAE Lol M ZHstL|ct 2= HA 2 & 7Hel ArEXtH|O|E| AHES
Mg oot 22 20N ®MSot= AEE2|X|0], CHE Stit= HA THEL 0| M XSdh= A E2| X0
K EHSH|CHONTAP ONTAP Select 22{AE{ LHOf| A HAS&f 7| SHl= &H HEEH, F 7HK]| 7152

SUNOZ ABY 4 YELIC ZAHOZ 57| 2l J|5S LE kE QHUNMD ABY 4 U

ONTAP Select HA B & Z#0f|= OHE == 22{AE (4, 6

@ ONTAP Select 2HAEOAM 7| X 7|2 HA #312| YL 0|H, H|S7| SnapMirror EE&
SnapVault =H| AEIS CHA|SH= 20| OFELICE 7| EM= HAR EE2 ALY = glE

L|C}.

2a[31ALt

L| Ef

6 E= 8L E)et 2L E SEAH, £ IIK|7} &

L|C} 2 E

ONTAP Select 22{AE{Q| 7}E 2 EXI2 o|& Zx| MH|A Ar%rm AZ3! E3|Ql(split-brain) AILIEZ|2E
LiC}.

ot

AotCt= AYLICH ONTAP Deploy VM2 #ddt= 2= ZiE HA 4ol 7|2 SMxt dets &
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T 7HX o7 BN = Ttz 0| EHE[O] JASLICH

2l

oA SAet 28 HE AEZ|X|E AHESH= 2.=E ONTAP Select 22{AH

ONTAP
DEPLOY

Mailbox
Disks ///'
4 o
; -

- s e

2= = ONTAP Select 22{AE{= HA & oLtet O|C[0f|0|E] StLEZ L EILICE HA & LHOI| A 2
@ S2AH =29/ M0 TAl= S7|IM2Z n|2ZEH, Fol =X T Al H|0[E] &4 0] ZYsHX|
grELct.

* 4= ONTAP Select 22{AHE 5 71 HAMOE T HEILICH 6= 5! 8= S A= 242 374 5! 4712
HAXOZ T HELICH 2 HA A Lol 2t 22{AH = E9| H0|H &A= S7|MCZ D|2-E|H, o =X 2
Al Ci|O|Ef &4l0| 2iSHX| Qt&LCE.
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* DAS AEZ|X|E A 2Y Z 2 22X MHOll= ONTAP Select QIAE AT} SHLIRE IS & JUEL|CE ONTAP
Select A|2R12| 2E RAID ZAEZ2{0f| CHet H| SR HMAE LR= 5HH, 2ZH0| HEE CIAIE 225t
AR B2 AER[X|0 EE[HLZ HEE[X| LW E7HsHLIC

LS — L—

2= HACH C}E =E HA

FAS 0{2{[0|2} 2|, HA 42| ONTAP Select =E= IP HEYIE ES|MTt EAEILICE &, IPUEYI= ot
X|™(SPOF)0| &2 2 HEYZ 2% 3 AZal E3|Q(split-brain) A|LIZ|2ZHE E58H= Z10| Aol S5t
ZHO| EILICH CFE L= 22{AE S M| 7 O|Ate] MZE L EJF 22{AH S M L 9oz chal L e

AL £ Q&LICE 21 E E2{AE{= ONTAP Deploy VMO S AEISH= ZIHXF MH|AS ARSI SUsH AntE
HELICt

[l =] .

ONTAP Select .= =2} ONTAP Deploy ZMA} MH|A 7t S}EH|E HEY 3 EfTI2 £|ASIE| 1 2120
&|0{LIE2 2 ONTAP Deploy VM2 ONTAP Select 2. E 22{AE{ 9} CHE H|0|E{ MIE{Of|A SAEIE 4 QI&L|CH

ONTAP Deploy VM 2= E S2{AE{2| SHX HEHS B 1ff si2t S AE{Q| TL4KQl 0|
ELICh BAIX MHIAE AR 4 9= B2, 25 C 32 AE Ho|Ef HZ2 A43HX/EF ONTAP
(D) select S2{AE(2| AE2ix| FOj XA 7|52 BIZ LB ELICE. T2HA ONTAP Deploy SHXt
MHIAE HA o] 2t ONTAP Select e =9} K| O 2 S 4130} BLICH Z2{AF Aol Hr2
555122 2|4 5Mbps®| THSZ Dt #ch 125ms2] &= AIZHRTT) X/¢d Alzto] Hegict.

SR HES SH= ONTAP Deploy VM LA|HMOZ fF= JRXOZ A% 4 ¢l= ZA2 EX ONTAP Deploy
VME AESI0] 2 E S2{AH HEUS SY = ASLICH

CEE e 4 UKot A HE L12|F0= M3HOE Hofst= F40| EHLICE. ONTAP Select ==}
ONTAP Deploy VM Zt2] EAI2 |Pv4E 3t iSCSI Z2EZS AI2610] 2HMEIL|Ct. ONTAP Select = E 22| IP
Z2& JHA|XI0| 11 ONTAP Deploy VM IP A& CHAIQILICE 2t 2= S2{AHE MEg o L= 2] IP
Z=A0| CHal IPve TAE KT 4= SELICEH ONTAP Deploy SAEIEI ALME CIATE 2. E SS{AE MM A
X502 MME|0] HESE ONTAP Select == #2| IP FAZ OAZELICH A AH2 XN S0 XHF522
SHE|H FT71 22| H2 HRSHK| gt&L|Ct 22{AHE MH5t= ONTAP Deploy QIAHA L= 8T S2{AEH 7|2
STHRFLICE.

e SHXt XS HAHOF st A 22| 20| ZQBtL|Ct 212 ONTAP Deploy VMO| £A 2l A0 =
Ze{AH YHES 27 £ JESLICEH O2{Lt NetApp 2. & 22 AE{ 7t QAIAEASHE of0iCt ONTAP Deploy

2= HA O 2 E A E2||X|= HA(MetroCluster SDS)

2 E HE|H/HEIH HA 2HAHE O M 2|0 24 &&stD 2t =5 CHE H|o[& MIE o] BiX|e == AELICH
2L E 2 AEQ} 2 E A 22{AE{( MetroCluster SDSEt1 = )2 QAT AHO|HL L= ZHHER3 HE
e[|t

2 E S AHE F LEJH 25 300m HE| L] STt 0| ME{of| ¢|X[3t 22{AHZ Ho|EL|Ct
LEE SUSHHERY T AQK| £ ISL(Interswitch Link) HIER 3 AQIX| MEO]| Chet H2IIE ZH&LCH

2 E MetroCluster SDS&= =ES0| 22| O 2 300m 0|4 HO|N QU= ESHAH(ME CIE Y, NECE AZE, M2
CHE olo|E ME)ZE ™olElL|Ct Eot, 2f LEo| A3 HAZE2 ol HEQS AfX|o HZELICt MetroCluster
SDS= HE StESOE HRE ofX| pELICH T s 2t22 X[AH AZHRTT £|Ci 5ms, X|E{ Z[CH 5ms, & 10ms)
3 22|18 H2|(XItH 10km) RS =450 EL|Ct.

MetroCluster SDS= Z2|0|% 7| 50| Z2|0|Q 2o A = T2|0[Y XL 2o A7 HetL |t Z2|0[Y

A
2tojiA= A2 8l SH2 VM HDD 3 SSD 0|c|of W4S XI@fL(ct Z2|0]Y XL 2t0[ A= NVMe
catole We e XIARLIC.
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MetroCluster SDS= £Z & AEE|X[(DAS)2t &7 AEE|X[(VNAS) 250X X| & ELICt vNAS
T2 ONTAP Select VMt S5 AEER[X| 70| HIEIIZ QlsH LHIHMO R [ 2 X|H AlZtS

@ Z&LICt MetroCluster SDS 782 37/ AEZ|X| XA A|ZtS Ze6to] L= ZHof| = 10mse| XA
A|ZtS HSoHOF SLICt &, Select VM 7H2| X|AH A|Zt2E 5H L= A2 MESHK| &L T o]t
T = 3R 2E2|X] X[H AlZH0| A = 7| EQLICE

ONTAP Select HA RSM 2! O|2{2I =l T A

k>

A4S LX|gct.

RAID SyncMirror (RSM), O El &AH 8! M7| F2E ALESI0] C|O|E

7| =

ONTAP HA 22 HA IIE L] 7HEE 7|8to 2 BtL|CH ONTAP Select ONTAP 0f LHZEE! RAID SyncMirror (RSM)
7158 Ar83510] 22 AE & ZH0| HI0|E EE2 SHE2EM O] Of7[HIHE H|Z R 48 M sFo=
SIESfL|CE 0| S8l HA Woll 2K = 7i2| AHEXt H|0|E SAHE S M| ZELICt

SAZE A= 2 E EHAE = F 71| HIO[E] MIE{0] ZH JAS = JASLICH XpMet LHE2 T2 ME S HESHM K.
"2 E 2H& HA(MetroCluster SDS) 28 Atz" .

ol E &4

ONTAP Select 22 AE= 274014 8749] =E2 TAEILICE 2 HA Woll= P UIEYIIES Sof 1= 7H| S7|X o=
Oj22E)s £ 0| ALSXF l0|Ef ALZO| EBEILICE 0] 0[2{YS AS X0 £HotH, ClOIE T7| 44 T4~
S0l 522 MHE| oofe] Al £M4LLICH

ONTAP Select 22HAES| B E A= & ZHoi UM A Cl|0[E 71842 St st SHES|0] ZHoH UM Al
SPOF(Single Point Of Failure)Z 2X|5}7| 218l 0212/ =|0{0F BLICt. ONTAP Select 22{AE{Q| ZAI= HA 4o 2
TLEO|M M35t 7t CIATE J[HIO 2 FREH, CHS CIAIE AL RLCH

* A3 2Z ME (%X ONTAP Select .= E0A H|S)
* WX =9l HAIIE 7} MISdh= DI E CIAT ME

Al =

Yot A 0|2 Y3 LHEHY| o 22 2 A ont S 12 X[HELUCH X
etFof w2t CHE 4~ ASLICEH

D2 e SE #Hots Ol A8E= 22 C[239 0|3 C|A3= 37|17t Sl of &Lt of2{st
Z

im
ot
[> 10

O HZ A2 HZE ONTAP S2{2AH Q| &5 YA Z=HOZ LHELIL, 0= ONTAP Select 22{AH L9 2=
FE Sl Ho|E Cj230 HEELCE EA o= 22 % 0[2] H|o|E SAR=0| 2F ZelE LI, w2t N7HO| Zhet
= HAl= & B H|0|E SAHZ0[ A&7t CAT0f| &F5t7| W20 N/27i ClA30f siEdh= /et

Ct2 1212 4= ONTAP Select 22{AH L{Q| HA 42 EOEL|Ct. 0] 22{AH L{ol= & HALIELHQ
AEE|X|E AFESHE T XA |(EIAE)7L QELICE O] HIOJE EAIE & 719 714 ClA3 NEZ R MEILICH 22
M E= ONTAP Select 27t SHAE E(Plex 0)0l|AM M335t1, #H ME= Eolf =X| IEL(Plex 1)l

Xl &Lt

Plex 02 B & 2Z C|ATE N&ESH= HAIQYLICE Plex 12 03 C|A3, & ALX} H|O|E 2| & M| EX2S
Kotz CIATE NESH= HIAIQYLICH HAE A7/8t =E= Plex 00f| C|AZE MIS3HL, T EQ| HATIEH =

Plex 10]| C|A3E FN|Z¢etL|C}.

Chg 382 F 719l 232 Y& D[22 HAIE EHELCL o] A LHE2 F 2314 =0 0|2 E = H,


https://docs.netapp.com/ko-kr/ontap-select-9161/reference_plan_best_practices.html#two-node-stretched-ha-metrocluster-sds-best-practices
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EZ C|A3 NET-1.12 Plex 0 H3l0f|, & A C|A3 NET-2.12 Plex 1 HZI0|| HiX[ElL|Ct O] oi[of| A & A test= &

EMAH LEJ ARSHH 22 C|A3 NET-1.12 HA IIE L 0|2 C|A 3 NET-2.12 A2 &L C}.

* ONTAP Select 0|22 &I1A|*

HA Pair

Disks mimored
over IP network

e mmm e mm e mmmmm e m s mmmmmmmmmmmmm=—m— =

Plex 0 Plex 1

NET-1.1

I
]

|A37t 262 SaAof (SO
()  zusoz ArgaphCAs goka peisiol £} 2le Sue Wt LI 0|2 53 A4
x

MI|E=E

SAH =& ZHHO|E £529| F7(4] D[22 at A|AH Zhof 24 A C|o|Ef £410] §l0{0F oiCt= @3 A2
ONTAP Select 22{AHE S8l =4k = M7| 20| HIote|= F=0f et b2 O|HLICE O Z2MAE £
A2 - ELCt

20
S -

* C|AH[01E

(ml
0>

=
=

KAt 250f| chst M7|= O0|E LIF(Limited File Initiative)S E8H 23=|H, ONTAP Select = =9| A|AE! C|A S0

U= 7=zl NVRAM IHE|M0f| 7{81El = S2t0[AEof 2l EL|Ct HA T80l M= 0|2{2t NVRAM M7(7}

SRRIE| 7] Hof| et =& 2RA2| HATHEL 0| FA| O[2H-E 22 7t BA 7L 2RBfL(CH O] Z2AA= #ef =20

SIEQO] ZOWI 2t AR HAMEL L EO| MM A|AH AtH S HESIL|CL

7] ZH40] NVRAM Of] 743§l &, ONTAP 0| THE|MO| LIS S HHSH 744t C|A3 2 ZJ|HO= 0|SEL|Ct. Of
D2 AS C|AH|O[ZO[atn BLICH O] ZRHAL CHA EES AR SHAE oM o I 23E D, HA
HEL{0f A= 28 E|X| k&L

CHS OZ2 ONTAP Select = =0f| S0{QE= MJ| @8O M7| HZE HOFLICEL

gjo

* ONTAP Select M\7| A2 YAEZEZ2*
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ONTAP Select A

ONTAP Select B

001
100 |

THAIZE ZeHEL )

M7|= ONTAP Select == A7t 279t =2|H QIE{H|0|A S S3lf AlAFO| U= ELICE

(=]
M7= =E A9 NVRAM Of] HAl&| 11 HA THELHQl == BYj| O|2{=IElL|Ct.

* FHALE R0 /O 70| 2HSIH diE F2 S2t0[AE0AH| ChAl 2l ELICt.

!

NVRAM Of| A H|0|E{ E A 22| ONTAP Select C|AE|0|XE( ONTAP CP)0ll= CHS ThA|7F EEHEIL|CE,

* M7]i= 7HE NVRAM Of| A 7h4f Gl0|Ef Z7I2 AR 0| K| gLt
LEEE

fle £ B0 222 5

=52 S7/|He= SHELIC.

ONTAP Select HA= H|0|E| ES E ZstgiLC}.

1I7t2d(HA) A3 SHEH|E, HA AFM e, HA SHEH|E!, HA 2o =X| 2! Giveback 7|2
HIO|E 2= & ZstefL|Ct.

C|A3 StEH|IE

ONTAP Select HA OF7| B = 7| FAS Of2{0[0l A AFBE|= B2 ZE H2 8 SSGHX|SH T JHX| of2|7t ABLICE
0[2{t 09| F SHLt= ClAZ 7|ut StEH|E THQILICE CIAD 7|8t SHEH|ZS S2IAH Lot UESD 2|2
olef 3t H2{9(split-brain) 410 SABHE HS WXISH7| 9I5H AHBBHE HIUIET J|¥ SA1 WAQILICY 28
B9l AlLt2| 2L AEOR UES|T FOE ols] St 22IAE Lero| Huto|n, 2 LT ATHO| AIAH
CHR S ZX|SHD Z2IAH 2AAS MRt AIZ B,
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AE{ZL2t0| =25 HA 72 Ol2{et RHo| AlLIZ[RE HESHA| H2[sofF BL|C. ONTAP &9 CjA3 7|4t
SIEH|E WAlg S3ff 0| S™eLICL Ol= S AH LETJ| SLEH|E HIAX|E MYsH= O] AH8E = 22X
AE2|X[Of YUK HA ALM O M B RILICE O S8l 22{AE = HES 2elstn Foli =X Al HES Folg =

UASLIC
S/ 2E2[X| HAOIF|HIM E AFE3H= FAS 0{20[0f| A ONTAP LSt 22 HHo 2 AZS] Bl EXE

* SCSI g+ of|ef
* H3 HA H|E}H|O| E
* HAMS HZZ SEoff MSEl HA AEf
J2{L} ONTAP Select 22{AEHS| S RE|X| = OFF [N LHHIM= L EJF XHAQ| 2H AEZ|X|2E & 4 1T HA
=
=

MEUS| 2F AEZ|X= = 5 RSLICH T2t HEHI 282 St HAYO| 2f = =7} 22|=|H

ol =X SE2 2Tot= 7|Z Y E MEE = SlSLICL

71Ze 2 B2l ZX| 3 HX| HEE MES = XY, STEIX b= &F2| M =S SF5ts M YHO|
O7d5| ZRBILICE. ONTAP Select 7|1E APME QIZ2HE H S 2SI HERI 2 Al M LHZ A Y £

UNCE JLICL SR 2EZXE MEE += QB =, NASE Sl AbMe CIAZ0] ANASHH SH7F A E LT
O[zfet CIAT = iSCSI ZZEZS AFEOH0 2= SR AH | SMALE ZEfeh 2 AF TH|o| 2LHELICE T2t
Z2{AE E= 0|2{et ClA T et BMAE T[22 X|SH QI FHoll Z=X|(failover) 2EE LI = AELICL
LEIJFHATHEL QRO LHE 29| AbMet CIA S0 HAMAS 4= QJATHHA Y& 25 S IHs540| Z&LICHL

S2AE| A AT 2ol SHS S1ZS7| S ALK 0P| H2t C]AT 7|8t SEH|E wae
(D) ONTAPSelect | TH5 e #H0| 2= B2AEIS 3L 47} HE = EE HC/00[ElS oz
st olgelLic

HA ALME AA|

HA AtAel OFF[RIK = HIAIX] AN 22S AIERILICH 222 LE= HEXHO 2 HAXIE A MBI SMAE
HLotot S2{AH HAMQ CHE ZE AtMel LA LEJH HY 2 SUS LEILCE HY 2 AH LoME o=
MM E SHAH 20| T AbMe {2 30] CHE 2E S2{AH ==0|M AlAIE HAIX|7F JELICE

2} Select 22{AF L E0= 3] AMME AM A0 EES| AEE|= 7tet L2337 HZELCE O C|AT = = Fof
CEUHER/I ZE Al S2{2H SM YAOZ HFst= 20| F J7|50|22 SIHAL AtMet L2328t gfLct. o
AME ClASE ZF 2e{AF 20 et TE[MS Xestn JAOM CHE Select 22{AE =0 2|3l iSCSI
HEXIE St OF2EELICE Ol2{3t == F7|IHC = ALME C|A39| diE TE[F0]| HEHE AARLICH 23 AH
HAo| 24E HERIT HHA 7Hs AMY CIATE AESHHE & 75 IHERAS S L& HEIE /R +
UELICL O|E S0, SAH = A% B= S2{AE & D2l AtMetol= AAE = JAXI2 == COf AtMEo=
A 2= UELICH ot SAE L& D= L CO AME0l| AlA 4= §le8 2 = CIt LH2E[U7ALE
HEHI7t 22|=0] /AS 7580l £2H, == CE AsHoF LTt

ot &izo| Fct

NetApp FAS Z2Z 1} OHXH7HX| 2 ONTAP Select HA 45 HZ S Edf| TI|XOZ HASIEH|E HA|X|E

M STLICH ONTAP Select 22{AH L{O|A = HA IHEL] ZH| £XH5t= TCP/IP UESY 3 HAS Sl o 20|
SHELICE EBH ClA S 7|8 SEH|E HIA|X| 7L SXHAF AL T CIAIE EooE R E HAAME CIASZ
MEEILICE of2{8 HIAX|= & = ZHHO 2 MYE|n F7|XMOZ QIL|Ct 0]2{8t HIAIX|Q] &4 BIE S0
ONTAP Select 22{AE = FAS S E0]|M HS5t= A2t St oF 15k O[LH0| HA &0l O|HIEE X[ =
USLICE SHEH|E HAIX|E O O|& SiX| o™ Eof Z=X| O|HIET} E2|HELILCE,

Cte O2l2 ct ONTAP Select 22{AE =501 L C CO| M A HA AHS HZ Gl ZXHX} C|AIE E6f| SIEH|E

glo



HIAIXIE Ul = T2 HAS HO{FL(CH

rr

@ HESR3 SIEHIE= HA AT HAS Sl HATIELQl L E DE M&E[&= 8, C|AT SIEH|E
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