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7tg L2300 221 LA =0 oY
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Physical Server
Virtual Disk (VMDK) } ONTAP Select

e

™.
=
=

Locally attached drives

Storage Pool (VMFS) I } Hypervisor

LUN I

> RAID Controller

444444 RAID Group

JtA LA T2H[HY

O 2tASHEl AKXt 2HE S H25H7] I8 ONTAP Select 2] =721 ONTAP Deploy= HZZl AEE|X| E0|M
JtA CIASE X502 TZ2H|X'J5I0d ONTAP Select VMO HZTL|Ct, O] 22 x7| MH 8l AEa|X| 27t XA
A XSO 2 +HEILICE ONTAP Select = =7t HA Woj| £3t= 292, 7H4 ClA3 = 22 9l 0|2 AE2|X| E0f
XI.%QE oI-L'_FEI [__l[_l-.

ONTAP Select 7|2 HZ AEZ|X|E 22 16TBE X 1t5HX| %_ =
Select =7t HA WO Yol A 2t S2{AH 0| |4 F 719
S A0 2etz|of 0|22 & S 2HM A EILICH

o — =

USH 37|19 7tA ClATZ ESTILICH. ONTAP
7ta ClA3TL MMElof 24 Z2iA0t 0|7

O£ E0{, ONTAP Select 31TB(VMO| BHEE| 11 A|AEI Sl 2E C|AT I} TZH|HYE & He g-a)0| H|O|E{AEO]
e L UNS Eherst 2 QIAL|CH J2{™ QF 7.75TBC| 7HAN C|A 3 4717} MM E 0] ST ONTAP 22 4! 0|2 Zall A

ONTAP Select VMO{| %%,% E7161H M2 CHE 37(9] VMDKZF A= 4 QIELICEH XENM|SH L2

@ MM EXSHNR."MZE 282 "EIHIR" FAS 7| Ct2 VMDK7P SUst ZetHof ZMHE 5
&LICH ONTAP Select 0|2{$t VMDKOI| RAID 0 AEZI0|IE ALR3SH0] 3 7|0f| 2HA|Q0] 2t

VMDKe| B E 37t X|clst %% 2 UAELICH

r—(';l_ﬂl

mioi

7H4tsHEl NVRAM

NetApp FAS A|AEI2 MEX O 2 H|2|2d Z2HA| HIZE[E WiFet 14s 1= =215 NVRAM PCI 7tES
AMERILICE O] FtE= ONTAP =AE[E M7| QS Set0|UER FA| Qlalg = JAEE 510 A7| 53 3
S AL Bt | AH|O|E (destaging)Ol2t= ZEMAE Sdl +=HE HO|E EES =2l MZ 02 CHA|
O|S3t=F ofoFet 4= AELICE.

& AMAHIE QEHOZ 0|28t G| TH|7F A0 JUX| gF&LICH M2tM 0] NVRAM 7H=9| 7|52
7t&=tz|0] ONTAP Select A| A 28 C|A 39| THE[H0]| BX|=|J}SLICE. O[2{St O|R = QAR A A|AH Jhet
CIAS BiX|7} Ol SQELICt. Eoh 22 HE AEZX| 742 fldl S A= HAIE Z4E S2/Z RAID
HEES7I 2Lt

NVRAM XHA| VMDKO]| HiX| EIL|CH NVRAM XHM| VMDKO| 286 H ONTAP Select VMO| vNVMe EEIO|HE

AF23810] NVRAM VMDKS} EA1E 4~ Q& L|CEH EESH ONTAP Select VME ESX 6.5 0| Atn} S3te|= s EQ)0] H{F
132 A0} ghLC}.
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HO|E| Z2 Md¥: NVRAM % RAID ZHEE7]

JHAFBFEl NVRAM AIAE) THE|M T RAID HES2] 2t0| 4% 582 M7| 20| A AH0| S0iS 1f oS3t GloJE
Z2E ML P B Y 2 L,

ONTAP Select VMR Z EXHE= M7| @F2 8 VM2 NVRAM LE|M S CHAIO 2 BHL|C} 7HAFSEH AIZ 0| A 0]
O}E| M2 ONTAP Select VMOI HZAE VMDKQ! ONTAP Select A|AE! C|A S LHof| EXHELICH 22| AIZ0f|A
Ol2{st QEL 7|2 ALISS HAORE t= R E £ HA AP D} OHAZIX| 2 22 RAID ZHEE2{0| FHA|EILICH

07| M7| QNS SAER CIA| EQIEIL|CT

Of AIFOIM SEIH2Z EE2 RAID AEER A0 &F35HH C|AIZ S A|E|7|E 7|Ct2| 0 JSLICE

=2 M2 SE2 NVRAM O &35t HMAETH AFEXt H|O|H C|A3Z C|AH|O|FE7|E 7|Ci2| 2 ASLIT.
HEEI SEE2 RAID HEEZ(Q 2Z AN RIS E MEE|EE, NVRAM LIE|M0| S0{E MI|= XIS 2
HAIE|D FIHo = 22|X MF iAo S2{AELICE 0l= NVRAM LHEE ONTAP Cl|O|E CjA3 2 FI|HOZ
S ASt= At 2SsHM = 2 ElLCh 0] & 7HX| O|HIEE= M2 20| glom MZ CHE A|Zha Bl = 2rletL|Ct

Cie 22 S0{= M7 &Y 1/10 2R E EoEL|CH SE|X AS(RAID HEE2Z] HA| B CIATE FH)ut 7H4
AZ(VME NVRAM % C|O|E{ Jt4 CIAT E HH)9| Xto|H S ZZELICE

21 FHAIOl FHA[=| X[ B, FHA|= VM - O[L} 3
;EO A|AE1I()“ X-|II--5|.D:| NVRAM o|

IS0l M Z=H|X'dE 2L 5t0[|m{HHO| X of

NVRAM VMDKO[M HAE =52 £2Z RAID ZEE
JH CIASE QIAGHR| RBILICE Al = HAE DS
O Niue ase e opppic sen s Ap

HIQIZIEl M7| @K T TEHE/L|CT

* ONTAP Select VMOl E0H{2= M7|*

Physical Server

L

RAID Controller Cache

k4

Physical Disk

ONTAP Select

A Write commitment ——» NVRAM Destaging

|
|
|
|

NVRAM Virtual Disk Data Virlual Disk

NVRAM ItE|M2 XtH| VMDKZ 22| ELICt 0] VMDK= ESX 6.5 0|4 H{EM A K3 El= vNVME
@ C2tO|HE AM23t0 HZEIL|CE 0|2{3 HE AtE2 RAID ZHEEZ FHA|Q| O|™E F2|X| Zot=
AT E2|0] RAIDE At83H= ONTAP Select &X|0l|A 71HE ZQ8tL|CH
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24 HZH AEZ|X|E 2Tt ONTAP Select 2T E¢0 RAID 74 A{H|A

AT EQ|0| RAIDE= ONTAP AT E Q0| AEH LHOf| 231 El RAID F4et A|SLICE FAS 2f
Z2 7|Z ONTAP ZSHE2| RAID AE1 Yot 7|52 M3TLICH RAID AIS2 E2fo|H
Oi2|E| AALS 880 ONTAP Select .= E LHO|AM JHE E2t0|E ZHoHoj| CHet S 7|58
Ml=gLCt.

I
=

ONTAP Select 5t=901 RAID 741t 2t4|810] AT EQ0 RAID M T K|S ELICH. ONTAP Select 2% = HE

o o ~
AE StEQ o0 L=EE A2t 20| EX 20 M= =0 RAID HEEHE AEY 5= QL HIZIZISHK| @fg +
USLICH 2T EL0| RAID= 0[2{¢ 2HE S XS E A8 7tstt 7= S8 S SEYLICH SF0M 2ZEL0]

= Sy
RAIDE &43s2{H CH2 AR S 7|5t Al 2.
« o2|0Y £ Z2(0[Y XL 2to|MA R HZEL|Ct
* ONTAP RE 8l H|0|E{ C|A 39| AL SSD L= NVMe(Premium XL 2f0|MA Q) =at0| 20k X|2IBtL|Ct,
* ONTAP Select VM £&! IIE|M0f| HEO| A|AR CIAT T HRPL|CE
o A|ABI CIAS(HE| L& HMF 2 NVRAM, £&I/CF 7t=, 30| Hx, O|C|of2{|0|E )0l CHEt 0| MEAE

WHst2A™ SSD L= NVMe E2I0|E F LS B o| [ AT = MEABIL|CY,

* AHIA ClASI9H A AR ClATEH: 80f 22 oj0|2 AFBELICE

= ET

[=]
° MH|A C|A3 = ONTAP Select VM LHOIA 22{AEZ, Bl S CHASH etE 2 AMH|ASH= O
A2 E|= 74 ClA S (VMDK) LT,
° MH|A CIAT = SAENN = ff BHY S2|X CIAI(EESH0] AH|A/AAHR 22| C|AS
@ )l 22| Z IX|etL|ct g S2|H C|A 0= DAS HIO|E XA AT QLo{OF BhL|Ct,
ONTAP Deploy= 22{AH H|Z 0| ONTAP Select VM| CH3t 0|2{5t MH|A C|ASE
MAMet|ct

* ONTAP Select A|AH! C|ATE of2] HI0|E ML 2] S2|H Z2t0|Hofl 2K O o]

=2olE =+ &L

* St=4I0| RAIDE O O] & AFEEIX| G5 LICt.

2L AZ AEZXIE ¢

rot

AT EQ0f RAID 74

ZEof RAIDS AFSE Tl 5HE9I0] RAID ZAEE2{7} gl 200] 0| A=0|X|gH, AAR0| 7|Z RAID HES2{7}
Q= 22 [k 7 A F4sHof gLC

* ClATTE A|AHIY 2H HZE £ JTZ(JBOD) =Y RAID ZIEEHE H|ZHStol{of hL|Ct LBtX o2
RAID ZIEE2{ BIOSO|A| 0] NS HAY + JSLICH

* L 3tE¢)0] RAID ZIEZ2{7} SAS HBA E=0§0F BHL|CH 0|2 £0{, Y& BIOS A0 A= RAID 2[0E
"AHCI" ZEE AtEE 4= /UCOMH, JBOD ZEE gdatet = JELICH O|FA| 5HH INAAZ T} 2o e[0f
SAENAM S2|H EBIO|EHE Q= OME = &+ JELICH

ZHEZEZH0|M K| Y= 2| E210|E £0f et 7t HAEEE{7 2HeE £ JELICH SAS HBA ZEW A= I/0
#EE2{(SAS HBA)7} |4 6Gbps £ E 2 X|RIE|[=X| 2QISHIA|Q. B NetApp 12Gbps £ £S5 HEBHL|CE

CHE SIE90f RAID ZHES2| BELH 1N XIIE|X| $SLICE o8 Sof, U
QI9HO 2 SYBISHE RAID 0 XIS S185HXIEH 12 I8t HEg0| 2rst 4 LI

C|AZ(SSDEF 3iE) 2 7|= 200GBOIA 16TB AtO|ILILCE.

CJAS jAAZE
K== =2H
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(D 22| XK= ONTAP Select VMO[A AE Sl E2t0|EE A5t S AEM|AM oliE =2t0|27t M2
AMEE|E AS LX|3HOF LTt

ONTAP Select

SIESI0 RAID HEEHE Ar2%t= £AM9| A2, RAID HEEE{7I E2|H C|A3 SE2ME MIZELICL. ONTAP
Select ONTAP Zt2|Xt7t H[O|E &AE 7Y o Q= St 0] A 2] VMDKEt & 7H| I1I+E' L|Ct. o|2{gt VMDK= RAID
0 HAOZ AERIO|LEILICE ONTAP AZEZ|0| RAIDE SIEY0] £F0|M H2Es E/HOZ Qs S2&| 1
HE2X0|M H|Z1tH0|7| W2 L|CE ot A|AR C|AS| AFEE|= VMDKE AHE AL HIO|E XZEOf| AL &=
VMDKE &3t Ci|0| B A& A0 QUELICE

AT EQ0| RAIDE AFEE I§ ONTAP Deploy= SSD°| VMDK %! Z2|X C|A3 RDM(Raw Device Mapping)zt
NVMe?2| A AR L= DirectPath 10 ZX| M EE A3t ONTAP Select M5 2tL|Ct.

CHe Ozl2 o|2{3t 2tAHZE O XIM|5| 203 ONTAP Select VM LHE0|| AL E|= 7HAFSHE C| AT} ALK}
OIO|EE NMA&SH= O] ArE &= S2|H C|A3 Zto| Xjo|™ 2 ZETiL|C}.

* ONTAP Select 2Z E$|0{ RAID: 7}A3t=l C|A = B RDM At2*
ONTAP Select with Software RAID
8 VM System Disks ONTAP Select Managed
ONTAP Select
Software
S
Hypervisor RDM| |RDM| |RDM
—_—
Host Bus
Adapter e
T

8B EEER

A A" CIAZ(VMDK)= St HIoJE XMEAet SYet 22|X C|A30f| dFELICH 7t NVRAM E|A3 = W21
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i A= 0| E HRZ SLICE [2tM NVMe % SSD |8 9| HI0|E XMEALHX|ELICE

—

VM system disks ~ ONTAP Select managed

ONTAP Select

software
Passthrough
OR
Hypervisor DirectPath 1/0O
devices
Host bus
adapter

AAR CIAS(VMDK)= St H[0|H XMEAL} SYst S2|H ClAIN AFEL|CH 71 NVRAM ClAS = WED
LA e OIC|HE 2R Z gL Ct. 2t NVMe S SSD §3 9| Of|0|E| XZHATH X[ EIL|CE H|O|E{0] NVMe
CZI0|HE ME%t= 2, MSAMO| 0|Q 2 A|AE| CIAAE NVMe EHX|0{0F SHLICH 2E NVMe TFAI0| A A|AE!
CIATZ Hoist 22 = QI8! Optane 7H=QILICE.

@ ¢iMl 2| A0 M= ONTAP Select A|AR C|A3E 02 H|O|E XME 4Lt o2 22|X EE0|E2

o4 H2le & YBLICH

Z OOl C|23= N 22 LigL[Ch &2 FE ME[M(AEEI0| X))t P 37|9| & ME[HQZ, ONTAP
Select VM LHO{[A] &= 712 Ci|O|E] C|A37F EA|EL|CEH DE[M2 CHE O2la 20| Tl = 22 A%

U7IEE(HA) ¥o| =0 Chis R E H|0|E{(RD2) 27|0tE AtEEL|Ct.

U

p Ii2|E] =2t0[2E LIEFHLICE. ~pp 7€ IH2|E| =2t0[E S LIEFHLICE s of|H] =2t0[2 S5 LIEH-HLICE
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s

' €
A_data/piexo/rg1 || ©2 | ©2 | 03 | os | os [ o6 |07 [ o8 |» |oe s :
]

c

; S
A_data/plex0/rg0 |1 py | 02 |03 |04 |05 |06 |07 Jos |2 |oells |,
]

s

A_root/plex0 (| BT | B2 | B3 |64 |65 [ o6 | o7 |08 | # |oo)| s | *

CtE L E S2{AE(HA A)of Ciet RDD C|A3 2%

[ B_data/plex0
(st

E.DIDSNNDSD?MPM} A_data/plexl

m ST e 30mn
m O T 9 2D m n

'B_,datefplexl DL D2 |D3|D4|(D5|D6|D7|D8|P [DP)|S

uxwmvw”u:.wmvll']s uwwvwl IJIIHPW}S
I | ) | J

A root/plex0 8_root/plex 8_root/plexd A_root/plext

= = O
o B R |

ONTAP A I E¢|0{ RAIDE= RAID 4, RAID-DP, RAID-TEC 2} Z+2 RAID S8 S X|28tL|C}. 0= FAS 4! AFF
ZeiZ 0| A AFRSt= At SYUSHRAID FAQILICH 2E T2H|X Y2 22 ONTAP Select RAID 42} RAID-DPEt
K| 2 gtLICt H|o|E &AO| RAID-TEC AtEdH=s 42 MM E= = RAID-DPZ MH EIL|CE. ONTAP Select HA= 2t
LCo| 1HE CIE B0 SX[st= HIZ R O [HINE MEELICL F, 2 LE= FE IHE|M T|0{e| RE I}E|M
SAH2 S XMZESof eLICt H|O|E| Cl|ARN| = EHY R E ME[MO| JELICH =, ONTAP Select ==71 HA 0]
&5H=X| o 20f 2t X|& HIo|E ClA3 7t HEtEIL|CE

COl L= 22 AE{0] 9 DE Hlo|E TE|MS 22(2Y) HlO[ES MG Ol ABELITH HA Wojl £3 -Eo|
22, efLto] HlolE| IHE|M2 dfe lo=o| 22(2) HO|EIS XASH: B AFBEID, & #AY Hlo|E] THE|ME HA
mjofo] 24 Hl0|E|S ol2{&sts ol S ELICt,

Ij A A2 (DirectPath 10) & X| CH 2/A| ZX| (RDM)

ESX % KVM 3t0|T{HIO| X = NVMe C|A3E RDM(Raw Device Map)2 2 X|l5tX| & LICH ONTAP Select
NVMe CIATE 2™ HOE & YT E S H ESX EE= KVM LHOIA 0|21 E2I0|EE THAA R XX 2 M 8lof
LICEH NVMe HX|E HAAR ZX[2 7 M52 H M BIOSS| X|20| HR5IH SAEES MHEEsHoF & 5
UAGLICH Eot SAEL Setsh 4 Qls AAR HX| £0|= H$t0] JOH, 0| EHE| w2} CHE 2 JASLICH
2L} ONTAP Deploy’= ONTAP Select ‘==& NVMe ZXIE 14712 RISIEILICE =, NVMe 7S = 822

S| Asto] IR =2 I0PS L =(IOP/TB)E MI3ELICH = O 2 AEZ|X| 822 2tE 145 TS 2ot 3R
HEE|= 1M 3 ONTAP Select VM 37|, A|AR! C|AS 2 INTEL Optane 7tE, H|0|E| AEZ|X|2 24 SSD

0.
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Sato|e oLt
() NVMe 852 #cfgt 280t2{2 (82 ONTAP Select VM 27|12 T2fehH| 2.

IHAAS ZX|2F RDM ALO[Ofl= & EHE 10| 0| QUSLICH RDOME &l Sl VMO IHEE £ QUSL|CH THAAZ
K= VM HEE0| HRBfL|Ch &, NVMe E2I0|E wk| = 2 =HE(E210|E 37}) EXHoll= ONTAP Select
VM 70| ZeetL|Ch E2t0|E WA 5 88 SHE(E2t0|E £t A2 ONTAP Deploy2| H3S 20 2t
ZIMELICE. ONTAP Deploy= T == 22{AE{2| ONTAP Select 1R &1t HA ¥o| Folf ZX|/Hof =71
zha|gtL|ct. 22{Lf SSD H|0|Ef E2t0|2( ONTAP Select M2 &/&0f ZX| e glZ)2t NVMe H|O|E
E2t0|E(ONTAP Select MF2l/Z0H =X ER)2| Xt0[H= mtetdte 20| SQELICE

=2|H 8l 7t bjA3 Z2H[Xd

M ZtASHEl AL XL 8HH S ®Z2517] 218 ONTAP Deploy= X|HE C|0|E| MEA(SE|X A|AH C|AT)0|A
ANAEIIAN CIASE XSO 2 T ZH|X'JSt ONTAP Select VMO HZBEL|CE O] 22 ONTAP Select VMO|
BEIE £ JAEE 7| Y ™M RIS E SHELICE RDM2 2251 RE A= ASCE AHELICH
ONTAP Select .t =7} HA 40| £5t= E<2, HIO|E| TtE|M2 2 AEZ|X| Ext 0|2 AEZ[X| 20| A S22
SIEFEIL|CE O] Y2 S2{AE MM XAdut AEE|X| £t AR ZDR0|M AHSOE S EILICE

mio

ONTAP Select VM| H|O[E] L|A3 = 7| 22| C|A3 et AARN JLE=E =8| 0|23 27t B2 74

A
tSH 450 ¢S 0jELIC

u]
— o

ro

ZE ofja2|#0|M2 RAID 18 Q82 AIR JHs 8t C|A 3 40 w2t 22t ElL|CH ONTAP Deploy=
@ HESHRAID I8 @S MEBILICH LE0f &2 E ClAT T SE5IH RAID-DPE AHEStL, JHX|
QtO ™ RAID-4 EE O12|A|0| M MASH|C},

r_

AT E20f RAIDE AtE3t0{ ONTAP Select VMOI| 825 =712t ff 22|Xt= 22| E2t0|E 37|9 2ot
C2to|2 =& n2{sl{of LIt XtMIet HE2 LSS EXSMK."NE g2 =ElMR".

FAS 3 AFF AIASIT} OFIHR 2, 7% RAID JE0lS SUekLL O 2 82| Sato|oat 27k 4 LIt
g2r0| 2 Sato| &H 27|QIL|Th M RAID 152 MAJsts 22, HA| A5 MIS WX|et| 21h M RAID

JZE 37|74 7|1& RAID 2 A7|2F LX|sHof StL|Ct.

ONTAP Select C|ATE 8T ESX E= KVM C|A 30| YX|A|ZIL|C

X
ONTAP Select C|AT = AEN O 2 NET xyE HEA|ELICE CHS ONTAP B S AME5H0 C|A3 UUIDE €2 &
UAELICH.

17


concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html

<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

— B saotenisen a0 gaLesgansstepocom | ol bici K| il heions -
(B Sy AN | Confgure | PEITESMAE VLS  DaEEisins  Hewsnms  Updsts UsAages
v $8orage Devices
v s -
- B @ @ D B @S Dy .
+Os s " T T
: g = Local ATA DeaK (naa S00R0TS 117 5c0084) a s £ ]
v Qe Loeal AT o) 0 @k an
3 L | o ant e
vl e Bock Adagter
L anv Bag
o s s
+ Qs - a5
@
5 =
-0 »
sa

4

¢egepsacasds

ESXi fE= KVM 20| M Ot BHES Y=oHH ol =2|X ClAF(naa.unique-idZ 22)2| LEDS A =
olAL|C}
A H .

oA A

—_=

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

A ofH| A

cat /sys/block/<block device id>/device/wwid

AT EZQ|0{ RAID A2 A| 02 EEI0|E @ F 2

AIASIOf A 021 S2H0| Szt SAI0 T AEHOl ALEHO] SHASt 4 YALICE AIA S5 RAID B3 4T D3
Sato|s 4of wet grarELIc
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= A1, RAID-DP &A= C|A3 271 Fo{E AE + A2H, RAID-TEC

RAID4 &A= C|AZ 17K Zof
gl L|C}.

A= Cj23 374 FoHE A

—

o

-I> rulru
oy o

Hoiot Lt C|A3 271 RAID R0| X[5t= £[c Foll +2CF M1 ofjH| CIA3E MEY = U= 2, M+Y
T2 MATL XS 2 AZFELICH ofH] CIA3E AFEE o= fl= 3%, E2l= oit| CIA3 7 R4 Wi7tx] 450l
Kotz HEZ HO|HE NS &Lt

B2 ZofZ HA|Z| D EA
Aef= MBHEILICH HO[E{S HATHEL{O] Qs & #rf Z2A0H HZELICH 5, = C 10] i3t BE O RES
S2|AE A4S A2 BE e0e(SCS)S S6f T 20) B2/NOR UK CIATZ 7 SAELIL = i BHAols
KON} LHASH 7 AEH= RIOHZ EAE| T GlO|E{Z AFRE 4 QiALICH

ZOH7} edist ClA3 =7 RAID RE0| X|{5t= £|cH Zoff =HCt o =ZH Z2 E
|- =

oot st 2 A= H0|E 0|22 S YEX 2 TIHSHZ| fI6h AtRISH D CHAl ddstiof &fLICt. ChE CjA3
ZoiZ Il C|o|E] FAIQ| 450| Mot=|H RE EAQ 5= XMHELIC. ONTAP Select £ E-H|O|E-
H|O|E{(RDD) ItE|M'd A7|0FE AME3H0] 2t 22|X E2t0|E2 8 £ E THE|M SLtet = JHo| H|O[E mtE[Mo =2
SR maEkA 3H—f Oj&fo| |27 &4k|H 2H RE = ¥ FE IA9| SAt=, 2Z Ho[H TA & &
HIOE EAS] EAr2E Zetet o] EAof Jeks 012 + %l*l—llif

Lt OlRl S0l M= Aolist SAATE AR =0 CHA] S ELCE

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB

b
A
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shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, poolO0)

RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447.1GB (normal)



10 entries were displayed..

St EE= O3 7l E2L0|E RFE HIAESIHHLE A|S2[0[ M5 H CHE S A3 AIR. storage
disk fail -disk NET-x.y —-immediate FH. A|ARI0 ofH] o|22[7} Q= E EAITH
MM E ARIELICH HEHEZ ALESHH LM MEfE 2ol & JELICH storage aggregate
show . ONTAP DeployE A3 A|Z2[0|MEl Ao E2I0|EE HAHE 4= UELICH. ONTAP
C2l0|EE C131} 20| EAMSS &S AIR. Broken . E2I0|EE MF|Z & AME|X] Q4QOH
ONTAP DeployE AE3t0] ChA| £7teh 4= QUSLICE 20|22 X2 ONTAP Select CLIO|| CHS
HE S LS K.

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Opx|a EFof cigt Z22 H|0] QLO{OF BiL(Ct.

7HAtsHEl NVRAM

NetApp FAS A|AEI0= MEXMOE S2|H NVRAM PCI 7HE7F ZAE|0] USLICH O] FtE& HIR[HA ZafA|
H22|E Biiet 185 FIER, M7| 453 A SYAIZLICH ONTAP =4lE|= M| @F S S20[AER FA|
QAAMS &= JSLICE. L, C|AE|0|E (destaging)Ol2t=s Z2MAS Sl +=HEE H0|E EES S8 XZ 0iAI=Z THA|
O|Sot=5 ofoFet = ASLICY.

48 AMAHIE QMO = 0213t G| TH|7F A0 AUX| ASLICH K2t NVRAM 7HE2] 7|52 7HStE[of
ONTAP Select A|AE F&! C|A3 0] THE[M0]| BHX|E|RASLICH 0|23 O|F 2 QUAE A A|A- Jhed T|A3 BiX| Tt
0 SLLICt.

ONTAP Select vSAN 2! 2|5 0fz{|o] 1M

714 NAS(VNAS) HE = 7+ SAN(VSAN)2| ONTAP Select 22{AH, Y2 HCI HE U 2[F
ofzi[o] R&Cl HIo|E MEHAE X[AELICE o|2{st 2| 7|4t ol X 2H= C|0|H{ A E 0]
SYHE MSELct.

i B —|

Rl
o B>

2T A2 AL ¢ 5H0|HHIO| X (X[ A =[= Linux A EL| VMware ESXi = KVM)7t 7|2 42
otCh= A ILICE StO|mHHO| XM 7F ESXi2l < dli'e VMware HCLOI| LHE=|0{0f gtL|Ct.

vNAS O}7|EllX]

VNAS HHH2 DASE AE6HX| b= B E A0 A2 ELICH CHS == ONTAP Select 22{AE2| 22 SYTHHA
Mol U= = ONTAP Select .= E7F £H H|0|E{ X ZEHA(VSAN H|O|E| KEA ZTTHE ZRSH= OFF|EIX 7t o 7|0
TSELICH LEE SUSH SR F 0f2)0]2 & H|o|E MEAN MX[E &= JASLICE 0| Elf 0f2l|0] &
AER|X| 2242 =0 MM ONTAP Select HA Wo| MutXol Mx| Z7t2 &Y 5 USLICE. ONTAP Select vNAS
£2M9| o7 |Ellk= 22 RAID ZHEZE2{7t = DAS2| ONTAP Select 2 1R SAFEILICE &, ZF ONTAP Select
LEESHALIELQ| HIO|E| EAMEES A4 HQEIL|CH ONTAP AEZ|X| E8AM MMe L& HQIL|C} [MatN
ofg)0] & AEZ|X| EEME T ONTAP Select =E2| H|O|E{ M EO| MEE! 71540 Y2 Z O HIZHEIStLICT,

HA 49| Zt ONTAP Select = =7t H 2| 2|5 0{2|0| 2 MEBE &= JYESLICE 0]= 2|5 AE2|X[2} ETH ONTAP
Select Metrocluster SDSE AT I YEIHO Z AFEE|= WAIRIL|CE
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2} ONTAP Select .= =0f| CHol HEo| 2|2 0{2{[0|E AtESH= AL F 012|0]7F ONTAP Select VM1t fAISH M5
EME NEst= Z10| 01 SLeL|Ct.

St=90] RAID ZHEE2{7} /= 22 DAS CHiH| vNAS OF7[El K

VNAS O}7|ElX = =2|X O 2 DASS} RAID ZIEEZ S ZE AMH OFF[HIXQt JHY |AMLICH & E2 25 ONTAP
Select G|O|E| K& 4 S2hS AL ELICE O HIOJE ME 4 SZH2 VMDKO| MEE[H, 0]21gt VMDKE 7|Z ONTAP
HIO|E ZAE HHLICH. ONTAP Deploy= 20{AF Ay 81 AE2|X| 7} 2 S0 VMDKE| 27|7F HESHA|
ZHE| D SHHE SUA(HA 42| 32)0f| 2= =5 LT}

VNAS2} RAID ZIEE2{7} 1= DAS AtO[0ll= & 7HA| =2 X0|F0| AELICE 7He ZIF- QI K0|E 2 VNASE
RAID AEE2{7 ERSHX| §iCh= AULICE vNASE 712 2% 0{2{|0|7} RAID ZZEE2{7} = DAS7t MS3dt=
A0t Z2 0l X|&d1 SHHS MBIt 7P gLt & Hm o[ Xt I 0|2k X0 -2 NVRAM 451t 2#0|
ALt

VNAS NVRAM

ONTAP Select NVRAM 2 VMDKYILICE. &, ONTAP Select 22 F4 K| ZHX|(VMDK) 2/0f| HFO|E FA X|H
ZZHIIE NVRAM)S Of|22{|0| eIt X2 NVRAM 2] 52 ONTAP Select = E2| MK Q| M0
MM o= ZQFHLCE.

SEQ0] RAID ZHEE2{7} Q= DAS X9 AL, StEY0| RAID ZHEE2{ JHAl= NVRAM FHA| H&S ShL|CL.
NVRAM VMDKO|| CHet B = M7= HX RAID HAEZ2] FHA|0| SAEIE| 7| I 2QlL|C}.

VNAS O7|ElX 2] AL, ONTAP Deploy= SIDL(Single Instance Data Logging)0|2t= 2E&! QI4+E AR50
ONTAP Select =EE XSO 2 FHELICE O] RE 271 = 22, ONTAP Select NVRAM 22|50 C|O|
HO|ZE=Z o|0|E| FA|o| ZIH 7|28tL|Ct. NVRAM WRITE 2¢O 2 HAE S29| FAE J|23t= oot

A2 EILICE 0] 7|529| 0|M 2 NVRAM O] 3t tH M1 NVRAM C|AH|O|RE! mf &= HIjj M= 0|F MI|E YX|siCt=
ZAQULICE 0] 7|52 RAID ZHEER FHA|0] CHet 2 M7[9] 71 X[ A|Zt0] 2A|E & JAS B2 7| 20
vNASO| A Zh 2t 3tEl L Ct,

SIDL 7|52 2= ONTAP Select 2E2[X| 284Y 7|51t 22tE|X| FSLICL CHE TS AFESHH TA| =Z0|M

SIDL 7|5€ Hlgdstet &= AELICE

storage aggregate modify -—-aggregate aggr-name -single-instance-data
-logging off

Mot

SIDL 7|sg 1 M7| 50| MStEL|CL sie 282 ZE AER[X| 224 FMo| H[ZMSE = SIDL 7|sS CHA
t

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXi0OllA vNASE AF2% 1ff ONTAP Select - = HiX|

ONTAP Select 28 AEZ|X|Q| CIE = ONTAP Select 22{AE S X|ITL|CH. ONTAP DeployE AF26HH
SUst S AH| £51X| b= o SUSHESX SAEO| 0{2{ ONTAP Select == 74T 4 JELICE 0] M2
VNAS 2t3(28 H|o|E HZEA)MEE @2 ELICEH DAS AEZ|X|E AI2SH= 2R SAEL 02 ONTAP Select
QIARAE XY X| SELICE 0[2{3t QAR A= SAUSHSIES 0 RAID ZHEEHE F11 ZMst7| iEQLICE
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ONTAP Deploy= CHE == VNAS S2{AES| X[ HHE A| S 2 AE 2| 02| ONTAP Select QIAFHATL S
SAEO| HHX|EX| YES LI CFS O8I 2 & SAENA WAtsHE F 702 4. E E2AHE SHIEA| st
o€ HEo{ELICt

HE|== VNAS 22{AE9| x7| HHE

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

HiZ = ONTAP Select =& MY =+ ASLICE 0|2 QI3 S S2{AE0f| £t = 7H 0|49
ONTAP Select ==7t S&et 7 Fote R MStE(X| g8 X HE|X] fh= o] 2l = ASLIT
NetApp VMwareZ S ot HA 42 L2t S SAHS| LE 70| 22X 22|12 AS2=E |AISIEE

() urtish 242 A8steiT ESX 22{AE0|A DRS7H 2H42tE0f 9l0fof BLict,

ONTAP Select VMO]| CH3t Bt Xzt F1I12 MMSH= H2 CHS o
O| 49| HA¥O| = B2, 22{AEHQ RE LEE 0| 720 ZEgtsfof
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Galting Started  Summary

viphere DRS
v5phere Availability

- VAN

24

Ganeral
Disk Managemant

Fauit Domains & Siretched
Cluster

Health and Performance
iSCS Targets

ISCSI Initiator Groups
ConNouration Assist

Monitor | Contgure | Parmissions Hosts VMis Datastores

Networks  Update Manager

VMHost Rules

[aos] [ Eon. | [ Dsiew |

T Tyos

Thig lestis emply

Mo VM/Hest rule selected

EmEblad

Canllists



Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove
\embers

5 Selectvii2
5p Selectvi1

S5t ONTAP ONTAP Select S2{AH2| £ 7§ 0|42] ONTAP Select ‘=7t [+ 0|7 & tLtZ QI SY%HESX
SAEMNM 2AE THs 40| ASLIC

* VMware vSphere 2t0[dA H[et2 2 215 DRSIt MSE|X| gi7{Lt DRS7t &-detk[X| 842 Z? DRS7t
MSEX| gLt

* VMware HA ZtO0[Lt 22| X7t A|2FSE VM OF0| 12{|0] 40| @M8tE = DRS Biletd 4|2 9| E LIt

ONTAP Deployi= ONTAP Select VM ?IXIE AFHO|| 2LIEZISHX| SELICH 22{L SR{AE M=z O F ZH2
ONTAP Deploy 210i| Ct3 1t 22 X[ E[X| gb= 78S HrIELInt.

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

ONTAP Select AE2|X| 22F =7}

ONTAP DeployE AIE3}H ONTAP Select 22{AEQ| 2f LE0|| F7F AEE|X|E F75t1
El-O'klAE I=lo:|o|- A 0|A|_||_'_|.

ONTAP Deploy2| AEZ|X| 27} 7|52 H2| £ AEZXE 52| KU 2H0|H, ONTAP Select VM = H
2Hote A2 XY K| g&LICh e 2-2 AE2|X| 7t OBHALS Al&fstHz "+ OL0| 28 2o FL|Ct.

—
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster

ONTAP Image Version $5RE1 Licensing licensed
1Pvd Address 10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

Y = Ao 43S fIo THE A S ne{sliof eiLICE 8-S FIteH 7| E 2lo|dAz & E(VIE
M 8hH)S SYoHoF PLICE ==t 2to[dA 7S Xfsts AEE|X| 7t A2 ALt S2¢ 82 7t
M 20| A S HA EX|3HOF gLt

7|Z& ONTAP Select Aggregatelf| 7t &= FIIt= 42, Ml 2E2|X| F2(HO|[HAEN)2 7|& AEEX| &
(HIOJHAEN) 1t FAISH 85 T2 LS JHMO0F BLICH AFF 2 SAtsH EM(ZeHAl X|¥)2 2 A X[ ONTAP Select
L COl= SSD7t Ol AEE[X|E =718 4= QI&LICH DASS 2| AEZ|X|E & AtRst= A X|/IE|X| Q&L|CE

ZZ(DAS) 2E2[X| 22 712 MS5H7| flol 22 HE AE2|X|E AMA”I FI5H= 32, 71 RAID &1
LUN(S)S #=0loF fLICH. FAS A|ARID OE7EX 2, St ZHAN M S2HE =715= 32 M RAID 2§ 450l
7|Z RAID &3t RAFSER| =helsliof LTt M EAIS ddsts 42, M EA2l 450l 0jX|= s 529
Ofoetit™ Af RAID 1 2|0[0r20| HatE 4= AELCE.

2ot HO|E] MF A0
B

Hl0|E| HEA0| & 27|17} KigEls Aoy Hole MEts 37|12 Zutetx| o A, M 322
2! O|AHIEE #7ksHe

AIAHIER X718 4 QI&L|CH. ONTAP Select 0|0] A X|El C|0|Ef M ZEHAO]| C|O[E] K& A 2l
Aele =XOZ £UMEl & QlOM ONTAP Select = E2| X5 0|= IEk2 O|X|X| &L Lt

==
S
Ea

ONTAP Select .==7F HA 42| 2521 22 H 7HX| =7t 2XME de{sliof Lt

HA WOl 2t leE = THEL tSo| BlOJE{O] T3t Dl2{ SAHES BEBILICE = 10| 3242 Fotok2 ™ THEL
=E9l L 20| = St S3Yo| T7HS X7fefof ot, 01 Sof == 12] BE GIO[ET} S 20 SRIFLICE 5,
== 19| 82 %7} Kelo| ABOR == 20f FJhEl B2 S 20A 2 2 GUUILE AN|AT £ giaLTt o Bzt
HA OJ#IE B0 A L= 19| GlOJE{7} 2 otA| HSE =2 1= C 20 Z7HEILICH

g5t 25t 7 12 Ardo| JASLCH == 19 HO|E = & 20| S7|H2 2 ZR|ELICH DEtM == 19| M
ZHHOIHAEN) 852 =5 29| M SZHHIOIHAEN) d5at LX[6HOF LT &, & ==0 32t
71SIEEtE M2 CHE E210|E 7|=0[Lt MZ CHE RAID 18 37|15 MH8%IH ds 2H|7F el = &L
Ol= ME] L E9| H|0|E| EAMEE RX|St= G| AHEE[= RAID SyncMirror ¢ & 2] L|Ct.

o
jara }
o
=x
T

HA YOl & 0| M AFEXIZE AMAT =~ U= EF S SCIHE 2 =00 CHol SHLtY, & ol AER[X| FIt HUS
Ao LIt 2t AER[X| FIF HAUo= F L& BF0| FI7F 20| BT 2t LEof 2%t E S22 L E
101 2Rt 37t L= 20) 2Rt S2HS M gLt

d

X7 HE2 59 LE2 THEYCH, 2t = E0fl= 30TBO| 27t0] = F 12| Hlo|E ME AT USLICE
ONTAP Deploy= F 71| =EE P E SHAKHE WHsHH, 2t == O|0|H MEA 10|AM 10TBS| 32t2
A2 BILICE ONTAP Deploy= 2F =0 L ET 5TBS| 2 S7t2 1A gtL|Ct

ChE J22 & 10f| Chet B AE2[X| =71 2FHe| ZutE E{FEL|CE. ONTAP Select 2t =20 M S et

8 (15TB)2| 2E2|X|E AHERILIC. J2{Lt == 19 &4 AE2|X| 8H10TB)0| =& 2(5TB)=Ct & ELICH 2
LEECHE =29 HI0JH SAEE 2AHSIER £ L= B5F AHSHA| HSELIC HI0[HAEN 10= =7t R
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ONTAP Select oo ONTAP Select
Node 1 S Node 2
HA Pair

Node 1/Aggregate 1
10TB Node 2/Aggregate 1

5TB

Sync Mirror for Node 2
5TB

Sync Mirror for Node 1
10TB

Free Space in Datastore 1
1578

Free Space in Datastore 1

. : ; 15TB
EEee e
Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

LE 10N F HO| =Tt AER[X| 37} XH0| HIO|HAEN 12| LIHX| SZt1 HIO|[HAEN 29| YL (2 Ko AL
)E AR2BLICEH A HI AE2|X| £t ZY2 HIO|EAE0] 10f Eot L= 15TBL| 6F 372 AR EILICH CHS

I AE2|X| £t 2Qio| ZE HHEFELICE O] A|™OIM LE 12 50TBS| &M H|0|E E 2|5t

E 2= 22l 5TB2| H|0|E{E &t2|st U}ESLICH

82 2Hh: = 101 Ciet 2702] =7t AEE|X| F7H Y = 2 L o R

OH

2t

—

ONTAP Select 1 . ! ONTAP Select
Node 1 — - Node 2
HA Pair

— ] =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

22 X7t XY F A= A0 VMDK 37|&= 16 TBRILICH S2{AH MH £l T AF2E|= Xt VMDK 27|=
8TBRILICE. ONTAP Deploy= 74 (THY L E E= OFF & 22{AH) 3 XIte[= 0] w2t M= 37|9f
VMDKE 4-dgtL|Ct, T, 2 VMDKe| 2t 37|= 22{AH M4 =Y 0= 8TBE, AE2[X| 37} =Y Fofl=
16TBE x2tgt £ gi&LICt

AIE9)0| RAIDE A23l0{ ONTAP Select 2| 2% Z7}

AEZ|X| 7t OPHANE AZES|0] RAIDE AH3H= ONTAP Select = =2| 22| 82 S2|= oz A EY £

o= T

ULLICE O OEHAF= AL 7HS3LT ONTAP Select VMO RDMO.E THE 7Hs3t DAS SDD E2t0| =8 FA| gL Ct,

2to[ A S 1TBM A

A

2|

rr
ro

i

7tsStX|2EH AT EQ|0| RAIDE AE26t= 22 S2|MO 2 83 1TBM =3
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A A

rr

£ USLICE FAS EE= AFF Of2[0[0f] CIA3E FI15h= A0t OFMIEX| 2, T O 2 FIte 4=
AE2X] 82 EF ol w2t ZFE L

HA A0M L= 10| AEE|X|E FIFstE{H ST = E9] HA W(E 2)0|= SYst 9| =2t0| 27t QL0{OF BfLC},
EZ CEI0|Eet JALCIATE B5F L E 19| AEZ|X| 71 20| A AFZEILICH &, }14 E2I0|EE =E 19 M
AER[X[7I LE 20| EXNED BSE|EE St= O AFRELICH LE 20| EZHE A8 7t58t AEE|XE FII612{H &
LE QRO EEo AEE|X| FUt AU STt o H EZI0|EE AT £ U0{0F BfLICE,

ONTAP Select A E2{0| 25 7|Z E2o|=et SUst 2E, Hlo|E| % IO[E| IIE[MQ2 BHBILICL 28 T Af
IS WASIHLE 7| E TAS St Sot SUEILICE 2 C]AT0| 2E ME|M AERI0|T 7| J|E C|AT9)

7|1E RE LIE|M A7|oF LX|ot=F AP ELICE matd = 7ol S&let HIo[E e[ 37|= C|A3 & M FE
OHE[H 37| 8  2HS 22 LSO Al = QJASLICE £ E TE|M AE20[Z 37| = 7HHMO|H x£7| S2{AH 4F
S0l Ch32t 20| AlMELIC 2Rt & FE SZH(HE & 25{AE 9] F2 68GB, HA ¥2| R 136GB)=2 %7
C|A3 £=0iA oflH| 3! TH2|E| =2[0|2E t ZtO 2 LIglL|Ct R E TE|M AEZI0|ZX 37| = AAH0| M= 2E
catol=of M LFESHA FXIELIC

MZR2 HAE dd5t= 22 2t &4 E810|8 £
Of of et ZapE LCt.

RAID 31 ONTAP Select ' =7 HA 42| YL QIX|

rr

7|& RAID I 50| AER[X|E F715t= 29 R 74X 71 0] Ateto| 2REL|Ct RAID J&0| £|Cl ot=0f| =2 5tX|
QIUCHH J7|ZE RAID 2 E0| E2I0|EE FI1e £~ UELICH 7|& FAS Y AFF 7|Z RAID I80f| ATSE2 FIIst=
DA 67]0] MEE|H, | ATIS0f tATHO| MM E £ JASL|CE ESH 7|ZE RAID 2&0|= H|0|E DHE|M
3717t 2AHLEH 2 E2to|E0 =T1E = QUELICH oA MESH ZdMH H|0|E| THE|M 3 7|= S2t0|EH2| YA
37|19t CHELIC}. F7tE|= O|0|E DE|MO| 7|& THE[MEC 2 22 M E2t0|E2| 37|17} MHSHA| =™ EILICE F,
Zt M EEtO|EHO| 83 LR = 2 EL|X| 2 AE|Z HELICE

M E2IO|EE AI23I0] 7|Z= RAID I122| UHZ M RAID 122 MAMEH &5 QSLICE 0] 22, RAID I8 37|=
7|& RAID 15 3 7|2 YX|sH{of gfL|Ct.

ONTAP Select AEZ|X| 22AM X2

ONTAP Select FAS 2 AFF 0{3|0|0]] Q= AEZ|X| 28N SMI} QAISE AEZ|X| 284
SME2 MlEZeL|Ct.

SZ2 Al VSAN E= it Z2A| 0{2[0|E AFE35H= ONTAP Select 7Hat NAS(VNAS) HiE= SSD7t Ot 2FH HZE
AE2|X|(DAS)E AH83= ONTAP Select 2| 2H At E }2tof gfL|Ct.

DAS AE2|X|0f SSD =2t0|229 Z2|0|Y 2o ATt U= B, ME2 2X| Al AFF 2 fAle E40| X522
et Lt

AFF ot AR g & X|H OH2 212t SE 7|52 24X S0l X522 Z-detEL

M A mr e re
oo ou o
FE 09..'.' J:ﬂé rg F2
S o 0 oA
o e
m ro =
o M 1
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N A
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o
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ONTAP Select 2= 7|2 AE2[X| 2&d HMS LHSIYE=X] eelotz{H M=

Aot

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.

Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver:
Volume:
Schedule
Policy:

Compression:

Inline Compression:

Compression Type:
Application IO Si

Compression Algorithm:

Inline Dedupe:

Data Compaction:

Cross Volume Inline Deduplication:

Cross Volume Background Deduplication:

SVM1
_exportl NFS
auto
true
true
adaptive
8K
lzopro
true
true
true
true

~_volume

9.6 0| 2t0ilAf ONTAP Select ¥ 12{|0| =52 Z2|0|Y 2t0| A S ALE3I0{ DAS SSD A E2|X|[0f|

®

S AFF 9 AR

S42 ALZo2(B 2T 0148

o=

LHE2 7|z X0 E2stHAL.

ONTAP Select AEZ|X| &

ChE EE OICI] a0t &
X[t HHE[E= Chet ME
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DAS SSD 7doi| chiet ¢ 12|0| = S&fof| CHet &1 Aret

ONTAP Select 9.6 O|A O Z 24 2|0| =3t = El‘ 2 7|CI2[MA|2. system node upgrade-revert show
& S8 ME 224 U2 @307 Mol 28[0| =7} =[RS S LI = BEILICE.
ONTAP Select 9.6 0|42 = HT2|0|EE A|ARIME 7|E EAM YEE M EF0|LEME MHE H

HiZE =B SLS %’E.*% &HL|C}. ONTAP Select 2= Y 2[0|EE HA|= 7|2 222 MZ MME= 223 He
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active ER

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing
VLAN trunk range: 04004

MetFlow,

LACP7| &Mst=l 24 ySwitchS ARS8 ZE 1

i ]
-
0x
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Resource Allocation Nolify Switches:
Monitoring
Miscelaneous Fadback:
Advanced
Failover Order

order spedified below.

|Route based on IP hash -
|Link status only -]
|ves |
ITes _:J

Name

Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplink1

1

Select active and standby uplinks. During a falover, standby uplinks activate in the

Move Up
Matse Down |

LACP7} &M3l=l 24 vSwitchE ARt LHE TE 1

(1

0x
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VST2t VGT & 7tX| 4 40| 2 & X EL|Ct CHs OZ2 A Hij A|Lt2| 201 VSTE EHELICt 07| A
Egfmie gEE ZE JE% Sl vSwitch AZ0A Ef 37t XIFELICE O] MM 2 AE U LE 22| LIFE
ONTAP ZE 030 &&tx| 1 stct=l TE IE22 E31 VLAN ID 102 Ef 37} X[ ElL|C}H H|O|E| LIF= ZE e0b2}
eOc = e0gol °*E*Elﬂ S XE _Eg Arﬂér@l VLAN ID 200| X|HEL|Ct EHAEH ZEE= N HIY ZE
88 Arﬂﬁrﬂcl VLAN ID 300 &LICE.

VSTE &% Ho|F &l 22| 22|

Ethernet Switch

PortGroup 1
Management traffic
VLAN 10 (VST)
v e | PortGroup 2
monl =, Data traffic
vian1o | vianm VLAN 20 VLAN 20 (VST)
= == LJ o PortGroup 3
Cluster traffic
VLAN 30 (VST)
' T
Cluster-management LIF: . :
i 10.0.0.100/24 | 192.168.0.1/24 |
i ' Data-2 LIF: |
| Node-management LIF: :
IL 10.0.0.1/24 152.188.0.2724 N

CtS D& T HIj ALt2[2921 VGTE 2 ELICE O] A|Lt2| 20| A= ONTAP VMO| HE9| HZEFHAE TH|QI0|
HiX|El VLAN ZEE AtE3t0] Ezf{lof| EfIE X|IHELICE O] ool M= 714 EE e0a-10/e0b-10/(e0c E= e0g)-
102} e0a-20/e0b-200] VM EE e0a2t eOb 2|0l BHX[ELICt. O] M E AMESHH vSwitch AZ0] Ozl ONTAP
LHOIM 2™ HERIZ EfOE X|-EE £ U&LICt 22| 8 HIO|E LIF= 0|21t 7tA L E| BiX|E[0] T VM ZE
LHOIIAM 3=71A Q1 2AH|Z MIE2317t 7HsBLICE 22{AEH VLAN(VLAN ID 30)2 O{Fs| ZE OF0|A Ef T X[™ELICt.
EAbE
* Ol2{st 7 il
ZL VLAN ZEE

. VGTE X|25tH™
AQX|of| HEE T

Al
—_

Ci2f P B8 MBY 1l S3] MBHSILICH $71%0! =2l 22 % 1 HEAH Baw
HEo| ALRRH X IP 2202 IZBSHHL.
E
E

SXI/ESX @A E HESR3 O{HE{7} 22|X AL(X|2| ERIA ZEO| HZE|0{OF FLICt Jhet
JE9| VLAN ID= 40952 27HE|0 A0{0F ZE O F0M ERUS ALEE = ASLIC

VGTE &8¢ H0|F & 22[ 22|
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Default m

Broadcast Domain: B0 Broadcast Domain: BD2

Data-1 LIF:
152.188.0.1/24

-

Cluster-management LIF:
10.0.0.100/24

3

Node-managementLIF:
10.0.0.1/24

N PRI A T AR AP LR Data-2 LIF:
192.188.0.224

_ﬂ

17184 OF7 ||

ONTAP Select 17t24 1M

AMEXF 2HE0f| 7HE Mt HA 42 HElsY| 2l 17t S8S LOIEAMIR.

>

4S0| OE2[A|0]F AIAREE ABT2f0| 25 AEE[X] O{E20|H 01|A1 & StESI0] 7|8 AT EQo] 7|t
FHOZ F717| AEHXI2, S0t LiZehdo)| chet 7|2t = HEo| uudl—llif Mz 27 X8 S8
PO)E HM3dt= HAERE2 Qe Ao R = 7 Q40 o7t 2dstHat: M0 &4 S WX[ELCt.

Y]

(

SDS A& MY BEE2 SRE(X| ¢= AER[X| JHES 7|HCE IXRE|JOH, ATEY N SX|= o2 AEE|X]
AL 20| ALE Xt CI|O|E{2| 02 AHRE 2 X&SH0] HIO|E S-S MSELICHONTAP ONTAP Select ONTAP 0| A{
H3st= 87| SH 7S (RAID SyncMirror )& AHESH S2{AE] LHO|| A2 Xt CI|O[E{2] 7t AR S AT ZN Of
HHE 7|8O 2 BLIC} O]= HA X2l HEIAE LHOj|A BtL|CH 25 HA X2 = 71| AL Xt CIO|E AHR S
XMEBLICHSILE 28 S E0|M MBsts AEZ|X[0, CFE StL= HA THE 0| A HS3dHs AE2[X|of

X ESHLICH.ONTAP ONTAP Select 22{AE{ LHO{| A HAsar S7| Exl= M HEKH, = 7HX| 7|52 22(5t ALt
SEHMOZ AT 4 QlELICH ZUHOZ 57| 2X| 7|52 O & Lo A Tt Ar%%-* 2 U&L|Ct.

@ ONTAP Select 2HAEOAM 7| X 7|2 HA #312| YL 0|H, H|S7| SnapMirror EE&
SnapVault =H| AEIZS CHA|SH= 20| OFELICEH 7| Exl= HAR EE2 ALY = glEL Er

ONTAP Select HAHI I 2H0j|= CFE =& E2{AE 4, 6 L= 8E)2t 2 E 22{AH, T 7IX|7t JELICH 2
ONTAP Select 22{AE{Q| 7}E 2 EXI2 o|& Zx| MH|A Ar%rm AZ3! E3|Ql(split-brain) AILIEZ|2E
sfZABCH= Z4ILICH ONTAP Deploy VM2 #A4stE R E ZiE HA Mo| 7|2 =Xt Hete st}
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T 7HX o7 BN = Ttz 0| EHE[O] JASLICH

2l

oA SAet 28 HE AEZ|X|E AHESH= 2.=E ONTAP Select 22{AH

ONTAP
DEPLOY

Mailbox
Disks ///'
4 o
; -

-~ o ) —

2= = ONTAP Select 22{AE{= HA & oLtet O|C[0f|0|E] StLEZ L EILICE HA & LHOI| A 2
@ S2AH =29/ MO TAl= S7|IM2Z n|2ZEH, Fol =X T Al H|0[E] &4 0] ZYsHX]
grELct.

*2Z HZA AEZ|X|E Al2%I= 4. E ONTAP Select 22{AH

* 4= ONTAP Select 22{AEE F 71l HAMCOE M EILICE 6E B! 8 E S A= 22t 374 8l 479
HAXOZ L HELICH 2 HA Y Lol 2t 22{AH LE9| H0|H &A= S7IMCE D|2HYE|H, o ZX|
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Al HIOIE &40 & HstX| i LTt
k=4
o

* DAS AEE|X|E AT ZAR E2|X MHO|= ONTAP Select QIAEIATL SHLIDE QIS 4= ISLICEH. ONTAP
Select A|AEIQ| 2 RAID ZIEE2{0f| Ciot H| S 7 HUMAE LRE StH, 2H0f| HZE CIATIE H2[5IEE
HALRCEZ AEE|X|0f E2[HMOE HALX| OH EItsTLICt

LS — —

2-C HACH CHS =5 HA

FAS 0{2]|0|2} &2|, HA 42| ONTAP Select = E= |IP HEQIE ESA Tt EAMTILICH Z, IP HEY 3=t Zroj
X|H(SPOF)0| E|E2 2 HEY 3 28 4 AZ3l E3|Ql(split-brain) A|LIZ|22FE E5dt= Z10| A9l Z2%t
Z0HO| ElL|C}E CFS = S2{AEHE M 7 O|AMS| MZE L CJt S{AE TS FHASY £ Y00 Z Chd I

AY 2 UELICH 2 E 22 AE = ONTAP Deploy VMOIA SAEISHE SMAL MH|AS A25t0] 5L ZOIE
&Lt

ONTAP Select = =2} ONTAP Deploy ZMXAF AH|A 7Ho| StEH|E HES|A Ea|S A|AstE|D 22120
=|0{Lt2 2 ONTAP Deploy VME ONTAP Select 2= = S2{AE{Q} T} H|0|Ef ME{O| M SAEIE £ Q&L|CH

ONTAP Deploy VM2 21 = S2{AE|e] ST} S T 1} siT Z2AES WXl o)
SILICH EXAF MHIAS AR E 4 gl A2 21 & Z3{AES HlO[E M2 AL8HXI 2 ONTAP

(i) select 221AE|9| AE2|x| Fof T4 7|52 HIgHSSIEILICE T2 ONTAP Deploy SHxt
MH|AE= HA 2l Zf ONTAP Select .= =0 X|E£H 22 S418H{0F fL|CH S22 AE HEO0| ML=
ZrSst2{H £| A 5MbpsS| CHEE 1t £|cH 125ms2| &5 AIZHRTT) XA AlZto] ZRfLCt.

ZRHX} HEHS SH= ONTAP Deploy VMES LA MO R = HAMOZ AL 4 gl= AL E X ONTAP Deploy
VME AH8510 2 E S AH S S/ 5 USLICH 0|2 218 Mf ONTAP Deploy VMO| ONTAP Select
LEE Z2|g & QiXIE SHAH HEH g12|B0= S3HORE #ost= 7A40| ElL|CH ONTAP Select ‘= =2F
ONTAP Deploy VM Zt2] EA2 |IPv4E E3HiSCSI Z2ZEZS A0 Y EIL|CH ONTAP Select == 22| IP
Z2A £ JHAIXIO| 11 ONTAP Deploy VM IP A& CHARALICE M2t 2 E S2{AHE MY of L= #2| IP

Z 0] chsll IPve FAE X|YE 4= IELICE ONTAP Deploy SARIE ALME CIAT = 2. & 2 AE MM Al
AH=OZ MAME|0f A ONTAP Select .= 22| IP TAZ OIAZEILICH MA| AAMS AN 0| (502
SHE|H FT71 22| EH2 HRSHK| gtELICt 22{AHE Md5t= ONTAP Deploy QIAEA = ST S2{AE2 7|2
STHAFLICE

el ST /K| E HEBHOF = 2 22| 20| BREfL|Ct 22 ONTAP Deploy VMO| &4 & 20|
S2{AH HHS 23E £ UELICE O2{Lt NetApp 2= 22{AE{ 7} QIAEASHE! mjOtC ONTAP Deploy
CIO|E{H|O| A E uidet 242 MEfLICE.

=

2-= HA O 2 E A E2||X|E HA(MetroCluster SDS)

2L E HE[H/HE[E HA SHAEHE O W He|of| 24 235t 2f L EE CHE H|0[E ME o BiXIE = JASLICE
2= E2{AEQ 21 E 2HEF 22{AE{( MetroCluster SDSEI T 8o RUs AIO|HL E ZHHEYI HZA
He|YL(C}

2LE SYAHE F =EJF 25 300m 72| LHe| St H|o[E MIE{of| Y|X[et S2AE=Z Mo|EL|Ct YutNo=z =
LCE S HESRA AQK| E£= ISL(Interswitch Link) UIER 3 AQX| MEO| CHSE HZIIE ZHELICEH

2= E MetroCluster SDSE = E50| E22|HOZ 300m 0|4 HO{X Q= EHAH(MECIE ¥, MR OHE AZE M2
CtE O|o|E| MIE)Z MOl ElL|Ct ot 2t L =o| 2l3 HZE2 Mo | EQ|3 AL|X|0f| HZELICt. MetroCluster
SDSE HME StE O E LR E otX| ZELICt T oig 282 X|H AIZHRTT |t 5ms, X|E{ | 5ms, & 10ms)
gl 22| H2|(XCH 10km) RUS Z=8l{0fF ThL|C}.

MetroCluster SDS= Z2|0|¥ 7|50|0 Z2|0|Q 2t0[MA = 20| XL 20| A7 LTt Z2|0]H
2tojdA= A2 8l SH2 VM HDD % SSD 0|C|of WdS XLt Z2|0]Y XL 2t0[M A= NVMe
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cato|e We e XARfLICt.

MetroCluster SDS&= 2Z HZ AEZ|X[(DAS)2t 37 AEE[X|(VNAS) 20l A X2 ELICE vNAS
782 ONTAP Select VM2t 7 AEE|X| 74| IEYIZE QI YUHO =2 [ 52 XA AZtS

() ZBLICE MetroCluster SDS 242 2% AE2IX| XY Al7tS E#6h0f S 240 Aok 10mse] K|
AZh2 RIZBHOF BILICE 5, Select VM 7Ho| XI2i AlZHat Z et 212 Betx| ekttt ol2{2t
FHOIME B9 A2IX K Alztol RAIR & 81| RelLich

ONTAP Select HA RSM %! 0|22l &=l ZA|

RAID SyncMirror (RSM), O|2{HE &A L MI| Z=2E AHE5SH0] O|o|H &4 2X|gL|CE.

7| =H|
ONTAP HA ZEI2 HALIE 4 7JHH 2 7|9t O = TIL|Ct. ONTAP Select ONTAP 0| LHZHEl RAID SyncMirror (RSM)

715E AE35t0] S AE LE ZH0j| HI0|E 2E2 SHEZM O] OF7|HXE HIZ R &8 M etFoz
SIFBILICE 0|2 S8l HA Yol ZX = 7H2| ALEX HIO[E] SAHE S MS LIt

SAZE U= 2 E EHAE = F 719 HIO[E] MIE{0] ZX UAS = JSLICH XpMe LIE2 MH S HXSIM K.
"2 = 2H& HA(MetroCluster SDS) 28 Afz" .

ol E A

ONTAP Select 2HAE = 2710l M 8712 LEZ FHELICE 2t HAYO= IPHESRIZE &3l LE 2o S7|He=2

Ol2{3El= & 02| AFS XL C|OIE AbZ0| ZetEL|LE. Of D22 ALSXf| A FESHH, HIO|E A W8 T2 A4
0|l At = AFE= HlojH EAl £ LTt

ONTAP Select 2HAEC HE HAl= L E Zo| &M A| CIO|E 71842 St SHE0] Zoff E4 Al
SPOF(Single Point Of Failure)E &X|5t7| 23 O|2{Z/=|0{0F SLICE. ONTAP Select 22{AE 2| EA = HA 42| 2t
CEOM M3sts 7H CIATE T[22 #RE|H, OHS C|ATE AL ELICH

* C|A32| 22 ME(3M ONTAP Select =E0|A ®2)

* UM == HATME Yt MSdts D3P & ClA3 ME

@ E3lo
o H -
A

= —_—

O HZ LA2 HZE ONTAP S2{AE Q| &5 YAt Z=HOZ LHELIL, 0= ONTAP Select 22{AH L9 2=
=E Sl Ho|H C|A30| HEELICH HA0l= 22 3 0|2 G|o[E] SAR=0| 2= IEL|CE M2t N7HO| 7hy

oS F=ots Ol AF8El= 22 L2329 0|3 C|A3E= 37|7F SHOF gHLCE. of2{st
ZEZ 0 o AA 0]2] Y3 LEHLEY| 2ol 22 A ont EA 12 X[HELUCH X
Ho= X[ 2F0f w2t CHE 4 ASLICH

ClA3E Zoldh= A= & HM G0 SAHE0] 2&/eh {2300 &F3517| W20l N/27i B|230] siEdh= gt
s

St
AE2|X[E HMSELCt

Ct2 1212 4 E ONTAP Select 22{AE LS| HA UE HOFL|CL. 0| 2B{AH L{ol= £ HA IIELH9
AEZ|X|E A= B DA(HIAE)ZL QELICE O] HIO|E RAlE & 71| 7tA CIAT MEZ M EILICH 22
M E= ONTAP Select 298t 22 AE == (Plex 0)0|AM M&st, A MEE= Eoff ZX| IEL(Plex 1)MIA
Hl3gtL|ct.

Plex 02 EE 2Z C|A3E N&ESt= HAIYLICE Plex 12 03 C|A3, & ALEX} H|0|E 2| & M| EXE2S

XESH= CIATE MESH= HIQLICH HAE AR =E& Plex 00| C|AZE HSotD, oY L E°| HATIEL =
Plex 10| C|A3E M3 gLICt
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Ch2 22 F71e A3 2 AME 0|2 E HAE EHELICL o] AL HE2 F EAH =0 0|2 = H,
2Z C|AT NET-1.12 Plex 0 H3l0||, &4 C|A3 NET-2.12 Plex 1 HZl0f| BiX|EIL|C}. O] O[O0l A &l A| test= 1%
EHAEH LI AQSHH 2Z C|A3 NET-1.12t HA IIE ] 0|2 C|A3 NET-2.12 AtEgL|C}.

* ONTAP Select O|2{Z Z/A|

HA Pair

Disks mimored
over IP network

NET-1.1

ONTAP Select 22{AE{7} HHEE| B AJAS0] U= DE JH4 ClATV} SHIZ B2A0| IHE0=
() Zus=oz Agapt CAS gokn peisto] £} 22 S9E Bt giSLIL 0|2 53f A4z
CIAZ7H HRE B2A0 BEEs 22 WXSD Aol 0]2f [A3 7HS HBELICH

MY EZE

S2AH L& ZHH0[H 252| 37|14 D|={2lar A|A- Fol 24 Al H|0]E] &40
ONTAP Select 22 AHE S8l 4| = MI| 20| Hote|= F=0f 2ot I
A2 - ELC

| glofof Sichs 27 Arge
2 OjFLCE o ZEAAL £

e AO
S

C|AE[0]E

CH& S &0 CHSt M7= H|O|E LIF(Limited File Initiative)E S8 = =|H, ONTAP Select . =2| A|AE! CIAS|
= 7H42tE NVRAM IHE|M0f| Bl E = S210|HE0| 2l ELICE HA #40ll M= 0[2{gt NVRAM M7|7}

QI=7| Mol Ch&t 28 _+_'|C')rx|'0| HAIIEL0| SA| 0= B2 71 HAZF HREL|C Ol Z2MAE Rl2f =0
SIEHO] Zof7t Hde 22 HATIEL =0 It A|AR At BFefL|Ct

ol
M
st

M| J£.*°*0I NVRAM Of 7Sl El =, ONTAP O| ItE| M9 H 2 NE 7MY CATE FI|XMOE 0|SE LY. 0f
D= MNAE C|AHO|HO[2t D SLICE O] ZEM|AE T SE2 AR0 2 A LE0f|M o HoE 23T, HA
HFELMIHE THE|X| QFSLICE

C}S 1212 ONTAP Select =E0| S0{Q= M| QX0 7| A2 E HOIFL|C}

* ONTAP Select 7| A2 3 E=Z
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ONTAP Select A

ONTAP Select B

001
100 |

THAIZE ZeHEL )

H QIEHO|AE S3ll A[A”of YHELICE

M7|= ONTAP Select .E A7t 273t =2

M7= =E A9 NVRAM Of] HAl&| 11 HA THELHQl == BYj| O|2{=IElL|Ct.

* FHALE R0 /O 70| 2HSIH diE F2 S2t0[AE0AH| ChAl 2l ELICt.

!

NVRAM Of| A H|0|E{ E A 22| ONTAP Select C|AE|0|XE( ONTAP CP)0ll= CHS ThA|7F EEHEIL|CE,

* M7]i= 7HE NVRAM Of| A 7h4f Gl0|Ef Z7I2 AR 0| K| gLt
LEEE

fle & ZHA0 222 57|HOR EHBLC,

ONTAP Select HA= H|0|E| ES E ZstgiLC}.

1I7t2d(HA) C|A3 SHEH|E, HA AFM e, HA SHEH|E!, HA ZHoff =X| 2! Giveback 7|52
HIO|E 2= & ZstefL|Ct.

C|A3 StEH|IE

ONTAP Select HA O}7|ElX| = 7|Z& FAS O{2|0|0| M ARE|= B
Ol2{st 0of|?| & StLt= ClA3 7|H SHEH|E A UL|CH C|A3 7

e 3c
+
[¢]

E Z2E ZEoX, R 7HX| 627t ASLICE
|2k SHEH

[EH|Ee 2B{AE Lt YYD Ha|2
olef 8t 52 9l(split-brain) 2H410] SABHE S WXISH| IoH ALEBHE HILIE AT 7|3t
S0l AlLt2| 2L UstEO

£ WARILCE 28
SI4tE O 2 HE9IT SO QI st 22 A Eero| Znto|n, 2t oS ATHo| AJAH
CHR S ZX|SHD Z2IAH 2AAS MRt AIZ B,
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AE{ZL2t0| =25 HA 72 Ol2{et RHo| AlLIZ[RE HESHA| H2[sofF BL|C. ONTAP &9 CjA3 7|4t
SIEH|E WAlg S3ff 0| S™eLICL Ol= S AH LETJ| SLEH|E HIAX|E MYsH= O] AH8E = 22X
AE2|X[Of YUK HA AbM O M B RILICE O S8l 22{AE = HES 2elstn Foli =X Al HES Folg =

UASLIC
S/ 2E2[X| HAOIF|HIM E AFE3H= FAS 0{20[0f| A ONTAP LSt 22 HHo 2 AZS] Bl EXE

* SCSI g+ of|ef
* H3 HA H|E}H|O| E
* HAMS HZZ SEoff MSEl HA AEf
J2{L} ONTAP Select 22{AEHS| S RE|X| = OFF [N LHHIM= L EJF XHAQ| 2H AEZ|X|2E & 4 1T HA
=
=

MEUS| 2F AEZ|X= = 5 RSLICH T2t HEHI 282 St HAYO| 2f = =7} 22|=|H

ol =X SE2 2Tot= 7|Z Y E MEE = SlSLICL

71Ze 2 B2l ZX| 3 SR HEE MES = XY, STEIX = &F2| Mt =S SF5ts M YHO|
75| ZRBILICE. ONTAP Select 7|1E APME QIZ2LE H S 2SI HEHD 2 Al M LH2Z A Y

UNCE JLICL SR 2EZXE AMEE += QB =, NASE Sall AbMe CIAZ0] ANASHH SH7F A E LT
O[zfet CIAT = iSCSI ZZEZS AFE0H0 2= SR AH | SMALE ZEeh 2 AF TH|o| 2LHELICE T2t
22 AE E= 0|2{st ClA T et BMAE J[8tO 2 X|SH Q! ZHoll Z=X|(failover) 2EE LI = AELICL
LEIJFHATHEL QFQ| LHE 29| AbMet CIA 30 HAMA S 4= QJATHHA Y 25 S 7Hs540| Z&LICHL

S2AE| A AT 2ol SHS S1ZS7| S ALK 0P| H2t C]AT 7|8t SEH|E wae
(D) ONTAPSelect | TH5 e #H0| 2= B2AEIS 3L 47} HE = EE HC/00[ElS oz
st olgelLic

HA ALME AA|

HA AtAel OFF[RIK = HIAIX] AN 22S AIERILICH 222 LE= HEXHO 2 HAXIE A MBI SMAE
HLotot S2{AH HAMQ CHE ZE AtMel LA LEJH HY 2 SUS LEILCE HY 2 AH LoME o=
MM E SHAH 20| T AbMe {2 30] CHE 2E S2{AH ==0|M AlAIE HAIX|7F JELICE

2} Select 22{2AF L E0[= 3] AMME AM A0 EES| AEE|= 7tet L2337 HZELCE 0| C|AT = = Fof
EEUHER/I ZE Al S2{2AH SM YAOZ HFst= 20| F J7|50|22 SIHAL AbtAfet L2328t gfLct. of
AME ClASE ZF 2e{AF E0f et TE[MS Xestn JOM CHE Select 22{AE =20 2|3l iSCSI
HEHIE Sdll OF2EELICE Ol2{3t 2= FIIHC = ALME C|A39| diE TE[F0]| HEHE AARLICH 23 AH
HAo| 24E HERID HHA 7Hs AMY CIATE AESHHE & 75 IHEZAS S L& HEIE R +
UAELICH |E 501, 22HAE = A9t B= 22AH & DO AMME0= AlAE = AX|TH L E COf ALME0=
AAE &= AELICH ot 22AE = D= & Co| AMMEof| AlAg = §loB 2 = CIt CH2 | UL
HEHI7t 22| /AS 7580l 22, == CE AsHoF LTt

ot &izo| Fct

NetApp FAS Z2Z 1} OHXH7HX| 2 ONTAP Select HA 45 HZE S| TI|XOZ HASIEH|E HA|X|E
MSTLICH ONTAP Select 22{AH LHO|A = HA IHEL ZH| £XH5t= TCP/IP UEY 3 HAS Sl 0| 20|
SHELICE EBH ClA S 7|8 SEH|E HIA|X| 7t SXHAE AL T CIAIE EooE 2 E HAAME CIASZ
MEEILICE of2{8 HIAX|= & %= ZHHAO 2 MYE|n FI|NMOZ QILICt 0|2{8t HIAIX|Q] &4 BIE S0
ONTAP Select 22{AE = FAS S E0{|M HS5t= At St oF 15k O[LHO| HA &0l O|HIEE X
USLICE SHEH|E HAIX|E O 0|4 SiX| o™ Eof Z=X| O|HIET} E2|HELILCE.

Cte O2l2 ct ONTAP Select 22{AE =501 L& CO| M O|A HA AHS HZ Gl ZXHX} C|AIE E8f| SIEH|E

glo



HIAIXIE Ul = T2 HAS HO{FL(CH

rr

@ HESR3 SIEHIE= HA AT HAS Sl HATIELQl L E DE M&E[&= 8, C|AT SIEH|E
DE S2AH LEAB,C,DY A ATE AtREHL| LY

"4 E Z2{AEHO HASIEH|E: FA &E

*

__

4-node ONTAP Select cluster IPHinasboet

P
Server C

(ServerA rServer B

Mailbox Hearbeat — .. .

%, _ Rl
Cluslar rmll:nsks Mad&lur
Mailbeox disk

HA ZHof Z=X| 5! gtet

2o} Z3|(falover) 212 5, B4 545 B¢l =E HATIE U HO[E(] 22 =2 ALSst0f Tlof &Eo] Hloley
HI2 H2lS WELICH S2H0|AE YOS ST g10] A28 4 UX|2H 0| HJOJE{S] B2 ARHS thE A| B (giveback)
F0|l 2R|=/0{0F BHLICE. ONTAP Select 2| 272 K6Hr] SELICH YH| B8 3ot H4 B 59l =0
NEE H Ao 2ME]7| g2Lict,

TS EIE 1S9} S2AE|Of THA| Bo1512 S5t 8 ZHelo] ASO2 EaAELICH S7|3h Hofl Z2l AlZre of2
Q9101 T} G117, ol SOI0 HAIAI0F Shm 65 ALR 4, & 21 IESIS K18 A2, 2 2o CiAn

81| AR A S0| UALICH 57|13 Hoj| Zz|i AJZHo] XS  K2| AjZkol 1052 a2t 2 ALt o] 3

S713t 4 Ae] # $EO2 # NS SWsio} HLICL TS PHS NS0l 5718t o M2l WY Y2 BUEYY

4 gt

storage aggregate status -r —-aggregate <aggregate name>
ML
o o

ONTAP Select &5 72

ONTAP Select 22{AE2] 52 7|2 ot=90 8 12| 40| tiet &Es| et =
UAELICE EH StEH0] 7142 E% ONTAP Select QIAE AL M50f| 7ta 2 J¥S O|K|=
QAYLICE CHE2 £7 ONTAP Select QIAR A9 I50| ks O]X]= R 71X 4Lt



A Fob4 YEIMOR O &2 Fot4Tt O EELICH
* CHl A3 CH HE| A% ONTAP Select HE| A% 7|52 AFRBIX| X|TH HE| A% LM S X|Q5H=
=2 Qleh TA| ds0ll o= " xro|7r H**HOH_|I:}

StO|THH[O| X 23

* RAID 7t= 71 8l 2
C2to|HZ uA

* RAID OF9| EEI0|E R 8l E20|H %,

StO|I{H[O| X =2f0[H. SHO|I{HFO| K| M ®ISdts 7|2 E2t0|HE SHERo S 2|
ofiof & == AFLICE.

* 5t0| B0 A B Sl TiX| .

ONTAP Select 9.6 A5: Z2|0| HA 21 & SSD AEZ|X|

ONTAP Select (Premium XL) SIEI{(=EE)

* 2X|Z Z20|HX| RX2540 M4:
> 2.6GHz Intel® Xeon® Gold 6142b CPU
° 32719 E2|X F0{(16 x 2 A2l), 64719| =2|X 20
° 256GB
° SAECGHEE0|E: 24,960GB SSD
- ESX 6.5U1

22H0|AHE SHEH
* 5 x NFSv3 IBM 3550m4 Z2t0|AHE

74 HE

* SW RAID 1 x 9 + 2 RAID-DP(117lf E2}0|&)
* 22+1 RAID-5( ONTAP 2| RAID-0) / RAID 7iA| NVRAM

* MY 2E2d 7I5(Y%E, 5 ®MAH, 2H4 SAL SnapMirror §)0| AFSEIX| ELITH.

Lt = 2ZEX0] RAID2 SIEYO RAIDE 2T AFE5t= 117H2H(HA) ONTAP Select .= &0 A §17]/A47|
AIZ 0] chio ZYE Me|ZE EoFLCH g5 EE2 SI0 £ dd =7 E M8t A USLICE.

(i)  olaf$t 85 %I ONTAP Select 9.6 7IZOE Bt

AT E|0| RAID U $t=9|0| RAIDE 2% DAS(RIY ¢HZ AE2|X|) SSDO| T =4l = S8 QIAE AO| UL
ONTAP Select 22| AE{0]| CHzt

62



=k =X 17| 64KiB =X} A7| 64KiB FZi9| 217| 8KiB 29| M7| 8KiB EH WR/RD

DAS(SSD) 2171 MiBps 559 MiBps 954 MiBps 394 MiBps
ATELN

RAIDE Zt&

ONTAP Select

T3t QIAEA

DAS(SSD) 2090 MiBps 592MiBps 677 MiBps 335MiBps
ATEQ]

RAIDE AtE%t

ONTAP Select

Z7HQIAEA

DAS(SSD) 2038 MiBps 520MiBps 578MiBps 325MiBps
StEQ0] RAIDZt
U= ONTAP

Select 7t
O|AE{A
—— ——

64K ==X 217]
MNIE:
* SIO XX 1/0 &M%t
c 299 E
* LES 2712 HO[E| NIC
* LE5 1 x H|O|E| TA|(2TB St=%201 RAID), (8TB A2ZE£|0{ RAID)
* SIO ZZM|A 647H, T2 MAG A E 174
« LECH 3270 £

* TZMAT 1HS] ot Tk 24242 12000MB R LICE.

64K =Xt M|
MNIE:
* SIO 2F 110 g43st
c 2749| L E
« =B 27049 H|0|H HIESI3 QIE{H|0|A FHE(NIC)
* LB 1 x HIO|E] EA|(2TB st=901 RAID), (4TB 2AZE¢|0{ RAID)
* SIO ZEM|A 1287, ZENAT A E 17Y
* Lo E8: 32(5=90] RAID), 16(2ZE$|0{ RAID)

* DI2MAE 17HSf ohe, mb 24242 30720MB LI LY.

8K ZHHE 17|

NI

(50/50) 8KiB
564 MiBps

441 3MiBps

399 MiBps

63



* SIO =X 1/0 &5t

« 2749 LE

* L= 27H9] H|OIE NIC

* LEEH1 x HIO|H &AI(2TB st=S0 RAID), (4TB 2ZE2||0{ RAID)
* SIO IZM|A 6471, TZMNAZ A E 8oy

s LB =8:32

* TZ2MAL 74O mpY, mb 24242 12228MBRILICE.

8K HE M7
MIE:

* SIO E|H 1/0 &5t

c 279 LE

* L= 2719] H|OJE NIC

* =g 1 x O|0|E{ TA|(2TB 3t=20] RAID), (4TB 2AZE|0{ RAID)
* SIO Z2M|A 6470, TEMALH A= 8N

*LCEE EE:32

* TEMAL 1749 b, MY 242H2 8192MBRILICE.

8K = 50% M 7| 50% 47|
Ml
* SIO =™ /0 &3}
s 279 LE
* L E& 2749 Of|o[E NIC
* LEo 1 x HIO|E| EA|(2TB 3t=20f RAID), (4TB 2AZE¢|0{ RAID)
* T2 MAT 64719| SIO proc208 A=
s LCE=8:32

- mEAAL 14| THY, THY 242t 12228MBYLICH

64



4=

M =2

Copyright © 2026 NetApp, Inc. All Rights Reserved. O|=30|A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 glo|= of et HAO|Lt =EHFAL =2, =% B MX AM A|AH0| & SH= AS HIZet 2T,

XA = 7|AN o2 SXE o~ glEL Ch

NetAppO| MZH# S 7HE Xt=0f| A= 2ZELY0{0f|i= of2HQ] 2to| M AeF nX|ALeto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y St Ze5t0](010f =X §4F), Of ALEH 0] A= Qlol| L Md}=

I
2= A o 71 A8, QU Sof, UM Ao, ZuHH AdHo| Lo chotod 1 2 0|9, M, Ao}
O, {23t Mol S Bel(hAl twi JX| 92 F2)2t 2210] OfmEt MUT X|X| oD, 0jet 22 Ao
24y JHs 0| SX|=IUCH SHE2FE ORI pRILIc

NetApp2 & A0 2 E HZFS ANMEX o2 glo] HEAY AHE|E EFELICE NetApp2 NetApp2| HA|E Q!
MH So|E &2 ZRE Helste & 2M0| 2EE HFS A5 2dst= ofet ZH|0l| = MRS X|X| 5LICt.
= HZQ A = F0i2] B2 NetAppOliA= Ot ESH, B = 7|6 XA T LHH0| HEE|= 2o AT
HSotX| s LIt

= 2dEM0| 2FE HMF2 oLt ol g2l 0= 59, ot 9] L= £ T2l 5512 2 UL

Mgt™ M| Al HE0| o5 AF2, EX| = S7H0ll= DFARS 252.227-7013(2014'F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= H|O|E-H| 4 HA S=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE HMptAtEto] MEEL|Ct.

of7|off Z&E HO|E= AU ME W/EE 4YUE MH|A(FAR 2.1010] H2|)ofl sH=HSHH NetApp, Inc.2| 5
RHAtIL|CE & A2k 2l HS &= 25 NetApp 7|2 CIO|E X ZEE AZEY s 2XEMOZ MHE0|H 710l
HI20O 2 JNUE|JELICEH O|= M2 = HIO|E{ 7t M3 E 0= Alefa 2 sto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHH0|I e 4 oM THAHR0| E7t56HH F| & S7Hst 2to| A E HgtMo=
ZHELICE of7]0f] IS E BRE M5t NetApp, Inc.2| AP MH S0 gl0|= O] HIO|HE AME, 37H, M4t +=H,
28 e FA|E & QI&LICE 0|2 2UHR0)| Cist M5 210 MlA = DFARS £t 252.227-7015(b)(2014E 2€)0]|
HA|El HtO 2 F|SHEIL|CH

AE H-

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| LIZEl Ot3= NetApp, Inc.2| HEL|CEH 7|EF S|AF S

HE OIE2 oiE 27X EHY = ASLIC.

65


http://www.netapp.com/TM

	심층 분석 : ONTAP Select
	목차
	심층 분석
	스토리지
	ONTAP Select 스토리지: 일반 개념 및 특성
	ONTAP Select 로컬 연결 스토리지를 위한 하드웨어 RAID 서비스
	로컬 연결 스토리지를 위한 ONTAP Select 소프트웨어 RAID 구성 서비스
	ONTAP Select vSAN 및 외부 어레이 구성
	ONTAP Select 스토리지 용량 증가
	ONTAP Select 스토리지 효율성 지원

	네트워킹
	ONTAP Select 네트워킹 개념 및 특성
	ONTAP Select .
	ONTAP Select
	지원되는 ONTAP Select 네트워크 구성
	ESXi에서 ONTAP Select VMware vSphere vSwitch 구성
	ONTAP Select 물리적 스위치 구성
	ONTAP Select 데이터 및 관리 트래픽 분리

	고가용성 아키텍처
	ONTAP Select 고가용성 구성
	ONTAP Select HA RSM 및 미러링된 집계
	ONTAP Select HA는 데이터 보호를 강화합니다.

	성능
	ONTAP Select 성능 개요
	ONTAP Select 9.6 성능: 프리미엄 HA 직접 연결 SSD 스토리지



