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HFHL|ZLICH 22{Lt ONTAP Select % ONTAP =2 S Storage vMotion X| 20| VMFS 50| VMFS 622
Metste EN 25 Q0] CHE AlLt2| 20| CHSAM = K|St 2 S| A ELICE.

- o |

ONTAP Select 7t C|AZA

ONTAP Select2| s Al0fl= &Lt O|AQ| AE2|X| Z0||AM TEH|N L=l 7HA C|A S EEH0] ONTAPO| K| ZE!L|C.
ONTAPO|= 22| C|AIZ M2[st= 7H LA NETH HIBE|H, AE2|X| AEHO| LIHX| £822 5t0|I{H}0| X 0|
O|d&l| FASHEILICE CFE T2l = 22|X RAID HEED, St0|IHH}O| X 5! ONTAP Select VM Zt2| EAHE
XEM|SHA| 2o FL|Ct.

* RAID 12 5! LUN A2 MH Q| RAID ZHEE2{ AT EY|0] LHO|A] O|20{ZIL|C}. VSAN EL= 2 AEZ|X|E

Atgg = o] 0| HRSHK| &LICE,
* AER|X| E 7142 SIO|HHIO| XN LHO|A 4=SHEIL|Ct,
* Tt CIAT = JHE VMOl Qs MM =T AQEILICE O] 60l A= ONTAP Select0ll 2|5 A ELICE.

* JtA ClAZQ E2| C|AS O *
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Physical Server

> RAID Controller

— Virtual Disk (VMDK) } ONTAP Selec
MLocsIIy attached drives E_ StCI]'EQB Pool {V MFS) I } Hypervisor

444444 RAID Group

JtA LA T2H[HY

HC} ZEASHE AL AL A S HZ517| 2181 ONTAP Select 22| £Q! ONTAP DeployZt 23 AEZ|X| Z0|AM 7tHA
CIATE X502 T ZH| XSt ONTAP Select VMOl HZSILICE O] X2 x7| AH gl AEE|X| 27} X 0|
SO 2 SHEILICH ONTAP Select ' =71 HA Ao AHQOl AL 74 ClAT = 24 Gl 0|2 AEZ[X| 20| X522
SHEEIL|CE,

ONTAP Select= HAZ 7|2 AEZ|X|E 2}2t 16TBE X1oHX| b= SYUSH A7|9| 714 CIAIZ LhgLCt,
ONTAP Select 't =7t HA 49| A0l AL 2t S2{AH L E0f|A 271 O|AQ| JtA CIAIE M Mot O[2{& &l
Aggregate LHOI[M AH8E = 5! 02| A0 LEELICH

= =2 O

0|Z £0{, ONTAP SelectOll = 31TBQ! H|O|Ef MEA EE= LUNS gEtet £ USLICHVMO| EE 5 e 27t}
AAEI Gl 2E C|AT 7} T2H| K E). I3 CHS 47H9] ~7.75TB 7HA ClA T 7L MM E|0] ST ONTAP 22 4 0|
Za A0f SEHEILICE

ONTAP Select VMO|| 2= 7151 CHeFot 3712 VMDKIL & = ASLICEH XiAet LIE2 S

(D HERSHIA R "AEE[X] 22 571", FAS A| A} &2 3 7|7} CHE VMDKZH S 2%t 0 22| A|0[ E0f|
EMY = AUSLICE ONTAP Select= 0[2{2H VMDKO|| Al RAID 0 AEZIO|ZE ALESIEE 3 7|0
2A810] 2t VMDKe| = SZhs A5 Ar8e = USLICt.

NVRAMS 7tAISIBHELICE

NetApp FAS A|AEIS QlHIMO 2 H|g|9M ZajA| |2 2|7t TEHE n1MSs FHEQlI £22|X NVRAM PCI FIEE
ZHAISELICE O] 7IEE E0{QE MT|E S20|AHEN FA| &2lg 4= = 7|52 ONTAPO| B0t 7| M52
A SFMAIZILICE EESE CIAE|O|EO|2t 1 8t= T2 M|ANAM £HE HO|E E28 =2l AEZ|X| O|C|0{Z CHA|
O| =SS = of|2ket £ Q&L

4> rin

2t A A-E LEHO 2 o2{st ROl EH| 7t FAE|X]| QS LICE. UH2tA O NVRAM 7HE2] 7|52 7HSHe[of
ONTAP Select A|AE R C|ATO| THE|MF0] BHX|EILICE. M2t QUAEAS[ A|AR JH4 C| AT S BiX|SH= 20
e SQELICt o] 2o 22 AZ AEE(X| Y2 28 /0| Fo{ FHAIE ZE S2/H RAID ZHEEE{7}
W Qs |C}

= = .

NVRAME X4 VMDKO]| HHX|EIL|ICH NVRAME XHA| VMDKE £2|5H ONTAP Select VMO| vNVMe E2I0|HE

I
A3 NVRAM VMDKE} EA1E 4~ Q& L|CEH EESH ONTAP Select VME ESXi 8.0 0| AT} S 3HE| = $HEQ)|0] H{ A
132 A0 fLCt.
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HO|E| Z2 Md¥: NVRAM % RAID ZHEE7]

AAEl0 R2IE of 47| 20| F3H HI0|E) Z2E ufat 73 7hAISHEl NVRAM AlAE] IHE| M3t RAID ZHES2]
7ho| A% &20| Jha B 2% BAIE 4 YALICH

ONTAP Select VMO]| Ciiet S0 = M7| QM VM| NVRAM LIE|ME CHAOZ BtLICH 7HASE AS0f|A O]
IHE|M S ONTAP Select A|AE! C|AT LHOf| /OH, VMDK= ONTAP Select VMO|| ¥ ZEILICEH S2|& AS0M=
Ol2{st QH0| 2& RAID ZHEEZ{0f| FHME/LICL. 7|2 ALSS EIZOE ot= ZE S5 HE T 0|2 FAFELICEH
Of7|0f| M M7|7F SAEQ| CHA| QIAIEIL|CE

O A|™OA E50| HHZ RAID ZHEEZ] FHA|0f| AFstH CIAIZ SHAIE W7HX| 7|CHEIL|CEH =2|Ho 2 EE2
XAt AF2 X} H|0|E C|A3Z C|AH|O|RE mi7tX] NVRAMO|| AHSHL|CE

HAZ SEE2 RAID ZEE2{9 2Z FHA|0f| AF52 2 NMZEE|7| W20 NVRAM LIE|M0f| E0{2E M7t AH5Q 2
IHAE|0] FI|Xo2 E|H AEE|X| O|C|HE Z3{A|E/L|CH. NVRAM Z{EHIXE ONTAP H|0|E C|AIZ CHA|
F7|HOZ E{MstE A2 =F6HX| OHYA|L. 0| = O|HIE = 2t240| QIO MZ CHE A|Ztnt BIE 2 SHAHBHL|CT

CHE JR0ME S0QE M7t 2t EH H2E B0 FLCL Eot 22| AS(RAID HEEH Al &
CIATZE FA|)I 7H A B(VME NVRAM % HIO[E JHa CIAS = HA|) 7He] Xto|™E S ZxELICE

NVRAM VMDKO| A HEE S=0| 2Z RAID ZIES2] A0l FH Y E|EEtE FHAl= VM FLFO|Lt

@ S 7tet CIATE QIAISHA] ZELICH NVRAME A|AHIN| HAE S22 25 HESIH 0| &
NVRAM2 &0 2 0pefL(Ct. of7|0f= S&et #Hef ALSo|M Z2H[X k= Z2 5t0[EHHO| X0
CHel BfRlYEl 47] 20| ZetE LT},

* ONTAP Select VMO]| Ci$t E0{Q= M7| *
Physical Server
* RAID Controller Cache > Physical Disk
- '.-‘
ONTAP Select
A Write commitment ——» NVRAM Destaging

NVRAM Virtual Disk Data Virlual Disk

T T

NVRAM I}E[42 XtH| VMDKOIA 22 ELICt e VMDKE ESXi H# 8.0 O| &0l ALS 7t 8t
(D VNVME S2lojbi2 ALZstol HZEILICE O] 3 AfE2 RAID HES2| A2 O/HS B8olx| gk
AT EQ0 RAIDZ} = ONTAP Select &X|0l| 7t& S2efL|Ct.
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24 HZH AEZ|X|E 2Tt ONTAP Select 2T E¢0 RAID 74 A{H|A

AT EQ|0| RAIDE= ONTAP AT E Q|0 AEH L{of| 31l RAID F4tet A|SLICH FAS2t
Z2 7|Z ONTAP 221 Z LHof| A RAID AlZ1t S¥%t 7|52 MSELIC RAID AE2
E2}o|E {2|E| AAHS £85I ONTAP Select == LHQ| 7 =2}0|E Zoljof| CHst ES E
Xl=gLCt.

StEQ|0] RAID tA T AFHS10] ONTAP Select= AT E Q0] RAID SME M2 EL|Cl. ONTAP SelectE A3 E
HHE] M2 SIEQ0{0f| HiZSH= 222t 20| EF 2HHU| N 5= RAID HEEZE AHESHK| L AFRSHX| oF
20| Z&LICH AT EQ0| RAIDE 0|23t &HE S ESSIEE AL 7HsT HiXE S M2 SHESL|CH AF2 Xt 2HZ 0]l A
A2ITEQ|0 RAIDE 2M3tst2{H CHE At E 7|sloF gLICE.

—
—

* 0| HIZ& Premium EE= Premium XL 20| MIA QL S| At £ Q&L
* ONTAP RE 8l H|0|E{ C|A3 & SSD = NVMe(Premium XL 20| MIA Z Q) =2to|=at X|lgtL|Ct,
* ONTAP Select VM £&! TIE|M0fl= HEQ| A|AEI C|AI T HREtL|Ct,
° SSD HE= NVMe E210|E & stLte| JE CI|AIE MENSIO] A|ARI CIAT(NVRAM, £&//CF 7tE, 20

HE S OE == 4Fo SMANE HIoIH MELE

© MHIA CIAS 9 AIAR ClATRH 801 M2 HHYA AHBE 4 UBLICH
E

= AN H
° MH|A C|A3 = ONTAP Select VM LHOIM 22| AR, 28| S LISt gH=S MH|ASH= O
AFRE|= JHA CIA A (VMDK)ILICE.

° MHIA CIATE SAENM B JAME SO 2 HY 2| CIAT(SAHSHH AMH[A/A[AH
@ =2| C|A3EtD ghof| {IX|gL(Ct s S2|1H ClAZ0l|l= DAS H|0|E XM&E AT} ZetE|0{0f
2ILICt. ONTAP Deploy= S2{AE 1% S0 ONTAP Select VME MH|A CIASE
MgetLICt

* 0] HIOJE] M&EA E= 2] 22[& Z2t0|20jA ONTAP Select A| AR CIATE [ 0|4

=22lE =+ &L

* St=4I0| RAIDE O O] & AFEEIX| G LICt.

2Z AE AE2(X|E 9Tt 2ZE0f RAID T4

ALE0| RAIDE ALB3H= 2 S1E90f RAID ZIES2{7t gt 20| X8t A|AH0| 7|Z RAID ZHES2{7t i
A2 C1S 27 MBS E4efof Bt

* ClATTL A|AH”IN 2YH HZE = U OD) St=9[0{ RAID ZHEE2{E H|2Hd3tslioF BfLICH Yet™MoZ
RAID ZIEE2{ BIOSO|A| O] NS HAY + JSLICH

* b= SIERI0 RAID AEE2{7F SAS HBA EEO{OF &L|CL 0| E S0, 22 BIOS 70l A= RAID 2/0l| =
"AHCI" HEE AI8E &+ M, JBOD ZEE gdote 4= UASLICH O 8HH IAART} 2ot of
SAEOM 2| E20|EE U= IUZ & 5 JUSLICL

ZEE2{0|M X|5th= Z[CH E2t0|E 0f W} 7t HEES7H HRe = YSLICH SAS HBA ZE0| M= I/0
HEZ2{(SAS HBA)7} | A 6Gbps £ 2 K| HE[=X| EQISHAAIR. B NetApp 12Gbps £ S HESHL|C},

CHE St=#0] RAID ZIEER] BELE 742 XIAEX| 5LICE O E S0, &7
Mo = 2Hl5t= RAID 0 X[ #S 31E3HAI2, O = QIgh RAIZ0| el £ AUELIC

C|AZ(SSDE 8iE) 2 7|= 200GBOIA 16TB AtO|ILILCE.

ClAT AARE
XHelE= 22H

d
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@ 22| XH= ONTAP Select VMO At £Q1 E2I0|EE FHot S AE|M 3T E2I0|EE M2
AMEDHA| B=F BH{OF ZLCH.

ONTAP Select 74t 8l 22| C|A3

SIEQ0] RAID ZHEE2 7242 A2 RAID ZHEEZ{0M 2| C|A3 0|F3E MBS ELICH. ONTAP SelectOfl=
ONTAP Z2|Xt7} HIO|E O Z|HO|EE AT 4 Q= StLt 0|49 VMDKZt MSELICE 0[2{st VMDKE RAID 0
Aoz AERIO|LEIL|CH ONTAP _+_EE-?J|0'| RAID= SIEYN £Z0|M HSE= SYHOZE Qs S=1
H2E2X0|H 217t 7| W2 ULICE Eot A|AR CIA TN AF2E[= VMDKE AF2XLHIO|EE XMZESHE O AFRE|=
VMDKe} 53t HI0|E ME A0 ASLICE

AT ES0] RAIDE AHEE I ONTAP Deploy= SSD°| VMDK %! 22|X C|A3 RDM(Raw Device Mapping)zt
NVMe?| IHAAZ = DirectPath 10 ZX| M[EE AFE510{ ONTAP Select MISEfLICE

Ct2 J2I0|M = 0] 2HAIE HLt XHM|8| 20d 2210, ONTAP Select VM LIS ZHH0l| AFRE|= T1HAF CIA QL AFR XL
HO|EHE M&ESH= O AF2El= 22| C|A3 7+°I Xto|HE 2 FELICE.

ONTAP Select 2Z E 0] RAID: 7tAtsl CIA T 9l RDM * AFE

ONTAP Select with Software RAID

g VM System Disks ONTAP Select Managed
ONTAP Select < w | B =
Software e '
Virlual DEks
S
Hypervisor Storage Pool | |RDM| IRDM |RDM| |RDM
— A N
Host Bus
Adapter .
S

g or @

A| A" CIAS(VMDK)= St CIOJE MEA2t SYUet 22|X C|AF0f| &FELICH 7he NVRAM C|A30)=

14



=1 L740] L= OIC|o{7F B LT, w2k NVMe 5! SSD 7 0B ME A0 X ELICt.

—

VM system disks ~ ONTAP Select managed

ONTAP Select

software
Passthrough
e
OR
Hypervisor { DirectPath 1/0O
devices
Host bus
adapter

A A CIAZ(VMDK)E S8t OO MEAL SYUst 22| C|AI 0| AFSL|Ct 7t NVRAM ClA30f=
=210 Lf 0| Q= O|C|oj7F ZRetL|Ct w2t NVMe & SSD §& H|0|E| XZEADH X|IEL|CEH NVMe
C2I0|EHE O|0|E{0f| AFRE | A5 Alo| 0|2 A|AHEI CIAIE NVMe ZHX|0{0F BELICEH All NVMe TLAIOA A|AE!
CIASE AIBE £ e MY$t T2 E Intel Optane 7H=ILICE

@ idfl | =0 ME o2 HIOE M4 = 6] 22| Z2t0|20f| A ONTAP Select A|AZ A3 S
o ol Z2IE & S&LIC)

24 BlOJE| C]ASS A SEOZ LiglLICH &2 SE TjE|M(AERH0| D)3 Ut 37|9| £ THE|HOR, ONTAP
Select VM L0 & 7| H[O[Ef C|A =7} EAIEILICE THE|ME TS J2int 20| £ == Z2fAEfe}

U7t (HA) ¥o| - =0j| Chisi R E H|0|E{(RD2) 27|0tE AFEEL|CE.

L

p I{2|E| E2}0|EE LIEFALIC. pp 7 & IH2|E| =2t0|2E LIEFHLICE s Of|H| =2t0[2 5 LIEH-HLICE

s Ch L= Z22{AHE 9|3 RDD C|A3 THE|ME *
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s

' €
A_data/piexo/rg1 || ©2 | ©2 | 03 | os | os [ o6 |07 [ o8 |» |oe s :
]

c

; S
A_data/plex0/rg0 |1 py | 02 |03 |04 |05 |06 |07 Jos |2 |oells |,
]

s

A_root/plex0 (| BT | B2 | B3 |64 |65 [ o6 | o7 |08 | # |oo)| s | *

CHE & S2{AE(HA 4)E 2/$ RDD C|A3 THE| MY

[ B_data/plex0
(st

E.DIDSNNDSD?MPM} A_data/plexl

m ST e 30mn
m O T 9 2D m n

'B_,datefplexl DL D2 |D3|D4|(D5|D6|D7|D8|P [DP)|S

uxwmvw”u:.wmvll']s uwwvwl IJIIHPW}S
I | ) | J

A root/plex0 8_root/plex 8_root/plexd A_root/plext

= = O
o B R |

ONTAP A I E¢|0{ RAIDE= RAID 4, RAID-DP, RAID-TEC 2} Z+2 RAID S8 S X|28tL|C}. 0= FAS 4! AFF
ZeiZ 0| A AFRSt= Aot SYUSHRAID FAQILICH 2E T2H|X Y 2| 22 ONTAP Select RAID 42} RAID-DPEt
K| 2 gtLICt H|o|E &AO| RAID-TEC AtEdH=s 42 MM E= = RAID-DPZ MH EIL|CE. ONTAP Select HA= 2t
LCo| 1HE CIE B0 SX[st= HIS R O [HINE MEELICL F, 2 LE= FE IE|M1t T|0{e| RE I}E|M
SAH2 S XS0 eL|Ct H|O|E| Cl|ARN| = EHY 2 E ME[MO| JELICH =, ONTAP Select ==71 HA 0]
&£5H=X| o 20f 2t X|& HIo|E ClA3 7t HEtEIL|CE

thel L= S2{AHO| 32 ZE H0|E ME[M0| 2H(EY) HI0|E E MTot= ol AEELICH HA S Rl 29|
Z2 Hlolf DiE|M StLtE o 22| 22 (EY) HIOIHE MESH= ol AHEE|1, & i H|0|E TE|M2 HA {02
&4 HIo[H & D|2{dst= ol AHEE L.

S 1} HZ&(DirectPath 10) C|HIO| A2} RDM(Raw Device Maps)

ESXi % KVM 0| HH}O| X = NVMe C|A3E RDM(Raw Device Map)2 2 X|2I5HX| 4&LICE ONTAP Select/t
NVMe CIATE ZH HM|0{5H2H ESXi EE= KVMO|A s E2t0|EHE IHAAR FX|Z2 Fg8iof SL|CH. NVMe
K[E HAAR X2 LY H AH BIOSO|A sl 7|52 KIAsHOf 5tH SAEE HEESHOF & &= QUELICE.
Lot SAEDH SIS £ Qle INAAR FX| £:0f= H|oto| QJIOH, o= EE1E0f w2t CHE o ASLICH shX|2t
ONTAP Deploy= ONTAP Select ==& £|CH 147H2] NVMe ZHA|2 HMISHEILICH &, NVMe 1A HH| 222 CtA
Hote| X2t 02 =2 IOPS WX (IOPS/TB)E MSELICE = O 2 AEZ|X| B2 #& 1ds 78S =
2 HE 1M 22 ONTAP Select VM 37|, A|[AEI C|AS INTEL Optane 7t=, 12|11 H|0|E| AEZ|X|
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%ot 40| SSD S2fo|=Lict,
(D NVMe 52 #cist 280213 ChF2 ONTAP Select VM 2718 T2{SHIAIL.

IHAAS ZX|2F RDM ALO[Ofl= & EFE 10| 0| QASLICH RDOME &l Sl VMO IHEE £ QUSL|CH THAAZ
K= VM MEE0| HRBfL|Ch &, NVMe E2I0|E wk| = 2 =HEH(E210|E 37}) EXIoll= ONTAP Select
VM T FEo| ZeetL|Ch E2t0|E wH| 5 88 SHE(E2t0|E £t A2 ONTAP Deploy®| H3S 20 w2t
ZIMELICE. ONTAP Deploy= T == 22{AE{2| ONTAP Select 1R &1t HA ¥o| Folf ZX|/Hof =715
zha|gtL|ct. 22{Lf SSD H|0|Ef E2t0|2( ONTAP Select M2 &/&0f ZX| e glF)2t NVMe H|O|E
E2t0|E(ONTAP Select MF2l/Z0H =X Q)2 Xt0[H=S mtetdte 20| SQELICE

=2| 3 JHA C|A3 T2H|X

HC} ZEASHE AF2X} A S M 23H7| 28 ONTAP Deploy= XM El H|0|E| MEA(SE|H A|AH C|AZ)f|M
ANAEIIHAN CIASE XSO 2 T ZH|X'JSt ONTAP Select VMO HZBEL|CE O] 22 ONTAP Select VMO|
HEIE £ QEE X7V M F0| X502 HHEILICH RDM2 THE|MYE| T R E 0jO2|H0|EE X522
TEELICE ONTAP Select =71 HA ¥o| 2L Q1 AL G|o|E| ME|M0| 2 AER|X| £ Y 0|2 AEE|X| 20|
XSO = SUSHEILICE o] 22 S2{AE MM Xdut AEE|X| £t AR DR0|M AHSOE L EILICE

ONTAP Select VM| Hl0|Ef CIATE 7|2 22| ClAT9 AZE7| G20 O B2 40| 22/ C|AIS ABsIo]
THS WS O M50 Y ol

FE OfJ2[A0|ES| RAID OF RY2 AtE 7ts¢t CjA3 =0 M2} CHELICE ONTAP BiE=
() == RAID 18 982 Mefsiuct, ool BEHEl C]AS7 S99 29 RAID-DPE A8,
J%X| 942 3 RAID-4 £E O4I2|H0[ES MAELICH

AT E20f RAIDE AtE3t0{ ONTAP Select VMOI| 825 =712t iff 22|Xt= 22| E2t0|E 37|9 2ot
E2to|2 =& n2{sliof LIt XtMIet 82 LSS EERSHAMRL. "AEE|X| T S,

FAS 3! AFF A|ARIDL OREIEX| 2, 71& RAID JdE0= SYLSAHL O 2 89| =2to[=ah FItet = AELIT
80| 2 =2f0|E= HAES 37| LCh A RAID 252 d48dts 2, TAHl 4 XstE XI5H7| {0 A RAID

2 37|74 7|1& RAID 2 A7|2F LX|sHof StL|Ct.

ONTAP Select C|ATE T ESXi EE= KVM CIAZTQF 2 X|A|ZIL|C}

ONTAP Select C|A3 0= E& net x.x.y2h= 20| 0| X[™ELIC CHS ONTAP &S AHE610{ C|A3 UUIDE
AS + UGLICH
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<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

— B [ saotenises 0 paesgsabtepncon | [k " i | (g Aoonn =
1 Dacx Sy Mot | Confgure | Pemasons  VME  Datsiises  Netwers  Updats Mansger
u.o, L
g = m R @ sl @ © B @S- Dy a
v — - Tie= T T
> aa Local ATA DeaK (naa S00R0TS 117 5c0084) o @ £ ]
¥ . 5. o am v
4 aat 2a3
, oo Biock Adagter
vl ast s
:31: | ., aas
+o. | = e
oo e
Angiss DD Sem e
T e — e
e
v
e
v S
» P 5
L
v
-
- scsat
v
-0
& com
ESXi S KVM MollAf CHS B2 S 2125t oY 821X C|A3(naa.unique-id2 A1%)2| LEDS 2t 4

= Ef.

ECTEN

=

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM

cat /sys/block/<block device id>/device/wwid

AT E2|0f RAIDE AIEE W CHE =202 QF It EdsfL|ct

02{ E20[ET SA|f]| 2F HEf0l| /= B, A|A-O0| o2 THo| 8&S Y + ASLILE AI2H| S22

Oi22|A|0|E RAID 2= 5 FHof & =2t0|E £=0f 2} CHELIC.

AEY = A1, RAID-DP 02| A[0|E= 2| C|AT FHOHE HE =

mw

RAID4 Ol 12| AH|0| E= ot H2| C|A 3 Zhof
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A2, RAID-TEC 0 2Z|AH[0|E= 3| C|AT FHOHE HE & USLICL

Hoi7t Lt C|A3 271 RAID R0| X[5h= 2[cH Fo ==t M0, Ao CIAIE MEY + U= E2 M7
T2 MATL XS 2 AIFELICH AH[0] CATE AFEE 4= Bl= 8 R aggregate= 2H[0] {23 S FI1et WintX|
XotEl SEiZ C|O|E & ’MIS LTt

o7 LMot CIA3 71 RAID REO0| X|{5t= 2T Holl +ECI U2 22 22 SUAE Tolj L O HASI
Oi12|AHI0|E AEi= Ms XMt 2 EA|ELICE HIO|E= HAIIEH| Q= F i Z2AM HIBELICH J, ==
10| gt 2E 1/0 @HL 22{AH QIEHUE ZE ¢0e(iSCSNE E8ll L= 20| S2|HOZ QIX|st C|ATZ
MESELICH & ¢ SA L MIiSHH o J2|A0|E= HINE HA|S| 1 HI0|HE AHBE £ gl ElLICt.

Hoiot st S A= H0|E 0|22 S YEX 2 TIHSHZ| fI8h AtHISH D CHAl ddsljof &fLIct. ChES CjA3
ZoiZ 2loh C|o|E] FAIQ| 450| Mot=H RE EA 2l §5&= XMSHELICL. ONTAP Select £E-H|O|E-
H|O|E{(RDD) ItE|M' A7|0HS AMESHY 2t 22|X E2t0|E2 8 £ E MHE|M StLiet = JHo| H|O[E mtE[Ho =2
SERLICH mEkM StLE ool LAV &4EH 2H RE = §H FE HA 9| SAk=, 2Z Hlo[H EA 8 ¥4
HIO|E HAIS| SAHES Eafet o2 Ao ks 0[E = ASLIT.

CHZ oilA| EH0l| M= dufet SAATL AR|E| 0 CRA| Mg E L)

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB

19



20

208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)

RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447 .1GB (normal)
10 entries were displayed..



StLp of 4o E2I0|E FHOHE HIAESHHLE A|Z2i|0|M3t2{H 'storage disk fail-disk net-x.y
-immediate’ BE S ALSELICH A|ARIO| AB|0{7} = B aggregate?t ML= 7] A|ZFSfL|CE,
'Storage aggregate show' BHOE A3 x4 HEHE &tele 4~ QUCH ONTAP Deploye
ALE3I0] A|Z2(|0|ME 2F E2I0|EE HAHY & JAELICL ONTAP= EE2I0[EE '
HAMESLICE E20|Es AR E THEE|X| 21 ONTAP HIZZ S AHESI0| CHA| =71 £ S?iél—llif.
£AE 20|22 X|R2{H ONTAP Select CLIOA C}S HHS 2AetLCt,

®

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Opx|at BHo| £ 2 H|0f A0{OF L|C.

NVRAMS 7tAISIRHELICE

NetApp FAS A|AE2 a' A O 2 Z2|1H NVRAM PCI 7E=E AFS-ILICE Of FtE= HIZ|2d SaAl Bl22|7t
.l

ZotEl 185 7tER | 40| 2 eELIt. o] Y2 ONTAP7P SHRE MT|E SEO0|UE| FA| 2eled
T UATE 5| Eot0] L), ot IZl*EﬂOI"'OIEfI'_ ot ZZMA0M +=HE H0IH 282 =2l 2E2(X
I3||1|01§ CtAl O|S3t= & of ot == AELICE.

2t A A-OE LU O 2 of2{st REO| FH|7F FAE|X] S LILE. T2t NVRAM 7H=9| 7|S0| etz of
ONTAP Select A|AE 28! C|A3 9| mE[M0]| BX|ELICH K2k QAR A A|A- Tt C[ASE HiX[SH= 2O
02 SQEfLIC

ONTAP Select vSAN 3! 2|5 0fzj|o] LM

7Ha NAS(VNAS) HH = 7HAH SAN(VSAN)2| ONTAP Select 22{AE, LUH HCI KZ gl &t
of2{|o] FH<| Hlo|E XMEAE X|JELICE of2{et 7+4 2| 7[dt I Z2H= H|O|H A EO
SHHS MSgLCt.

=
ESEg - }%8 Ar2 =91 80| I{HIO| X (X| & E| = Linux SAES| VMware ESXi = KVM)7ZL 7|2 &S
K| Y4StCh= ZAAL|Ct, f0|]11ﬂf0|x17f ESXi@l B sile VMware HCLOI| LIE E|0{of °”—|Ef

vNAS O}7|Ell

VvNASZEt= E'é’é": DASE AMESHK| = R E 7 M0f| AFEEILICH HE| == ONTAP Select 22{AEQ| AR, St
HA 40f| &%t = 7H2] ONTAP Select .= E7} £+ H|O|E{ A E0{(vSAN H|O|E{AEQ| XEHE ZRSH= OFF|El X7}
of7|of sHESILICH L E= ST 37 25 020[2] MZ CHE H|o|HAEN 0| MX|E = UYESLICH 0|Z Sl
o3|0] & AEE|X| 2848 =0 MM ONTAP Select HA o] Mx| 2712 E £ QSLICt. ONTAP Select vNAS
L2 Mol o}7|ElX = 2 RAID HEEHE MR*L DAS 7|2t ONTAP Select2} 0§ FAFZLICE =, ZF ONTAP
Select tE= HAIIEL] = E0| |0|E EAIES A& HQEILICH ONTAP AE2|X| 284 M = Er Q2
HMEEILICE M2t ofg|o] & AEZ[X]| E%%;S &= ONTAP Select .=E2| H|0|E{ M E FAH|0f| &*%EE' £ooz
Hp2tE L CE

HA 42| Z} ONTAP Select =E7t HEO| 2|E 0f2]|0|E A2 £ JUSLICE 0|= 25 AE2|X|0| ONTAP Select
MetroCluster SDSE A2E I LI OZ AI2E|= BHHQIL|CE.

Zf ONTAP Select = =0f| CHal HEo| 2| 02|0|E AHEE W= & 0{2{|0|7F ONTAP Select VMt RAISH 4
EME N&st= 20| i FLeL|Ct.
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VNAS OF7|EllX{ 2} 3t=%0{ RAID ZIEEE| 7|Ht 2Z DAS H|

VNAS OF7|E4 = DAS % RAID HEZ2IS A5t AH{0| Ol Mo} =2 MO R Jhg QAEILICE & 39 25
ONTAP Select= GIO[Ef XZA B2HS AFSBILICE 2 GlOIE] XBA B2+ VMDKE FHEIOM of2{3t
VMDK 7IZ9| ONTAP H|0|E{ O 12| A0S FABILICH ONTAP 752 AFBSIH S2{AE| MY & AE2|X
7} =91 S0l VMDK7H 517 Afo| == T 2HHE plex(HA el 22)ofl getslof YLER| Stolgt 4+ AULICH

RAID ZIEE2{0 A vNAS2 DASOI= & 7tX| =2 X0 F0| JASLICE 7+ HZA QI X10| -2 vNASO|= RAID
HEES{7 EROHX| gi=Chs HYLICH vWNASE 7|2 2|f AE2[X[J RAID ZAEE2] E 22 DASIt HSE =+
A HOJE X|&d 8 S/HS FMSetotn 7Pg gt ch & Hw Xjo|F 2t I 0|2 et X}0| -2 NVRAM 451t 2 &
ALt

vNAS NVRAMQ!L|C}

ONTAP Select NVRAM 2 VMDKRILICL. &, ONTAP Select 22 F4 X|H ZHX|(VMDK) /0|
2ZHI1ZE NVRAM)S Ol 2|0 MErL|CE. SFX|2F NVRAM 2] M52 ONTAP Select .= =2| FEFHQI M0
HOMo =2 ZR2L|Ct

SIEH0] RAID AEE2{7t = DAS &89l 82, StE/I0 RAID ZIEEE HAl= NVRAM 7HA| 9 & gfL|Ct.
NVRAM VMDKO]| Cliiet 2= M7|= HXA RAID AEED A0 S ARIET| tfERIL|CH

VNAS Ot7|Ell X 2] AL ONTAP Deploy= SIDL(Single Instance Data Logging)0|2t= £&! oI
ONTAP Select = EE X522 LIt O] & 2l O™ ONTAP Select= NVRAME 7L 11 G|O[E

4>
ufn
>~
0o
ot
2

Hlo|Z =2 to|Ef of 12| H[0| =0 KT &LICH NVRAME M7| Stelol ol tZE 220 ZAE 7|Sehe Gt
AFBEILITE. 0] 7159] 02 NVRAMOY 1742 47| B@i0] & B2 SO{LEE NVRAMO| 17H9] M7| ZH{0] & i
M7|2 C|AE|0|El= ZHelLITh 0] 715 RAID ZE B2 Al Cist 22 M7| 2Hlo] k5ol X|g A|ZHS

SN HEZ 37| 20 vNASO CHH M 2F - ElL|CE

SIDL 7|52 €5 ONTAP Select AE2|X| 2284M 7|51t S 2| X| (&LICH SIDL 7|52 CHS E@E
O 2| AH|0|E 2|Hoi|A] H|ZHatet 4~ JSLICE

fjo
>
00
Ot
2

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

rot

@ SIDL 7|50| Hg-dste[H M| ds50f| JeFS DIFLICE oig 0f22|AH|0|ES| BE =& et 2=

AEEX 22 YMS HIZYolSt = SIDL 7|53 CHA| 24ste &= ASLICE

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXiOllA vNASE A2 [If ONTAP Select = =5 X &LICt
ONTAP Selectdll= 37 AE2|X|Q| CHE = ONTAP Select 22{AE0f| et X[ 20| ZeH=|0f JAESLICEH. ONTAP

DeployE AtE5tH St SHAE0| £51X| b= ot STt ESXi TAEN 02| ONTAP Select =EE 714
USLICE
M-
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0] 742 VNAS #2(2 HI0IE| HEL)0MEt REELICH DAS AE2|X|S MBS
()  =AEQ of2f ONTAP Select QIAE AT} XI2IE|X| QALICE O2{t QIAHAT} SUH Sh=gof

RAID ZIEE2E £ Zs7| liE YLt

ONTAP Deploy= CHS == VNAS 22{AE{Q| X7|
SUst SAE| HIXE[X| $EF BILCH CHS J32 F 54
o€ 2 EL|Ct

F 22{AE{Q] {21 ONTAP Select QIAEI ATt
01|A1 wktsh= F el 4 E E1¢E19_| SHIZ Hj

CtE = VNAS 22{AE9 £7| 2%

Multi-node vNAS clusters:
RED and Blue

intersect on two ESX hosts SHARED DATASTORE

72 3 ONTAP Select '=E8 SAE Zbo| 00| 120|418 & QUBLICH W2t 22 2| AE(0| £ 74 0]t

ET =2

ONTAP Select l=E7} St 7|2 SAES Bt TA0| AHSHE|X] 941 KUE|T| 42 4 YBLICL VMwarest

L2 T M-
SUBH HA WO| LSt OfL2t SUBH S2AAE|S| LE 70| 22X 22|12 HSOE QXY £ ATS VM HHRARY
FES AE082 MAMSH= Z{0| E&L|CH

() otElofmUEl 752 ArgleiE ESXi S2{AE{0)A DRS7H EHSHE(0f 2lofof gLic

ONTAP Select VMO]| CHSt BIRAMY XIS M MSt= WH2 TS 0| HXSHIAIL. ONTAP Select 22{AE{0f] 274
O] &2 HA ¥0| ZHE[0] Q= R 2HAHS ZE LES 0| FAof Zafoliof ffLICt.
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove
\embers

5 Selectvii2
5p Selectvi1

STt ONTAP Select 22{AE{Q| T 71 0| 42| ONTAP Select = =7} CtS3t Z2 0| R = ST ESXi TAEO|A
=]

=
2HE = AL

* DRSE= VMware vSphere 2t0[HIA Rt MiE0f| fE= DRS7L E-dotk|X| 42 B2 EAIEIX| 5LIC

* VMware HA 2t} EE= 22| X7} A|ZFsE VM 010 13|0| 0| M2 2 DRS U A FA[0] 2 A|EIL|CE

@ ONTAP Deployi= ONTAP Select VM ?IX|E A0 ZLIE{&ISHX| Q& LICH SHX[2H SHAE M=
D XAZS +SHH ONTAP Deploy =210f| XM E|X| ob= 0| g EL|CH

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 ONTAP Selact Deplay does not support mulipte nodes within the same cluster sharing the same host:

ONTAP Select AE2|X| E2F2 SEILIC}

ONTAP DeployE AF25t0{ ONTAP Select 22{AE{Q| 2t L. E0f| CHS 7t AER|X|E
Z715ta 2o MIAE 2ojgh & JUELICE

ONTAP 7% A| AE2|X| 7} 7]50] 22| £9l AE2|X|S S2l= RUsH 0|1 ONTAP Select VME X%
Aot 22 NSAE|X| LELIC T TI0IAS AE2IX| 27} DHIALE AIZHSts *+ Of0| 28 Kot BLIC,
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@ Cluster Details

Name onenodadSiP1s Cluster Size  Single nade cluster
ONTAF Image Version 95RCH Licensing licensed

1Pvd Address 10.193.83.15 Domain Names -

Netmask 235.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0
Last Refresh
) MNode Details
» Node
Node oenodedSIP15-01 — 1378 + ¢ Host  10,193.39.54 — (Small (4 CPL, 16 GB Memaory])
Y oY AYUS SHO R £AGIH Ch3 At n2folof LIt 82 716t H 7| E 2o A0 & 32t
37|(71Z 2toliAlt M 8FHE F718liof LILt. 2to[ AT RO El 8-S XafstE L EIF EMShH=E AEE|X| =7F
2f

o
ol HufetLict. 80| et M 2to[HIAS HA AX[SHOf LTt

7|2 ONTAP Select Aggregate0i| =7t £&F0| F7tE|H M AE2|X| E(C|0|E] MZL)0 7|1& AE2|X| E(HI0|H
KNEAM) At 85 T2HO| QUo{oF FL|CH AFFR 22 S4(Z2HA| AHE)0| MX[El ONTAP Select ‘= =0|= H]
SSD AEZ|X|E F7t 4= QIELICE DASS 2|8 AEZ|X[Q] =t X| Y E|X| &LC,

DAS(Local Storage Pool)E F=71517| 2|6 A|AHI| 2HE AEE AERX[E F7I15H= 2 F7IRAID O8 2
LUNS &80 BHLICH FAS A|AEID} OFXILX| 2 M RAID 18 Ms50| SYst of22|H0|Eo| M 22t2 FI1E
22 32l RAID O1E82| dsut FAFSHX| =elsof &fLICt ME2 0l2|A0|EE THE Z<, M o 32|H|0|EQ|
M&50| & o[si=IctH 22 RAID IF 20|0H0] ZHata 4 ASL|Ct.

-

CIOIE &AL M| 27|17t X| == Z|C] CIOIE XEHA 37|15 XWSHK| b= 32 M 3UE AAHERZ ST

HIO|Ef MEA =78 4= UELICH. ONTAP SelectZt 0|0] MX|El H|O|E{ XMZAO| H|O|E MEA AAHES
XI6H= 42 SRHO R £lT 4 QlOM ONTAP Select = E2| 2F0f| I&F2 O|X|X| &L|Ct

ONTAP Select .= =71 HA 42| 2521 2 H JHX| =7t 2XE de{sliof gLt

HA2LE0|M 2t .LE0f = DHEL S| H|O[E 0|2 SARZ0| ZE|| JASLILE == 10| S2HE F715HE = 19
LE CIO[E7} L= 20l ERIE=E SUS o 7S TEL & 20 :I7Hsliof &LCE =, == 19| 8% =7t
o AR2 L= 20f FIHEl SZH0| L= 20| A EAIE[AL) MM AT 2= RELICE SZH0] == 20f| =7HE[0f HA
O[HIE F0i| .= 1 CllO|E{ 7t 2t338| 2 EL|Ct.

M3 2SI FIMHOZ N2{3{oF & AP0 JAELICE =E 19| HIO|E = £ 20| S7[A Q2 =H|EL|Ct w2t
12| M SZHEIOIE XMEA)Ql 450] & 22 M SZHEIOE ME )2 Hsat LX|6Hof SfLICt ChAl 2dl, &
20| 32H2 F7ISHK| B CHE E2I0|E J]& E= CHE RAID 118 37|18 MH84IH d5 A7 el = AELICH
Ol= OtEL =0 M CIo|H SAMES /X 22|5H= Ol AHEE[= RAID SyncMirror 2t WiE & LICt.

HA Paire| & =E0[M ALEXL HMA JHsot 8 Sl 2 =200 Chol stitY & 7ol AEE2|X| 7t &Y S
T AlSl{OF SLICH AER|X|E U1 W{OiCt & = 250 32H0| FIt2 Rt Ch 2t 2o Bt & 372
TE 0 2R3t 37t L 20 oSt 37tar ZHELCt,

x7| B¥2 2 LE2 FHEIH, 2 = =0i= 2 CloIE M&E A0 30TB S2H0| U= 27H2| H0|E ME AT JASLICEH
ONTAP Deploy= 2l E S2HAEE MHSIH, 2f LE7H O|0|E MZE A 10|A 10TBL| 37+2 AH[SL|CH. ONTAP
Deploy= 2t =EE LEY 5TBO| &M S7tO2 FMBL|CE.

ChE DM = =2 10f T T AE2|X| 301 2o ZHE 20| FLICE. ONTAP Selectofl M= T3] 2

LEOM S 2ol AEE|X|(15TB)E AFTILICE SHX|2F = 19| HR L E 2(5TB)EL HEIE AEE|X]|
(10TB)7t o RELICh & LE= 2f L EJHOHE = E9| H0|E SAHE S 2 ARISIEZ TS| 2o EL|C. O|O|E
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ME2 10| o7 S2H0| o Eot A HO|H XMT 4 2= 65| bS] A 7hsRLIC.

1)

3 2A T AER|X| 71 AY 3 8y U ol 2t

ONTAP Select oo ONTAP Select
Node 1 S Node 2
HA Pair

r’”-_____-"\ /--_--\

Node 1/Aggregate 1 (. A
\""--—.___.---"/
10TB 10TB gi;:ge 2/Aggregate 1
g?éc e STB 30 S Sync Mirror for Node 1
: SUIB 10TB

Free Space in Datastore 1 :
1578 : g?l% Space in Datastore 1

Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

L= 10l et & JHX] 71 AER|X| 22 LIHX| HIO|E MA A 13t C|O|E| XMZA 29| YEE ASELICHE o
AL2). A | AEE|X| 227t 20| M= C|0|E HZEA 10f ot Q= 15TB| R 22H2 AR EtLICE O
JZ0N = & H AEZ|X| 371 2ol 2utE Hof FLICH o £ 10 50TBL| & H[0o|E{ 7} 22| =2l HHH
L E 20||l= &2 5TB7t Y&LIC.

© S HE: L 10 T3t & JHX| 27H AERIX| A7} A 3 B U of] B2t

—

ONTAP Select 1 . ! ONTAP Select
Node 1 — - Node 2
HA Pair

— ] =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Ok

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

Y 71 AY S MEE[= A0 VMDK 37|= 16TBRILICE S2{AH Hd &Y & AL8E|= 2|0 VMDK 27|=
8TBZ ®/X|ELICH. ONTAP Deploy= T8 (HY L E E= OHE & S2{AH) R FI7E|= 20| w2t =t
3719| VMDKE ddgfLict. aeiLt S2AH W &Y Soil= 2 VMDKe| £t 27|7F 8TBE 13l M= ¢ £[H,
AEE|X| F7t &Y So0ll= 16TBE 2ol A= ¢t ElLIC

AT EQ|0] RAIDZ ONTAP Selectl| 222 SZIL|C}
OMXIER| 2 AEZ|X| =71 OPHALS ARSI AZEQ|0] RAIDE AF25t= ONTAP Select =E9| #2| 222 52
HoO

2= QSL|CH OPHAN= AF2 7HS380 ONTAP Select VMO RDMO 2 DfEE 4~ 9l= DAS SDD Ezto|E=at
HAEL|CE,
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22k 210|MAZE 1TBIX| 5 4= YKot AT EQ0{ RAIDE gt o
& LICH FAS EE= AFF AEZ|X|0f| CIATE X£7}8H= Zdat OFkEILX]|
AUes F| A AEZ[X| 20| ZHELICE
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HA 0lLA 12 10 AE2IX|S 71512 20| HA M(E 2)0|ME SUs 20| Sato|os
AR 2 Qlofof guirh 22 Sato|Het 917 C]ATE BE 1T 19| ¢ Agalx| X7} &Ll

@ AFREILICH =, 217 Cato|HE LT 9] A AE2|X|7F L C 20)A 2XE T HSE| 52 st o
MEEILICH LE 20| 2ZZ AL 718t AEZ|X|E F7t6t2{H Ho| AEZ|X| FIt 2t &= &
DE0M ALE 7ttt B ol S 2o E210|EH 7t Bt}

ONTAP Select= Af E2I0|EE J7|ZE =2t0|29t St RE, H|0[E 8! H|O|H DE|Mo = 2EpfL|Ct. THEIAM'Y
A2 M O 2|AHO|EE MdStAHLt 7|Z 02| H|0|EE &t &t S ™ ELIC) 2 C|AS 9| RE THE|M
AEZO[Z 37| 7|E C|A39| 7|ZE RE ME[E 37|t LASt=F AFELICH m2tM & JHo] S2et H|oIH
OE|IM 37| § 2t 37| TA3 & S0M FE ME[E 37|15 22 LhE g2 Althe = JAELICH FE ME[N
AEZNO|Z 37| 7HAMO|H, x7| S2{AH 2F S0 LSt 20| ALEL|Lh 2estE RE S2H(HY ==

S AEQ B2 68GB, HA Y2 F® 136GB)2 £7| C|A3 £0{AM Amof 3! Z|E| EEI0[EHE th gfo=
LHelL|Ct. £ E OiE|d AERHO|X 37| = A|AR0| FItE|= 2= E2t0|Eol|M LFsHA | X|EL Lt

M AggregateE MMst= 2 QX
O of| w2t ZapE L.

A EBtolHE £

rr

RAID §3% 2! ONTAP Select .=E7} HA 49| 2 HOIX|

7| & Aggregatedl| AEZ|X|E FIte 3 H 7HX| 7t De{Ateto| EeetL|Ch RAID 1F0]| ofO] Z[cH otA|of|
TESHK 2 22 7|ZE RAID &0 E2I0|EE FIt8 £ JESLICE 7|E RAID OE0| ATSE FII5t= 7|1& FAS
U AFF 29 At 7] M|, f ALIS0f 3t AZHS MHSH= A HIHAQ 22X ULICH KE5t Cf|oEf THE|M
37|17 Z7LEH 2 E2I0|EHEt 7|E RAID 20| F71e &= JASLICH oM HFSE X E HIo|H THE|M 37|=
E2I0|E YA 27|2f CHELICE F7tk[= H|0|E| THE[MO| 7|& ME[MELCH 2 22 M E2I0|E2| 7|7t SHIE
ZUL|CH CHA] Zalj, M| E210|E 822 LRI AEE[X| 42 ME JUSLICEH

LS 1=

M E2IO|EE A3t 7| & off 22[H|0|EQ| YR E M RAID IS MY + JUELICH 0| 2R RAID I8 F7|=
7|1Z RAID & 37|t LX|sH{oF LT},

ONTAP Select AEZ|X| &AM X2

ONTAP Select= FAS 2! AFF 02|0|0]| XS E[= AEE2[X| 288 M1 FASE AEE[X]
Z2M SHE HE3ELCt

All-Flash VSAN = 2t ZalA| AE|X|E AFR38H= VNAS(ONTAP Select Virtual NAS) 52 H| SSD
DAS(XIH A& AE2|X[)7} Z&HEl ONTAP Select0| Ci$t Best PracticeS [t2tof tL|Ct,
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Warning: These diagnostic commands are for use by NetApp personnel only.
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O HIEH A2 Me|Zat CHI| AlZH2 ONTAP Select 22 AE Q| 45t S S ZHot= O iR SQELIC

SHAH HOt2 o HIEY 3 A2|7t ZREHH A|AH °|E1111|0I*7f CE WEY =3 EcfEot 22|=| =5 dljof gL|Ct,
it2tAf o] HIES 3= ONTAP Select 22{AE{0f| M2t AL23{OF BHLICH,

@ OiZ2[AI0|H = 2e| Eafzat 20| 22{AF E2fT MEH 0|29 Eafjmiof] LR HEXI ME S
ArZ23h= A2 K| E[X| 4ELICH ONTAP LHE VLANO CHE VM = S AETL S o= SlELICH

e HEYaE

Skt YE9/T TS HR VLAN Ei A1 2 UIE$|30] 2l0fof gLict of Hel2 g T &
sfLES erEstol 2ag

=
o = ASLICE

* LH 7HAF NIC(eOc~e0f)0ll VLAN Ef 1 X|HEl ZE 1 E stekvsST 2E)

* 7|2 VLANO| CIE E2jTof| AHEEX| @b= HAET ALQ|X[0|M H|S3H= HIO|E[E VLAN AFE(VLAN ID7t Sl
ZE JE et 5 EST 2E)

HE ZE2 UR UESRZ E0] Chet VLAN EfZ 0] ONTAP Select VM 2| £0i| A = EL|C}.

ESXi #& 3 24t vSwitchesTh X[ EILIC} CHE Jhed AQIK| EE= ESXi ZAE 79| 2| HZE2
() me= wBUCH L HIEYITE 23] o] 210{0F SHH, NAT Ei Wate2 x|els|x]

oFA |__| EI._

LS

ONTAP Select 22{AF LHOA L E2iiint o[ F EaL2 ZE O FO0|2t= 7tet 20]0] 2 HIERIS HHE
Argto] 22| ELiCh of2{8t ZE 122 SHIE| vSwitcholl SEHsHs RS 1S ERELICH E3] 2 AE, HA
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= AE, 0|3 =X MH|AE NS5ts LR HEHIS E2 0SO85
CHHZ0| £&5H 50| JHOPEI_T'_ S2AH Eof oYY JekS 0E 5 ASLICH WEkM 4,6, 8, 10, 12
22 AE0| M= LiF ONTAP Select HIE®{37} 10Gb HES ALE3H E.'—Ilif 1Gb NICE X=X §45LICH.
J2{Lt ONTAP Select 22{2E 2 S0{2= HI0[E{2] SES Moot et AFEHO 2 XFsh= sHol= FFES
OIX|X| 4B 2 2| HE 0] Ciet EZ0| =T} Eriliet = QIELCt

LS —— o=

YLIch Ol2f2t IEYA ZEO| et U=

2L E SHAEHE 4L E S AHO| ZR3t 2742 10Gb ZE CHAl LHE E2fZlol 1Gb ZEE 47 == £ 10Gb
IEE Afﬂ = 9M=|L—|I:|' ME{Z} 10Gb NIC 7tE 47H0f SX| @t= 2tHNM = LHE HIEY A 10Gb NIC 7t=

2742 AFES 4 9T 9|5 ONTAP LIESIZ0] 1Gb NIC 2702 AL2E £ QUALICH

R HESZ HZ A =X sHZE

S L E S2AES R HEYI= UHEYI HE HAY| 7|52 AME5t0] 2B &= /UELICE 0] 7|52 Deploy
CLI®M network connectivity-check start HEHOE HMSIH £ 4 USLICE

Ct

dlo

WIS LASI] HIAE £33 efolgtLt

network connectivity-check show --run-id X (X is a number)

O] E&= CHE £E Select 22{AH2| LHE HEQZ X E i Zdt= it 88Ut T L E SAE(VNAS
T4 Z3H), ONTAP Deploy2t ONTAP Select & = 22I0|HE & HZA EXE sl Zst= dlofl= 0| =+ E
AHgdi M= ot ELct.

S2{AE MM OFHAHONTAP Deploy UIS| 28)0f|= CHE L= E2{AH MM J0o| Ar2
2 HERIS AAP|7F ZE[o] JELICH R HER/IIIOE & E1¢E101IA1 >HlSH=
I O A E EHAH MM IZZQ Y= UIEH SAH MM XY MSEO| M EL
ONTAP Deploy 2.102E LHE HEI0AM AFRE[= MTU 27|E 7,5000(A 9,000 2 MAES £~ A&
HEYI AE dAt7|= MTU 37|E 7,5000{| A 9,0007tX| HIAESH= Ol AMRE 4 JELICH 7|2 MTU
HEYZ AQX|Q| Zto=2 MAMEIL|CE BZA0 VXLANI Z2 HESA @H|0|7} = AR 0] 7|27t
2O 2 CHH|=|0{OF BhL|Ct.

ONTAP Select 2|5 HER3

ONTAP Select 915 UE#|2:= S21AE(0] BE OIFHISE S41S HESIOR Tl LC 9l 1S L& 24 R0

EXHELICE o] HIEH 30 = LH$ HEIMY HA5tA FolE Mel2 27 AFZo| gl I”h ZE|xt= SE0|AESY

ONTAP VM AtO|0f| E{S E= 0] LYotX| F=F FoloHof giLItt. 85 & 1I7f ONTAP Select 2H|2 HX
O|A|EI A 0I7| [[HEIOIL_||_-_|._

g

EgHm S VGTEH= EZZM|A0|AM ONTAP Select VM XHA|0f 2|3

otetAloz 9|8 EfE 2 vSwitch HE(VST) & 2/F AL|IX[ A Z(EST)0HAM
=]
f TSHAA|Q "H|0|E] Sl 22| ERfml Ha|" 2 RESHAAL.

Ct2 HO|AM= ONTAP Select LHE & 2|2 HESRZ S| 2 AHo|F S 2o FL|CL.

LU Y 2l HEYD BE AR

29 L& HEH2 Qe HEY3
HIEFZ Mul~ Z2{AE{ HA/IC RAID 22|AEf 7+ G|0|E| B2|(SnapMirror
SyncMirror(RSM) % SnapVault)
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243 LHE HEXHZ QE HEXA

HER3 Az T4 @ARULICE MEH AbS

g 37|(MTU) 7,50001| A 9,00077+X| 1,500(7|22}) 9,000(X| &)
IP =2 ghet s MMEL|CE INE=INsfel

DHCP X|& ofL|2 OtLIR

NIC B 74

LR Sl QR HERI0| nds A LHZSYS MSot= ol 2R X 8l 562 £E40| ZF UA=X| =Helsta{H
=Y HE/3 o{¥H B 742 AEdt=s Ao E5LIL T 10Gb B3 E St 2= 25 2F 740

XA ELIC 2L} NetAppOilA= ONTAP Select 22{AE{Q| LHE 3! 2|2 HIEQI0M NIC & #ME At8St=
2ol Z&LICY.

_|.

MAC =4 44

D= ONTAP Select HIEY 3 ZEO| Z2El MAC A= EEHE HiE QEZ|E|0f o8 At52 2 MM EIL|CE o]
FE2|El= NetApp2t 4245_! EaiEd OUI(Unlque |dentifier)S AF2310{ FAS A|AEID} ZE8|X| 2 gLt
“131 CHS o] T4 EAHEE ONTAP Select AX| VM(ONTAP HHI) LHO| L& Cf|O|E{H|O| A0f| KA SI &% =
HIZE A] A2 TSR K| OEE SHLICE O A|FEOME ZE|RH= HEY A ZEQ| HEEl MAC TAS 2HSHX|
ototof BfL|CE.

K| E|= ONTAP Select L EQ3 M
X ™| SEHE MEist D HEQIE LMt Mst 2

MH S2HM= 04| 27 Abgtat M —*.' ool Ct2ECb= M & 21 AUSLICH w2t S2[d MHE g
HEY{3 AZ 2™s WHE o Ot A2 & JSLICH CHEES 48 AAHIN = £ S 2|2 Ho|7}
ClYstCt IE QICHS XTE S 4% 1lg—6f‘- CtSt NIC 40| MSELICH §7]0fl= 25GB/s & 40Gb/s NIC
O HE{(VMware ESX X|)7} ZEHEIL|CH,

=5 |

—

mio

X[ Hstet = ASLICEH

rio

&
> 00
=
ru|0 >

ONTAP Select VM2 M52 7|2 st 0o EMO| Z1H™ HZE|0] 17| 2N 14 NICE MEisto] vMO]| CHet
M2|2FS SIHA7|H M50| O 52 22{AEQ MutHol I Ar2XF 2tA0| SFAMEILICH T M5 HIER 3 |0[otRE 98
10Gb NIC 471 EE= 112 NIC 27H(25/40Gb/s)2 ARE £ &*thr e O] 7HX| CHE AH X X[RIEL|CH 2 E
S AEQ 22 1Gb ZE 471 EE= 10Gb ZE 1717t XY EIL|CE B L= 22 AE9| 2L 1Gb EE 2747}

X[ EL|Ct.

HEYD 4 U BE 7Y

S AH 37|10 et X@EE= o2 o|Hul 0] ASLILE.

E2{AH 37| XA @7 Abg HE At
el & S2{AH 1GbE 274 10GbE 271
2E EHAH EE 1GbE 471 EE= 10GbE 174 10GbE 27§
MetroCluster SDS
4,6,8,10 E= 12E E2{AE 10GbE 274 4 x 10GbE EE= 2 x 25/40GbE
@ 2t EZZX|0f| 2R3t M2 CHE NIC & 714 ZtHof| HetsHof oo 2 A3 FQl S A A THY
3 oy @3 EZZX| 7t #Heto| X[AE| K| ASLICE
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of2] 2a|E AQIXIE AFBSHE HEYD 74
A

SIEQE S25| A E2Y £ U= 22 22|18 AX| Hojof| thst 2 7|50| =It=|0 CHS Ogof| LIt s
MultiSwitch 7142 AFH2St= 20| Z&LICH
Virtual Port Channel (vPC)
Ethernst Switch 1 Ethernet Switch 2
ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ESXi0l <] ONTAP Select VMware vSphere vSwitch 71
NIC 271 % NIC 470 +40i| CHEt ONTAP Select vSwitch 7141 31 2 = W21 A XA

ONTAP Select EZE X 248 vSwitch 42 25 X|@LL|CH 24 vSwitche 23 EE L X(LACP)E
X|ect 23 Hete o] 22/ of-Eo| 2K tHEZE S EAISH= o] AH8El= LEHE QI HESZ 714
RALICH LACPE I ZEAQI ZFEQIL|CE Ol= 22[M HEYI ZE IF2 HY =2[X ME2 F= HERI
A=EZOIER It T2 EZE H|ZELICH ONTAP Select 213 Zet I (LAG)LZ M= TE 21} 8|
5 = UASLICE SHX[2E NetApp LAG M S TS| QIo 7HE S2(™ ZEE the U I(EYT) ZER MEd=
HESL|CE o|2{et 22 EFE vSwitch2l 24F vSwitch0ll CHet 28 Atz = SLLICE

s
mo o

=

Mol M= 27H2] NIC & 4712 NIC F80llM 25 AFE3HOF 5H= vSwitch 74 S 2E Az & FHMof| Tl
SfLict.

2
R

ONTAP Select &l ZE OE2 AT = CI2 2H AHIE EAAQ. ZE 2 £F 0| 2C Al HAHO 'A| Xl
JHat TE |D 7)€t 2tREIQILICEH VMware= ESXi SAEN HAE AQX| ZEO|A STPE PortfastE MMt 712
HEBILICE

HE vSwitch 71g0ll= 2|2 £ JH9 221X HEZ O{-E 7t 5tLES| NIC B2 Z F0f L0{0f BfLICH. ONTAP

Select 2. = 22 AE{0f| CH3l| THY 10Gb 23 E XA ELICE 3HX|ZH NetApp StER0] 0| 5SS E &S| 28l NIC
HAE MEY AS HEHLIC
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vSphere AIH{OI A NIC E2 02| B2|% UIE9IS OfHEIS ErY =2 HU2 B= ol ALSE|S T2 2X2N, BE
Tael mEO|M HEYT 2E8 2R 4 YBLICH NIC 2 225 A9ixle] X2l glo] A & Qirks HE
7|ef8of BHLITH 2= W21y 8l HUoH HH2 AER A9IX| PHS Q4G 25t NIC x
Q&LITH 0] ZS A2 of B2 Efmo|at HBELCY.

o 1L

@ ONTAP Select Ol M= M& ZE x{'20| X2 X| ELICH LACP X[ L2
X|E|X|2H LACP LAGE AIE3SHH LAG HIH 7to]| £} 2At0| I2X| &2 5

Chel = 22{AE{Q| Z2 ONTAP Deploy= ONTAP Select VMS #AM310] 25 HEQ30| ZE 1ES A2stn
S2{AE 9 LE 22| ERfmo ol SYUst ZE OF L= MEMOZ CIE XE OEZ AMESIEE gL Y
LC 2YAHQ ER, Yote 22 E2|M ZEE /R ZE OF0 g4 O{HEHE F71e 4~ JESLICH

OHES & 22{AE{9 Z<2 ONTAP Deploy= 2t ONTAP Select VMO| LHE HER 30| StLt = F 7| ZE
JES M8t HER QI8 HESRQI0 Sttt £ F 74| ZE OES A2t E ATLICH S2{AH Y L& e
Ejm2 o2 Egjiiu SUst TE IFS AESH/LI MEHMO R HEO| IE IS AF8E = USLICH S2{AH
2 LE e EgfE2 LR Erfun SYSt XE IS 3RY & el&LICL

ONTAP Select= |CH 47H2] VMNICE X[ gfL|Ct.

HZ L= 24 vSwitch2t =8 479 22| IE
O L E SEARS 2 2o 4712 ZE OFS €9¢e &+ JGLICL 2 ZE OF0= O3 O at 20| tLte| g
=2|H ZECQI 79| 7| 22|H ZETL JUSL|CH
s Lo Alel E2|H ZETL = vSwitch *
vhics Hypervisor
services
Port groups
ESX - Failowver
Standard Priority
vSwitch Order

VIMMNICA VIMINICE VMMNICT

WVIVINICS Controller A

o] S 20 A= ZEQ =M= SQELICL LS B M= 4712 ZE O F0] thist S2|H ZE 2Z9| 0§ 20
St

CUEYD A Y AT Y
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ZES 2% 1 Qe 2 LH= 1 L& 2

=k vmnicO vmnic1 vmnic2 vmnic3
CHZ| 1 vmnic1 vmnicO vmnic3 vmnic2
CH7| 2 vmnic2 vmnic3 vmnicO vmnic1
CH7| 3 vmnic3 vmnic2 vmnic1 vmnicO

CtS 3212 vCenter UI(ONTAP-External % ONTAP-External2)diA /8 HEY3I ZE J59 2MHS EHFLICL.
2d o"HiE = M2 CHE WESR 3 7tE0]| £2L(Ct o] -0l A vmnic 42F vmnic 5& St 22X NICO| HZE
0|F ZEO0|1, vmnic 62 vminc 72 B2 NICOH| HEE 0|F ZEYLICHO| 0f|0i M= vnmics 0~32 AFES}HK|
2%42). 7] 0HES =X = LR HERAS ZET} ORX|2H0| £ =8 A EH Foll ZX|E HSLCt 7| SZ0
U= LR ZEQ| &Mk OEIHX| = F 28 ZE JF Zhof| HREL|Ct.

* ItE 1: ONTAP Select 2|2 ZE OF 714 *

S ONTAS Extarmsl (o Sefasgs

P o T
SecuE By
TrafTe shuspersgy

* 25 ONTAP Select 2|2 ZE 158 714 *
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[

'f ‘e

dctve adaplers
i v

Sarafly mlyfies
Al il
i s
il veneica [}

Unisesd adaplers

0K ¥
JIEME ?lo 22 ChSot Z2&L T
ONTAP - 2|8 ONTAP-2|52
2t o >HE: vmnic5 CH7| {-HE: vmnic7, vmnic4, 2t o>HE: vmnic7 CH7| R E: vmnic5, vmnic6,
vmnic6 vmnic4

CtS 22 LR HEY3 ZE JE(ONTAP-LHE 5! ONTAP-Internal2)2] A4S 20 ELICt. &M O{HE = CI2

HES3 7tE2| o{HE{QL|CE o] MEO|M vmnic 42} vmnic 5= S$t E2|X ASICH| /= 0| XEO0|11, vmnic
62 vmnic 72 2| ASICH| = fALSt 0|5 ZEQILICE 7| RHE S =AM & 2F UEYZ S| ZEJ} OrX| 2t
Ues AZH Zoff =X HBELICL 7] 220 e 2R ZEQ| M= F LR ZE OF 74H0]| H|<:o}tA| BiRL|Ct

* ItE 1: ONTAP Select L ZE 2 1M *
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Satect it and standy adietey. Curing wiadoves, Stardby aZanters avivite i e order specsied asow

[ J[ o

* 22 ONTAP Select L8 ZE OE *

LER BNy [} Ovemade | Fisuis hasad on crignabng iialiped |+
Metwork Cilrm Oilecton. ] Oemmdl | Link clitus o
bk Dm i .
Fadovel o
W Dverride
Aciave sapiess
et
S gy ey G
|- Rt
Wl it T
A s
rursed iy

Seler] e and ttandly adanters [vmng o o, standly adapters aiivill o P order Gpecied shove

Lok || cue |
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ONTAP - Li|£2

ONTAP - L&
=M o{HE: vmnic4 CH7| {E]: vmnic6, vmnic5, =M o{HE: vmnic6 CH7| H{RE]: vmnic4, vmnic?,
vmnic?7 vmnic5

HZE L= 24 vSwitchet =8 F 719 22|M X E

(25/40Gb) NIC & EQE
7H MO = 01 RAZLLICE S2[H O{HEHE F /4T AFSIHEIE XE JF2 U 7H2 AM8SH= 40| EELICH ZE

NE A2 R HEE= ZE OF 782 10Gb OfHE] U| JHE AFEE o] 7t

18 gge gt 2aur

ZTEIE 2|2 1(e0a, eOb) LHE 1(eOc, eOe) LHE 2(e0d, e0f) Q|2 2(e0g)
=M vmnicO vmnicO vmnic1 vmnic1
CH2| vmnic1 vmnic1 vmnicO vmnicO

* L E' 2719 11£(25/40Gb) 2| ZET} = vSwitch *

Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A

1 The port groups attached to the virtual NICs are configured to use one NIC as active and the rest as standby.

T Hel 22[H ZE(10Gb OIShE Ar8%t= 22, 2 ZE OE0= &4 o{HE 2 7| O{HE{T7F M= B2
JME|0{0F SHL|CH LHE YEY IS CFE = ONTA P Select E'-E1*E101I'=* EXLIC o L= SEAES 2,
Qf XE OF0M F OlHH BF Moz 7MY + JGLICH

S X2|st= vSwitch & F 71| ZE 129

CI2 ofl= CHS == ONTAP Select 22{AEQ| LIE U 2|2 EAI

1]

MH|A
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TdE HEHFELICH LHR HERS VMNIC?ZL Ol ZE O

LA Al 22 HEHI= LHE UWESRIZ VMNICE MY = JASLICEH 22 HEHYIAS| FL= 0|2t HITHYILICH F
TE OF 7tof| &4 3 7] VMNICE HZOt AFE35HE 42 HIES 3 Zol 24 A| ONTAP Select VM2| SHIE
HYHE /6 0 STt

« LSk 2 JHo| 22|™ ZE(10Gb 0|5H)7t Y= vSwitch *

Hypervisor

) services
vnics :

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2
Controller A

LACP7| /= 24t vSwitch

FHOM Z4 vSwitchE AIEE 32 HEHI Y& Hhesldt| 26 LACPE ArEe &= JASLICHZH A=

B0l 48 41 tiy| BE2 F45/0] YOO HIELD Fof

Ote). XY=l RS LACP M E AF8SI2{H ZE VMNICTt thd LAGO!| QL0{oF SfLICH 3 22X AflX[=

M2 2= ZEOA 7,50001 A 9,0007kX| MTU 27|12 X[ 2oof EfL|CE LIS 3! 2|5 ONTAP Select HIEH A=

ZE OF +F0|AM A2[=|0{of SL|C L HES I = 2t*Ee & =(F2lEl) VLANS AHE8HoF gLICtH 2F
HE i VST, EST = VGTE Al 4 UBL|Ct.

CHE OloilM = LACPE AFE3t= &4t vSwitch #4E 20| FLICH

* LACP A A| LAG &4 *
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* LACP7} #AI315! 24 \Switch® AF3HE 9|2 ZE 1

[
4
0%

*
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() ONTAP-Bdtemal Settings =[O x]
|Route based on IP hash -
|Link status only -~
Resource Allocation L : 5 -
Resource) Notify Switches: [es |
Miscellaneous Fadback: |res ~
Advanced
Failover Order
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Lt 1 Move Up
Active Uplinks -
ONTAP-LAG e Do
standby Uplinks _I
Unused Uplinks
dvlUplinkl
0K Cancel

-

* LACP7} &3tEl 24 vSwitchE AHE%t= R ZE O

Hu
oy
0x

*
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3 —Puolides -
I Pobices Teaming and Failover
Sacurity .
Traffic Shaping Load Balancng: @
Pt - o DRt
Resource Allocation Notify Switches:
Monitoring
Miscellaneous Failback:
Advanced
Failover Order

order specified below.

Select active and standby uplinks. During a fallover, standby uplinks activate in the

[Route based on IP hash -
|Lirk status only j
e 5
e 5

Name

Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl

et |

LACPE ALEdta{H &9 &

®

ONTAP Select E2|& AQX| M
CH AQ|X| Bl CtE AQX| St A S 7|HIOZ St= YHAE
ThAb AQIK| BN SEIH AQX|Zo| HZ AHS LHE me Al

Q|5 C|o|H MH|AZRE E2[5hs 2
AELZ eHEE(0fOF BfLICt.

SC|H AQK ZEE= EYI ZEZ FH5H0F HLICt ONTAP Select 2%

X ZEE ZE (D=2 2MH{0F L|CL £
2Mstst7| Hol| LACPZL gMetsl ZE 40| SHIZA MY

242 0[]0 2 VLANOIA ®|Sste 22| E S8l YAEE

AbvSwitchOf|A] O] 2H S
=X| SOISHMAL.

B E=E™ AKX 1 MR R

FotA| nefofiof ghL|CH LS SHAEH E2fES
=2|H HEHZ

FEH

Edjme £ 2

L2 & 7tX EY S olLtZ o2

2H0]0] 2 HERIZ0 22X 22lg 4= ASLICH A i BH2 thed TE TFOZ ONTAP VLAN Ef 7} X|FE 7hH

HHHO
o HLT

HZEE A8ots AYLILE & Hm

o
EXHE]

Q& Ezf=o| o2 2[0]0f 2 HIE-?F'OH 22X 2el=lE
VLANO| ZSHE|0f RAO{OF BL|C}.

ONTAP Select LIE HEQ3 Ecjm2 2|3 22 P TAZ

XA
FAE Ho

50

3 22X AKX ZEQ| 51 VLAN S 50| §

ofEl Tt

VST ZENM 22| ZE e0a0| B Q| TE 152 &St= AQULICE EF
ONTAP Select 22|A Sl ttel L-C cc= CHE L& A0 Of2} H|Oo|E ZES

eOb % eOc/e0gOll &=HaHof BL|Ct,

e

QIE{H[O| AS AtESI0] T MELICE Of2{st




IP A= 2tREI0| 7H538HX| koo 2 SHAE L E 7t9| LI EsfTi2 ttl 30|0] 2 HIEQIIE S8l S2A
EILICt. ONTAP Select 2HAH & 7t A2 2 X|E[X| 4&L|CH

Ok

g 2218 A9/K]
C}g D22 CHE == ONTAP Select SHAE{O| A 3t =7} ALBSHS A9IK| 24 0AIS HOiFLC 0|

flAlG[AM = LIS S R HIE/S ZE OFS 2 AESH= vSwitchesO|A] AFE3H= 22X NICIt S€ot YA EE
ALX[of] HZEE[0] USLICEH ALK E2fES HE o VLANO| ZetEl HEEINAE TR A0 ZH2|E LT,

(D ONTAP Select LHF HIER{A2| F? ZE OF +F0i|M Ef 3 X|HO0| +HELICL THS G0l M= 22
HIES{ 30| VGTE AESHX|TE VGTRE VSTE 25 die ZE JF0| M X[ LT}

Ok

2 228 AQIXIE ALRS YEYT 74+

—

i

Single Switch
Ethernet Switch
P } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Mative VLAN 20
‘vSwitch 0
@ Ol FHUNE 37 AAX|7t B Zhof X[™O| EL|C} Jtset AR o] AQIXIE A8t 22|H
StERO] o2 Qlsl 22{AH HESR3 STHo| 2HMSHX| Q== ofjof BL|Ct,

o2 S| ALK

O|F=t7t 2ot 2L 03] 71el E22|X WEHI A(X|E ArE40F LTt LS 272 CHS .= ONTAP Select
SHAEOIM o =T A= HE TS BOFELCEL W 3 2|f ZE OFS NICE M= CHE S2[X A2(X|[0f
HEE[O] T SEHO] AKX HOHZRE ASXE ELICE A1id EE| XIS EXISH| 2l 291K] Zto]| Tt
ZE 20| g ELITt.

- 03] 22X AQIX|Z AR YEYT T4 +
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEE EEEEEE
ENENEN EEEEEE } |

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP Select Ci[O|E{ 5! 22| EcliT! 22|
HlO[H Eciziat 22| ERjmE HE ol 80| 2 HERIZE E2|eL|Ct.

ONTAP Select 2|2 HESI EfE2 I:1|O|E1(CIFS NFS % iSCsl), 22| 3! =x|(SnapMirror) EEfEIC =
HO|EL|CH ONTAP S2{AE LHo[A 2 EEl Y2 714 HEY I ZEN|M SAEIE|0{0F 5t= HEo| =2|
QIE{I|O| A S AEEILICH ONTAP Select°| CHS =& 2A0M 0|23t ZEE= e0a U eOb/e0gZ X| ™ EIL|CE TH
TE FH0l|M 0|23t ZE= ela 3! eOb/eOcE X|HE|H, LIHX| ZE= LR SHAE MH|AZOZ O ELICE

NetAppOi|Al= HIO|E] E2jin; 22| EeiES EBEo| 20| 2 HESAZ 22|g AS HHYLICE. ONTAP Select
£Z0 M= VLAN Ei 25 AFE3t0f 0| HRPLICH. HIEH A ofHE 1(ZE eOa)01I 22| E2fTE VLAN E{i 17}
Xgel ZE IES 2EotH ELCh O2 O3 H|0|E EHEC= ZE e0b ! eOc(THY L& S2{2AH) = elb

% e0g(CHE = S2AR)0| 212 Eo| ZE IS T 4 YALICH

| 2| LIFE 25

O] 2M ARZ0|M BTt VST EF M Z= FSESIK| = B3R, L 7Het ZEOf| H|O[E 2
L F&5t0] VMOI|A VLAN EHZE $ASfLICE

=]
HiX[SHOF & 4= ASLICE O|HA| StHEH VGTEl= Z2MAE

@ ONTAP Deploy REZ|EIE AHEY W= VGTE ST O0|H Sl 22| HEY I 22E AI8Y
SLICE o] ZZMA = S2{AH MEO| 22 E Z0f| £=HsHof gfL|Ct.

VGT % 21 S2{AES ABE Z A7b50l 0| AR0| YALICE 21 S 2RAE FHOIME C 22| 1P

#AE AP0 STfxtcl HAB HH F ONTAPE 21E13] ASH + USLICH UH2fA] & BHe] LIF(EE c0a)

OfUE| ZE IS0|AlE EST S VST Ef10t XislglLick ot #le) Eefiat clole] Eefziol D5 SYU & 188
AFBBH= 29 Bl 21 = 2 AE{O| A= ESTVSTE XIIELICH
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VST U VGT 74 40| 2 & X[HE/LICE CFZ 20 = vSwitch AIS0AM SEE ZE OES S| Ecfulof
BTt X[H == A Hf AlL2|2¢ VSTE Eof FLI|CH o] 2N E22HAH 3 LE 22| LIF= ONTAP EE
e0alf Sfote| 1 SetEl TE J28 E3l VLAN ID 1092 Ef 37} X|HEILICH HIO|E LIF= & HW| ZTE O8
A3 ZE e0b U eOc E£= e0gdl 2|10 X[HE VLAN ID 2001 ZSHEILICH S2AEH ZEE= M| HUY EE
JE8 AME3%HH VLAN ID 3001| UELICE.

* VST * E AtEet H|ofE &l 22| 22

Ethernet Switch

PortGroup 1
Management traffic
VLAN 10 (VST)
v e | PortGroup 2
momi =, - Data traffic
vian1o | vianm VLAN 20 VLAN 20 (VST)
= == LJ o PortGroup 3
Cluster traffic
VLAN 30 (VST)
' Datad UF: ]
Cluster-management LIF: . i
i 10.0.0.100/24 | 192.168.0.1/24 |
i i Data-2 LIF: |
{ Node-managementLIF: . :
| 10.0.0.1/24 192.188.0.2724 !

{ L0 H - manad

CHE JZ0ME & HI ALI2|2Q1 VGTE E0o| FLICL 0] AlLZ|0|ME EEo| EZEIHAE ZH|Qlof| X[ &l
VLAN ZEE AE38I0{ ONTAP VMO 9|6H Ezfjmlo| EfZELICE. O] of|ofl M 7t ZE e0a-10/e0b-10/(e0c = e0g)
-10 %! e0a-20/e0b-202 VM X E e0a 3! eOb ?/0| BHX|ELICE O] 42 AHESHH vSwitch A|Z 0| Oft! ONTAP
LHOlA 21 HIERI T EfZ S £HE 4 JASLICH &2 3! HIO[E] LIF7} o]2{$t 7tA ZEOf| HHX|Z|22 THY VM ZE

LHOIM AIZ 2 519l BME O 2Hae & UELICH 22 AE VLAN(VLAN ID 30)2 ZE JF0|AM T 5| Ef
x|I-IEI|_||:_|._

ke

bl *

* O] 71 AEHUR Of2] IPspaceE MEY I £3| MeteL|Ct FI1HQl =2|X 2| 9l HE| HIHA|E Yot B2
VLAN ZEE HEO| AFEX} X|H IPspaceZ 152}

* VGTE X|Y5lHH ESXI/ESX SAE HEY 3 O{HE{7} 22|™ AQX|Q| EYA TEO HZAL| 0] Q0jof SL|C}
Ttak AQIK|0f| HEE ZE O35 VLAN ID7t 40952 MM E|0] QL0{0F ZE IF0|AM EFZUS AIES £

A LIC

* VGT * E A8t H|0|H & 22| 22|
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Ethernet Switch

EENE

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

ONTAP Baisot VM

Defaultm
Broadcast Domain: BDA Broadcast Domain: BD2
| | 00010 | o020 I| 020 |
e memmesememeeemeeeceeeeeeeaee Data-2 LIF:
152.188.0.2/24

Data-1 LIF:
152.188.0.1/24

Cluster-management LIF:
10.0.0.100/24

-

Node-managementLIF:
10.0.0.1/24

17184 OF7 ||

ONTAP Select 17}2A M
Zof| 7tE Mot HA TS MEigh = Qle J12MH M0 CHsH LOotEMA|L.

T0| AE{Zato|xF AEE|X| OfZEt0|olA0|A Lkt SHEROfo) M AdE|= AZEQ0] |ut aREMOZ
OfZ 2| 0lM YIREES O|Sek| AIRHKIT Beeint LHZE BEl 7|ChAIo QARSI SHRHXIX| SUBLICE
A2 27 AH SERPO)E HBsHe HA 2R HS QImat Acio] of 74 RARLE(0| FOY= I8t Bo|e]
AMEHE DA B

Are

SDS A|&Q| Mt HES 22 ol= AEZ|X|(shared-nothing storage) IHEE 7|Ho 2 I=E[QUCH, AT EL|0]
SHNE Soll 2] AER[X| AFL 20| ALEX} H|0|E{ Q] o{2] ZAHE S X &SI H|0|E F =S HIELICE ONTAP
Select= ONTAPOlIA H|Z35t= 7|4 5H| 7|S(RAID Synchrror) A3t 22{AE LHof| AF2Xt H[O[E{2Q| 37t
SMEE MEHCEM 0|2 MAE 7|t = SL|Ct Ol= HA 42| ZAEAE LHOf|A ZletLICH BE HA Y2
AHEXL HO|E 2| & SAHE S MEELICE StLi= 22 L E0|M M35t AEZ|X[0f], CHE StL= HA THE L0 A
H3ot= AER|X|0 MEELICE. ONTAP Select 2B{AE LHOIA HARL S7|4 SX|= &H HZEE0 JY2H, F
7158 2EISHHL SRAo = AL8Y £ IELICH W2t S7|4 SH 7|52 OF =E HE0MT ALY
UA&LICH

@ ONTAP Select 22{AE0|M 7|4 EX| 7|52 H|S7|4 SnapMirror EE= SnapVault 4| AIXIS
CHA[SH= Zd0] OfL|2t HA 39| 7|sLICt S7|A SXl= HAS SEXOE AF8E = glELICh

ONTAP Select HA 1= 220 = 2E| .= S2{AF{(4, 6, 8, 10 L= 1270 =E)°f 2. = 22 AF Q| & JHX|7}
UELICE 2 E ONTAP Select 22{AEQ| 71E 2 EF2 ﬁ%i‘ B2l AlLt2|2E sl ZStY| 23l 2 F SHXL
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MH|AE AEStChE ELICE ONTAP Deploy VM2 F45ts ZE 2= HA &0l Chet 7|2 S S-S Lot

T 7tX] OF7 =N = CHE O Z0)| Ltet ASLICEH

© B SHAtet 22 AZE AER|X|E AHS0HE 2= ONTAP Select E22{2F *

ONTAP
DEPLOY

Mailbox

Disks ///'
f/') 2
k =

- # : i

DAS

@ 2= ONTAP Select 22 AE = 6L HA Aot SIHXIE A MEILICH HA W LHYIA = 2t 22 AH
Lol O|o|E| O OZ|AHIO|EZt S7|ACE D[ E|H, I|Y 2 A| Ci|O|E{ 7} &AM E[X] k&L

24 HE AEZ|X|E AHESH= * 4= ONTAP Select
2e{AH
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* 4. ONTAP Select 22 AE= £ IHS| HAYC 2 FHELICL 65, 85, 105, 121 SR AHE 24
371, 474, 57H, 671l HA 822 FEELICE 2t HA Y WollM 2 22{AF =9 HO|H A= S7[H2=
0|2 =|H, o Z=X| & A| C|OE| £40] 2USHA| gi5LIC

* DAS 2E2|X[E MEBts B2 =X MH 0| 5tLt2|] ONTAP Select Q1A E A r—f—XH"; = AUSLILE. ONTAP
SelectE AE5I2{H A|ARIC| 2Z RAID ZIEE2(0f| Citt H|SF WM|ATZ HRSHH, AEZ[X|0| E2[Ho=
HESHK| M 27tset 22 E HZE L|A3E HEoteE AA= U '—IEf.

LS — =

25 HARI CHS == HA H|W

FAS 0121|0]2} ZHE| HA 42| ONTAP Select ==& IP HEQIIE S ATt %*._'3”—

SILICH =, IP UIEH A7t Y ol
X|H(SPOF)0|E22 HER S TiE[M 5l AZS! HEj[Ql ALIZ[RE YX[St= 20| HA|2

| =%t =ZHO| ElL|C} C=

LE S2AHE 3 0|49 Hd LE0M S2{AH TS 2FE = NEQEE T = HOE AE & ASLICH
2= S2{AEE ONTAP Deploy VMO M @ ARIE| = S} ME[AS ALE5H0] S2e ZatE HSLICE

ONTAP Select .'=E2 ONTAP H{ I ZR{X} A{H|A Z7H| SHEH|E HEY 3 Ecfjd

2 A AR D SR E[E2 ONTAP
HZX VMO| ONTAP Select 2. = Z2{AE{ 7} Ol CHE H|O[E] MIE{O| N S ARIE £+ /&

L|C}.

ONTAP Deploy VM2 diie S2{AE{Q| SHHAt HES & W 2. = S2{AH2| iy £20[ LT
ST MHIAS A8 2 gl A2 2 SIAE{7} A% 844 HIOIEIS BRIt ONTAP Select

() =oi2eo AN MW JI5S ALBEIX| YALIC Wabd ONTAP Deploy B MBI AL HA
40| 2t ONTAP Select ' £2 XIZA 02 S4I8HoF SLCt 22{AE| =2o] HIHR KHSsteiet 24
5Mbps2| CHEZ 1t | RTT(Round-Trip Time) XI¥ A|Zt0| 125ms7t 2 %tL|Ct,

SIA S-S 5= ONTAP HHE VM2 YANOZ IE= FAXNOZ AR & Qe A2 2Kt ONTAP HHE VMS
Ar86r04 2 EE1AE1 FHS 2T 4= USLICE 0|2 QU8 A ONTAP HHZE VMO| ONTAP Select =EE #2|gt
-r HA ||:||- EE1AE-| _—‘[l_|E-I (o] 3y | E_|’<01| A'l_T'_I-I oz X O:"c; 4&_ oll— :I.M-Io| AHA'IEI[__||:|- ONTAP Select il:gl. ONTAP
HHZ VM Z2He| EAI2 IPv4E S%HiSCSI H§§+° AHE r01 2SHEILICH ONTAP Select = E 22| IP TAE
O|L|AIOIO|E{0|12, ONTAP 7= VM IP A= EFQILICE M2tA 2 E SE{AHE AT 0= L& 22| IP A0
CHSH IPve TAE X218 & SSLICH ONTAP HIE SAEIE| HYHIA CIAT = 2 E SE{AE MM Al HASH
ONTAP Select == 22| IP FA0| X522 MM gl OtAZIEL|CEH MA 282 - S0 XrEOE SHE|H =T}
el g2 HedkK| fELICH EHAHE g'gor: ONTAP HHE QIAEIA L= 8l 2| AE Q| 7|2 =R|XIQIL|CE.

el S 9K S HEFSHOF 5h= Z 2e| 20| 2L 22 ONTAP HiE VMO| &4 E|EEt: 22{AH
HHE =7E & ASLCE 224 2= SHAE I QIARASHE TiOiCt ONTAP Deploy HIO|E{H[0]| A S W 5t=
20| E&LCt

2. E HASt 2. E 2% HA(MetroCluster SDS) H| 1

M=z CHE 2|0l 2. = HE|E/HE[E HA 22{AE S HiX|5t 2t L EES M= CHE H|0|E| ME{o] BiX[Z =
UGLICH 2 E SHAES 21 E 25 Z2{ A (MetroCluster SDSEL T )2 ot XI0|H2 E 7o HERS
HZE He|YLIct.

2 E 23 AE= 300m HE| W0l & =71 22 C0|E] ME{of| {{X|ot S2HAE 2 FOEL|Ct YHHOZ & LE=
SUst HEX I ARIX| £ ISL(Interswitch Link) HIE 3 AIX| NIEO] CHst 0*%',' £ 7tX| 21 J}&L|C

2. E MetroCluster SDSE= = E7 22| O 2 300m 0|4 £2|%l S{AE|(CHASt HAl M2 CI2 AE 9 ¢|o|H
ME)2 FolglL|Ct ot ZF L Eo| 3 HE2 HE 9 L1IE 3 ALX|of| HEE I-I . MetroCIuster SDSOl= M&
SIEQ|07 L3R eggutr J2Lt eHE2 X|H(RTTL| A Z[CH 5ms, X|E{Q] 2L 5ms) U 22|& H2|(Z|cH
10ms)0i| CHet @7 AFEHE Z=46l{0F &Lt

MetroCluster SDS= Z2|0|Y 7|s0|H Z2|0|Y 2fo| A fe= Tm2[0|YH XL 2t0| AT HR LTt Premium
2Io|MIAE ARE 9l =7t 352 vM2t HDD % SSD O|C|o] éﬁ%;‘é B XLt Premium XL 20| MIAE NVMe
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Safo|s MMS KB
MetroCluster SDS&= 2Z HZ AEZ|X[(DAS)2t 37 AEE[X|(VNAS) 20l A X2 ELICE vNAS
742 AUFOZ ONTAP Select VM1 B8 AE2|X| Zto] HE ST Th20f K2 Alzto] o

(D) ZOfFLICk MetroCluster SDS 42 28 AE2X| X AIZH2 E#1sto] = 2to] 2|cf 10ms2)
X% AIZH2 RIZBooF BILICE. 3, 3R AE2IX| K| AIZHS Ol22t TAOIM SAIZ & g7] o]
Select VM 2H| X[ AJZH8H2 SH3ts 22 S| QhaLIC,

ONTAP Select HA RSM ! 0|42l =l Oj12|A|0|E

RAID RSM(SyncMirror), O|2{&El 0 2|A|0|E S M7| Z2E AFE6I0] H|O|E 243
HEX[ELICE.

7| =H|

ONTAP HA 22 HA T}E{2| 744 7|8ro 2 BHL|CH ONTAP Select= ONTAPO| l= RAID RSM(SyncMirror)
7|2 AHEStH 2 AE LE 7H0f| L0 E82 SHI5t HA Y HKH|o| AFEX} C|O|E{e] SAME 27HE

M3 =M o|2{¢ OFF|HIN E H|S| Yot MH 2tZo = &Lt

SHA7L /JE 2 E 2 AR E F OO[H MEO ZX JUS = AUSLICE XPASHLHER MM S BXSIHMAR 2=
2t2F HA(MetroCluster SDS) & Af2|".

nj2{2 & o 32|AH0|E
ONTAP Select 23 AE = 2~12719| LE2 FHEELICL 2t HA 8ol = IP U ESYIE S8l == 2to| 7|42

Ol2{2El= & 70O AFEX} H|O|E AR20| ZEHELICE. o[2{st O|2{E 2 AFSXAOf|AH| FEotH, HI0|E HAS| £H2=
HIOJE A dd Z2MA S0l AIS22 Y EL|C]

ONTAP Select 22{AE 9| 2= OZ|AH[O|E= = HZLH Al H|0|H 784S <3l 0|22 =|0{0f 5t 5H=9)|0f

Zof LA A| SPOFE I|sHOF BfLICt. ONTAP Select 22{AE 2| Aggregate= HA Q| 2t L EX|A K|S SH= 7HA
CIASE 7|HO 2 SH C}S Cl|AIE AFSELCH

* 22 C|A3 ME(HX ONTAP Select =E0|A X&)
. 0|2 ClAT ME@EER] =29 HA THEL| 7} X 2)

0212l AggregateS TESHE Ol ASEIS 2 U 02 C]AT9| I7|= SUehof BiLICH. 0|2
() ofaeiolES Z2A 03 ZaA qojakn BLICKZIZ 22 U 12 0l2f 4 EA)), AR plex HE s

X Al THE == ASHICE

0] 2 WAlS EE ONTAP 22{AF{9| X5 WA|nt ZEFO 2 CHELICE 0] ONTAP Select 22{AF Ljo] RS
2E 9 6lo]E| C|AS0| HSEILICH Aggregate'= HIOIEIQ] 22 ZAH2 1} 0j2| SAHRS D& EBIBILICE Tf2A N
Jha CIASE E3fsts FAS Ho|E(Q] & #I) ALZ0| DR C|AIT0| 4702 N/2 [lA39 1R AE2(X
71X|Z MBBLIC,

CHS D20 M= 4= ONTAP Select 22{AH LHO| HA S E0{ FL|Ct. 0] 22{AH LHole & HATIEL| Q|
AEZ|X|E A8z TtHY OiIZ|AHO|E(HIAE)7F AELICE O] TIOIE FAI= 2712 7ty ClAT ME=Z T &[0
UAELICE StLtE ONTAP Select 27 22{AE = E(Plex 0)0|A H3ots 22 M EQ} ChM| 25 THEL(Plex 1)7t
HZsh= @4 MEQJLICH
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3E Ea5h= HAYLICH Plex 12 0|2 £
HY SX A= S MESHE C
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CE J2l0MEs £ 719l C|A 37t Q= O|2{2l =l AggregateZt UELICH O FAQ| LHE2 2712 22{AE =0
44 0| H, 2 C|A3 net-1.12 Plex 0 H3l0f|, A C|A3 net-2.12 Plex 1 HZl0]| BiX|E/L|C}. O] oI X0l A
O Z2|HO|E E|AEE SB{AE LE X0 AL0|H 22 C|AF net-1.1 ¥ HAIIELS 0|2] C|A3 net-2.18
At23tLCE,

* ONTAP Select O|2{Z! =l O 22[AH|0|E

HA Pair

Disks mimored
over IP network

P U T S VAR S E e ———

Plex 0 Plex 1

aggregate: test

ONTAP Select 22{AE{7} PHE|H AIAH0| i BE JHt C|AT7} SUHE ZlA (plex)ol
() xso= sos|nz ojA3 gt peisio] AR %7} €7t BRHA| SiaLith. ol Al st
M4Z C|ASS HRE S A0 BSHR 41 Ao 02 (A3 242 MBS 2 Y&t
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Select 2HAHE Sl MOt mf ZWst= Z=0f| 2 JtS O|HLILE O] ZZM|AE L & BAIZ FHEUCH
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CHe J2l0ll A= ONTAP Select . E0]| Lot =41 MT| @XMo| M7| AZE Ho| FL|Ct.
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* ONTAP Select V7| A2 I3 EER

1
®/100

ONTAP Select A ONTAP Select B
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* 0 T2 F EUA EFS 7422 SHRLIC
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