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7|7HHIO|E =8 XIS 2 AttetLICE 82 St & X|-et AL siE 37|17t X HEELICL EF W 37|17t Iy

37| Lol o™ S Moz AMEY + U= SHHE [t 27| 07 HE-E X[Foh= 2F HAIXI2E 2H 22 AH
ddof fofgfLct.

“InvalidPoolCapacitySize: Invalid capacity specified for storage pool
“ontap-select-storage-pool”, Specified value: 34334204 GB. Available
(after leaving 2% overhead space): 30948”

VMFS 62 Al &X| 5! 7|= ONTAP 1% = ONTAP Select VM2| Storage vMotion Xt49| EFZIIO 2 X| &I EIL|CE,

VMware= VMFS 504 VMFS 62 22| H|0|F 0| & i= a2|0|=EE X|JSHK| gE&LICE [2kA Storage
vMotion2 2= VMO| VMFS 5 Hf|0|E| XHEA0 M VMFS 6 HIO|Ef MEAZ Metet & JTE ot= RSt
HAHL|ELICH 22{Lt ONTAP Select % ONTAP &2 S Storage vMotion X|# 0| VMFS 50X VMFS 62 £
Metot= EX =X 2[of CHE AlLI2[20] CHHM = XSt S SHEE(A}SL|CH

| o T

ONTAP Select 714 C|AS

ONTAP Select2| SHA0ll= oL} O| At AEE|X| E0|M T ZH| X El 7HAF C|A 3 EEH0] ONTAPO| M2 ElL|C.
ONTAPO|= Z2|X CIAIZ XM2|St= 7H CIAT METL HISEH, AEZ|X| ABiQ| LIHX| H&2 60| I{HO| X of|
olsl| FASHEILICE CF2 J2l0M= S2|H RAID ZAEE2, 5H0|I{HIO| X 3! ONTAP Select VM Zt2| ZHAIE
XEMISHA| ©of FL|Ct.

* RAID O 9 LUN A2 MH 2| RAID HEZ2| AT EY|0] LHOJ|A O|20{ZEIL|C} VSAN E= Q8 AEZ|X|E
A2 = o] LM0| HRBSHK| AELICE,

* AER|X| E M2 SlO|THHIO|X LHAIAM 2=

A

* 7t CjA3 = JHE VMO 23l dE &=

HELICH
FELICE o] oflofl A= ONTAP Select0i| 2|3 M- EL|Ct.

* Ity C|A3et =8| C|A3 ofE *
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Physical Server

ONTAP Select

} Hypervisor

-

Virtual Disk (VMDK)

e

™,
)
18
&
O

Storage Pool (VMFS)

Locally attached drives I
LUN I

> RAID Controller

444444 RAID Group

Jtet BA3 ZZH|XE

HCF ZEASHE A2 XL EHA S HZ26H7] 2/ ONTAP Select 2| £21 ONTAP DeployZt & AEZ|X| Z0i|A 7A
CIARE XSO E T ZH| XSt ONTAP Select VMO HZTILICH O] U2 x7| AdH™ 8l AEZ|X| 71 &Y S0
AsO 2 SHEILICH ONTAP Select . =E7F HA 49| A0l AL 714 ClIAT = 24 Gl 0|2 AEZ[X| 20| X522
stohelL|Ct

=20 H-d .

ONTAP Select= HAE 7|2 AER|X|E 22 16TBE X ot6HX| b= S 37|19 74 C|AIZ LisL|CL,
ONTAP Select = =7 HA 42| 2 HOl AL 2t S2{AH L E0|A 271 0| A9 714 CIAIE M5t 0|22 =
Aggregate LHO|A AtES 2 8l 0|2 A0 e LICE

0|Z £0{, ONTAP SelectOll = 31TBQ! H|O|Ef MEA EE= LUNS gEtet £ USLICHVMO| EE 5 e 27t
AAHI Sl 2E C|A3ATF TZH|NE). O3 CFS 4719] ~7.75TB 7H4 ClA3TF MM E|0of siie ONTAP 2Z 5l 0|2
S A0f SEHELICE

ONTAP Select VMOl &2 F75tH LSt 37(2] VMDKZL & &~ UELICE XHAMet LHE2 MM S

(D EXRSHUAIR "AEE[X] 2 71" FAS A|ARI &2 3|7t CHE VMDKItH St of a2 AH|0| Eof
ZRE = AESLICE ONTAP Select= 0|2{$H VMDKO|A| RAID 0 AEZIO|ZE AIESIEZ A 7|0
A 0] ZF VMDKe| 2E 37t2 &S| A S 4 JSLICE

NVRAMS 7SI & L|Ct

NetApp FAS A|AHI2 AdtMO = HIZ[EM SeiA| 227t ZetEl 1S FIEQl S2[A NVRAM PCI 7tEE
EASILICE O] FIEE= S0 Q= MV|E Z20|HE| FA| &l £ = 7|52 ONTAPY| EO{stH{ 7| M52
A SAAIZLICE 5t CIAH|O|A 0|2t St= TEMANA =™ E 0| 252 =2l AEZ|X| O|C|{2 CHA|
O|SSIEE of| &4 == JELICE.

2t A A-0E LEHOZ o2{st RYO| FH| 7t TAE|X| ELICE. [H2tA O NVRAM FHE2| 7|52 7HStE[of
ONTAP Select A|AE R C|AT 0| THE|F0] BHX|EILICE. W2t QAAE A A|AR JH4 C| AT Z BiX|SH= 20
0@ ZQeLIct ol Mi2o 22 HE AE2|X| ES 2l8i S2=0| Foft HHAIE HE S22 RAID HEER{ Tt
WO s |C}

= = .

NVRAME XA VMDKO]| HiX| ElL|C}. NVRAME XA VMDKZE £2|8H ONTAP Select VMO| vNVMe EZ}0|HE

I
A2 NVRAM VMDKEF EA1E 4= QI&L|C}H EESE ONTAP Select VM2 ESXi 8.0 0| A1} S8t = SHEY|0] HA
132 ALEsHOF gL Ct.
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HO|E| ZZ ME: NVRAM % RAID ZIEEZ]

AMAEO| RUE o A7
2o &= 0| 71 H Z= BAlE 5 UAFLICH

ONTAP Select VMO]| Ciiet SH{ = M7| QM VM| NVRAM IIE[MEZ CHAOZ BiL|CH 7HASE AZ0f|A O]

IHE| M2 ONTAP Select A|AE! C|A T L{Of| Y 2H, VMDKE= ONTAP Select VMO|| HZEILICEH E2|H AS0M=
Ol2{st QH0| 2& RAID HEEZ{0f| JHMELICL 7|2 ALSS EIZOE 6t= ZE S5 HE T 0|2 FAFELICEH
o470l A MT|7F SAEO| CHA| QIAIEIL|CH,

O A|EOAM E20| AX|Z RAID ZHEE2] A0 AFSIH C|ATZE Z2{A|E W7tX| 7|CHEILICH =2|X o2 EEL2
XAt AF2 X} H|0|E C|A3Z C|AH|O|RE mi7tX] NVRAMO|| AHSHL|CE

HEE 252 RAID HEEZQ 22 A0 XAtFS2= MEE[T| TiZ0| NVRAM IE| M0 S0{2= MX7|7t X522
HAIEI F71Hez S2|H AE2|X| O|C|0{=2 Z{AELICH. NVRAM ZHIXE ONTAP G|O|E C| A2 CHA|
FIHOZ E{Hsts A2 E2SOHX| OHYAIR. O] = OHIEE 20| GIOH MZ CHE AlZtat == S| Ct.

Cts J=0ME S0 MI|7t adsh= EH A2 E H0of FLICH 3t S2|X AS(RAID ZHEE A R
CIASZE HA)I 7He AIE (VM NVRAM % HIO[E| 7HM CIASZ HA|) 2te| XtO|HE ZZELICt.

NVRAM VMDKO{|M HHAZI EE0| 2Z RAID HEE2] HA|0f FHAE|HELE FHA= VM FAO|Lt

@ SNk JHAF CIA T E QIAISER| 2ELICEH NVRAME A|AEIN| HAE S22 B F NESHH 0] &
NVRAMS LE0| S0t8tLICE of7|0fl= SUSH Y ATISOM T2H|N Y= AL 50| mHHO| Ao
CHol HEQIYEl M| QFO| LEHEIL|CY

* ONTAP Select VM| CH$t EH = MT| *

Physical Server

RAID Controller Cache

Y
L J

Physical Disk

T ONTAP Select

£ Write commitment ——» NVRAM Destaging

T

NVRAM Virtual Disk Data Virtual Disk

NVRAM THE| 42 Xt VMDKOIA 22 EILICF. 15 VMDKL ESXi B 8.0 0[40IA AL 7t
(D) VNVME S2lojbi2 ALZstol HZELICE O] H AfE2 RAID HES2| A2 OIS B8olx| g
AZEQ0] RAIDZ} L= ONTAP Select Ex|0f| 7t EQSLICEH

12



[ot

Z HA AEE|X|E 2|¢ ONTAP Select 2T EgJ|0{ RAID A
A

H

2 Hu

E90{ RAID= ONTAP 2T E [0 AEH L0 7224 El RAID FAS A|SQL|CH FAS2t
7|Z ONTAP 2 E LHO|AM RAID A E1t st 7|52 HISELICE RAID AIS2

O|E mZ|E| AAS 2SI ONTAP Select == LH2| 7 E2t0|E Zoljof CHet ES 2
eiL|C}.

I

LEY
¥=3
2t

|_ﬁ
[=)

=

5=<)0] RAID A 3F AFtS0] ONTAP Select= AT EQ|0| RAID SME M|Z2ELICH ONTAP SelectE A8 E
WHE] M2 SIEY0{0f| HiZSH= ZR2t 20| EH 2tH0|N 5= RAID ZHEEZ E ALESHA| 2L ALESHK| Qb=
Z10| EELICH AT EQ0] RAIDE 0|23 &tH S TSI S ALE Jtsth HE SM 2 S &St CH ALEX}F 2HE0IA
AT EQ0| RAIDE E43}st2{H CIS Atets 7|AsHof ghu|ct.

* O] MZL2 Premium == Premium XL 2H0| MIA 2L SHH| AFREE &~ QI&LILCE

* ONTAP £E 2! 0|0|E| C|A3E SSD E&= NVMe(Premium XL 20| MIA EQ) E2to|Eok X|2IghL|Ct.

—

* ONTAP Select VM 22! TE[E0fl= B 2| A|A™ C|AITF HQPL|C}

° 8SD = NVMe E20|E F SLIC| JHE CI|AIE MBSO A|AR CIAT(NVRAM, R&//CF 7tE, T0

=
BHI U OE = 23 SMANE HOIH MEAE MLt

o

* MHIA CAS 9 NAS ClATRH 801 M2 HEA AFBE & AUBL
VM

= AMNH-H
LHoll M S2{AER, RE S CHet 53 Mb|AsH= O

[=¥} o

° MH|A C|A3 = ONTAP Select
AHEE|= JH C| A3 (VMDK)ILICE.

° MHIACIATE SAENM EE AN S2|HOR T 2| CIAI(SHSH AH|A/AAH
@ 22| ClA3etD gholl f|X|gL|ct siE E2|18 C|A3 0= DAS H|0|E K& ATt ZEet=[0fof
2ILICt. ONTAP Deploy= 2E2{AE 1% S0 ONTAP Select VME MH|A CIASE
MgetL|Ct

* O3] CllO|E] M&E A = o] 22|X E2t0|20iA ONTAP Select A|AH! LA S [ 0]

=2elg = fiEH

* StE0] RAID= O O] AR E[X| 45 LIt

24 AZ AEZ[X|E 2ot 2T EQ|0{ RAID 4

ALE0| RAIDE ALB3H= 2 S1E90f RAID ZIES2{7t gt 20| X8t A|AH0| 7|Z RAID ZHES2{7t Yl
A2 1S 27 AZS F4efof 2

* C|ATT} A|AHI 2 HZE £ QJEE(JBOD) SHEL0] RAID HEE2{E H|gM3ldljof gfL|Ct Y™ oz
RAID ZIEE2{ BIOSO|A| O] NS HAY + JSLICH

* = StEY RAID ZAEE2{7t SAS HBA Z=0{0f 2tL|Ct. 0| 2 §0{, &5 BIOS #+80A= RAID 2/0=
"AHCI" ZEE AtEE 4= /JUCMH, JBOD ZEE gdatet = JELICH O|FA| 5HH INAAZ T} 2o e[0f
SAENAM S2|H EBFO|EHE Q= OME = &+ JELICH

ZHEZE2H0|AM X|¥StH= 2| E210|E £0f et 71 HAEEE2{7 2HeE £ JELICH SAS HBA ZEH A= I/0
ZIEZ2{(SAS HBA)7 |4 6Gbps £ E2 X|E|=X| SOISHAAIQ. £ pp 12Gbps & =2 HEFBHL|CEH

B
pd
®

>

CHE St=H0] RAID ZIEER] BELE 742 XIAEX| 5LICE O E S0, &7
Moz &dstsh= RAID 0 X[ E $1235tX|2H 02 Q1% 20| LMe = JASLICE X {E= 22X
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C|A3(SSDE 8T 37|= 200GBO| A 16TB AO|IL|CE.

@ 2| XH= ONTAP Select VMO|A AtE £0Q1 E2I0|EE Xt SAENAM oy E2I0|EHE A42
AF28IX| o 2 8ljof SHL|C},

ONTAP Select 74 8l E2| C|A3

SIESI0 RAID ZIEER #4292 RAID AEEZ{0|M =2| C|A3 0|F2HE MISELICE. ONTAP Selectlil=
ONTAP 2t2|Xt7} G| O] E OHJEI71|0| 48 = %l" StLt 0] &tel VMDKZ} MISELICt. O[2{$t VMDKE RAID 0

2A|0= AEBO/TELIC ONTAP AZER|0] RAIDE 51=910] 2Z0M 25— 2eizioz ols Z25
HZEX0|0] Z747} 87| HRQLIC 8 AIA® CIAZ0| AFRE|S VMDKE AFEX HIO|EIS KRSHE o] A8 s
VMDKSH S8t H|0|E| HE£0] QALICE

2T EQ0 RAIDE AHEE I ONTAP Deploy= SSD°I VMDK %! 22|X C|A3 RDM(Raw Device Mapping)=t
NVMe2| A AR L= DirectPath 10 ZX| MIEE AHE0H0] ONTAP Select M| S EfLILt.

CHE J2I0IM= 0| 2HAIE ECt XHA|S| H0o =11, ONTAP Select VM LS Z A0l AL &= 7HAr CIA T ALEXL
HIO|E & MEdt= ol MEEI= S2IH A3 ZHe| X0|- S 20| FLCt.

ONTAP Select 2T E¢2||0] RAID: 7t42} C|A3 5 RDM * AFE

ONTAP Select with Software RAID

g VM System Disks ONTAP Select Managed
ONTAP Select
Software
—
Hypervisor
—_—
Host Bus
Adapter =
N—
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A AE C|AT(VMDK)= S O|0|E] KMZEAQF SUsH 22X C|AT0f| AHFESLICE 714 NVRAM Cl|A T 0=
=1 Li2A0] Qe O|C|o{7F HREfLICE w2t NVMe X SSD % HI0[Ef MEATH K| EL(CH

VM system disks ~ ONTAP Select managed

ONTAP Select B . B

software
| ‘U"]EaldE I -
Hypervisor { Storage pool | H _]| _JI _ DirectPath 110
o | devices
Host bus
adapter

A AE lZI*:'(VMDK)'— SYUTH OO MEA L SYst S2|X C|AIO| AFTL|CH 7t NVRAM ClA 3 0=
L= LH?““OI = 0|C|o{7} ZRetL|Ct. w2t NVMe & SSD {4 O|0|E| XMZEr AT X[ EIL|CH NVMe
=115 E1|0|E101| A% I M5 Ato| 0| R 2 A|AE! CIAIE NVMe ZEHX|G0F SHL|CEH All NVMe TFAI0A A|AE
ClA3Z }gd 2 = Moot $H = Intel Optane 7FEQILICE.

@ B 22| X0 M = of2] Clo|E MEA = o2 22|H E210|H0jlM ONTAP Select A|AHI C|AS S
Cf O|& 22|g & gi&LICh,

Z OO C|A3= N 222 LHgLCh &2 £E ME[H(AEZI0|T ) 1 St A7|9| £ ME[HFOZ, ONTAP
Select VM LHO{[A &= 7H9| G|O|E] C| A3 7} FA|EL|CE. TE[E2 CHg O 20| T L= S2{AEQ}
UIHEE(HA) ¥o| =0 T3l FE H[0|E{(RD2) 7|0+ MQ°“—|E}.

p I{2|E| E2}0|EE LIEFALIC. pp 7 IH2|E| =2t0|E S LIEFHLICE s Of|H| =2t0[2 S LIEHHLICE

e ot L= EHAKHE 9|8 RDD C|A3 TIE[ME *
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s

' €
A_data/piexo/rg1 || ©2 | ©2 | 03 | os | os [ o6 |07 [ o8 |» |oe s :
]

c

; S
A_data/plex0/rg0 |1 py | 02 |03 |04 |05 |06 |07 Jos |2 |oells |,
]

s

A_root/plex0 (| BT | B2 | B3 |64 |65 [ o6 | o7 |08 | # |oo)| s | *

CHE & S2{AE(HA 4)E 2/$ RDD C|A3 THE| MY

[ B_data/plex0
(st

E.DIDSNNDSD?MPM} A_data/plexl

m ST e 30mn
m O T 9 2D m n

'B_,datefplexl DL D2 |D3|D4|(D5|D6|D7|D8|P [DP)|S

uxwmvw”u:.wmvll']s uwwvwl IJIIHPW}S
I | ) | J

A root/plex0 8_root/plex 8_root/plexd A_root/plext

= = O
o B R |

ONTAP A I E¢|0{ RAIDE= RAID 4, RAID-DP, RAID-TEC 2} Z+2 RAID S8 S X|28tL|C}. 0= FAS 4! AFF
ZeiZ 0| A AFRSt= Aot SYUSHRAID FAQILICH 2E T2H|X Y 2| 22 ONTAP Select RAID 42} RAID-DPEt
K| 2 gtLICt H|o|E &AO| RAID-TEC AtEdH=s 42 MM E= = RAID-DPZ MH EIL|CE. ONTAP Select HA= 2t
LCo| 1HE CIE B0 SX[st= HIS R O [HINE MEELICL F, 2 LE= FE IE|M1t T|0{e| RE I}E|M
SAH2 S XS0 eL|Ct H|O|E| Cl|ARN| = EHY 2 E ME[MO| JELICH =, ONTAP Select ==71 HA 0]
&£5H=X| o 20f 2t X|& HIo|E ClA3 7t HEtEIL|CE

thel L= S2{AHO| 32 ZE H0|E ME[M0| 2H(EY) HI0|E E MTot= ol AEELICH HA S Rl 29|
Z2 Hlolf DiE|M StLtE o 22| 22 (EY) HIOIHE MESH= ol AHEE|1, & i H|0|E TE|M2 HA {02
&4 HIo[H & D|2{dst= ol AHEE L.

St HZ(DirectPath 10) C|HIO| A2} RDM(Raw Device Maps)

ESXi % KVM 3t0|HH}O| X = NVMe C|A3 S RDM(Raw Device Map)2 2 X|2I6HX| Q4&L|CE ONTAP SelectZt
NVMe CIATE ZH HM|0{5H2H ESXi = KVMO|M s E2I0|EHE IHAAR FX|Z2 FLg8iof LTt NVMe
HXE HAAR T2 7G5 MH BIOSO|M sliiE 7|SS X A{sHOf 5tH S AEES MHEESHOF & = AELICE.
LSt SAEDNSEreh £ Ql= INAAR FX| £0f= H[oto| JOH, o= ZE1E0f w2t CHE +~ ASLICH ShX| gt
ONTAP Deploy= ONTAP Select ==& X|CH 14702 NVMe ZHX| 2 H|SHEILICE &, NVMe T2 TA| 22k Cia
Mtz X|2 02 =2 |IOPS WX (IOPS/TB)E MAYLICE £ O 2 AEZ|X| 8BS #&E 145 7dE e
ZQ X LML 82 ONTAP Select VM 37|, A|AEI C|AT L INTEL Optane 7}=, 12|10 H|0|Ef AE2|X|
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(D NVMe 52 #cist 280213 ChF2 ONTAP Select VM 2718 T2{SHIAIL.

I AAS FK|2F RDM ALO|Ofli= B CHE XHO[F 0| AELICE RDM2 A Sl VMO ohE e o= JASLICH IHAAR
= VM HEL0| ERYLICE F, NVMe =2t0[E uH| = & g.*”(E tO|E 2=7t) ZXtofl= ONTAP Select
VM MFE0| ZetL|ct. E2t0|E wK| 8 82 2 E(=2t0|E F71) 22 ONTAP Deploy2| 2 S 20| 2t
ZIMELICE. ONTAP Deploy= tHY .= S2{AE 2] ONTAP Select £ & 1t HA #2| Zoff =X|/&o0i S+E
2h2|$tL|Ct J2{Lt SSD H0|Ef E210|E( ONTAP Select MEE/AHOf Zx| 2 81S)9F NVMe GO E
C2}0|H(ONTAP Select RIS El/EO) ZX| Q)| Xt0|ME metsH= 70| ZQSIL|C}.

=o| ¥ 7R C|AT T 2H|MHY

HC 2hASHE AF2 XL 2HE 2 K| S5H7| /5 ONTAP Deploy= XM El OB MEN (S22 A|AH CIAZ)0N

A ABI(7}A) CIATE RAHEO 2 T2 H|X U5t ONTAP Select VMOI| HZELICE 0 X2 ONTAP Select VMO

HEE 4 QTR £7| 8% Fo HS22 $YELICH ROME THE|MYE| D 2E 12| H0|ES H52E
jt5'|—||1t ONTAP Select = =7} HA Ao A&l A2 H|0|E DtE|MO| 2Z AEZ|X| & Y 0|2 AEZ|X| 20|

SO = SHEILICEH O] 22 SAH MM 2t AE2|X| It 2 2RO|A Ioni SHEIL|CE

ONTAP Select VM2| H|0|E] C|A3 = 7| 22| C|A3 et HZALE7| 20| O B2 52 =22|H C|23E AHE0t0]
THE MEY f ds0 S ojELICH

ZE 0§ 22|AH|0|E2| RAID 18 SES ALZ 7H53H C|AT 40 0fa} CHELICH ONTAP HiZES
(D)  =mstrAD 28 R38 MHEL, Lo 2UE 0230} 328 29 RADDPE AT,
X 2 A2 RAID-4 RE O 12|AH|0|EE MAEL|CE.

[

2T EQ0] RAIDE AFE3I0{ ONTAP Select VM01| 8YS =t mf 22 Xt= 22X =202 37[9t Hest
E2to|2 =& 12{3l{of LI} XtMIet 82 LSS EXRSMAMRL. "AEE|X| T 571",

FAS % AFF A|AEID} OFXILX| 2, 7|ZE RAID 1E0|=
22| 2 cafo|E= MASH 37|QL|Ct M| RAID 18
& 37|17t 7|1Z& RAID & 37|12k Yx[s{of BtL|Ct,

sl o 2 gl
S yyots e, o

ONTAP Select C|ATE 8| ESXi EE= KVM C| A3 X A|ZIL|C}

ONTAP Select C|ATN|= EE net x.x.y2h= 2i[0|20] X[HELICHCHS ONTAP E&E 2 AF25H0 C|A3 UUIDE

HE + ASLIC
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<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

— B [ saotenises 0 paesgsabtepncon | [k " i | (g Aoonn =
1 Dacx Sy Mot | Confgure | Pemasons  VME  Datsiises  Netwers  Updats Mansger
u.o, L
g = m R @ sl @ © B @S- Dy a
v — - R virm Trre T
> aa Local ATA DeaK (naa S00R0TS 117 5c0084) o @ £ ]
¥ . 5. o am v
4 aat 2a3
, oo Biock Adagter
vl ast s
:31: | ., aas
+o. | = e
oo e
Angiss DD Sem e
T e — e
e
v
e
v S
» P 5
L
v
-
- scsat
v
-0
& com
ESXi S KVM MollAf CHS B2 S 2125t oY 821X C|A3(naa.unique-id2 A1%)2| LEDS 2t 4

= Ef.

ECTEN

=

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM

cat /sys/block/<block device id>/device/wwid

AT EQ0 RAIDE At | CI= E210|E Q=71 dhAHSHL|CH

Of2] E2L0|E7t SA0] 2F SEf0l| A= B2, AILHO| 62] 79| H&s Fee & AFLICH A|A-S S22
Oi22|AH|0|E RAID 2= 5! FHofi & =2t0|E £=0f 2} CHELIC.
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RAID4 O J2|AHO|E= ot He| C|A3 HOHE HEY £ 11, RAID-DP Ol J2[AH[0|E= 22| C|A 3 HOHE HAE 5
RUOMH, RAID-TEC O IZ2|AO|E= 3He| C|AT %

Hoiot Lt Ll A3 271 RAID R0| X[5h= 2[c Fo =20t M0, Ao CIATS MEY + U= F2 M7
T2 MATL XS 2 AFELICH A0 CATE AFEE 4= Bl= 82 aggregate= 2H[0] {23 S FI1et WintA|
Kotz HEiZ HO0|HE NS &Lt

Hoiot Lt C|A3 271 RAID R0| X[5t= 2[cH Fol =20 B2 22 22 SYUAS Foij M4 O A5t
Oi1Z2|AI0|E HEli= ds M3t 2 EAIELICL HIO|E = HA TIEHO| )l= & Huf SAM HSELICH F, =&
10| CHet 2= 1/0 K82 S2{AH QIEHYE ILE e0e(iISCSI)E S8l .LE 20| E2|XCE 2|X[ot C|AT =
HSEUCH & SHAE AIisHH Ol 22[A[0|E= HIiZ2 HA|Z| 1 HIO[EE AHEE 4= 87| ELIC).

oot st 2 A= H0|E D22 YEX 2 TIHSEZ| fI6h AtRISt CHAl ddsliof fLIct. ChE CjA3
Hoi= I8l Ho|E TA2| d&50| Motk FE HA Q| d5= XMSHELICH. ONTAP Select FE-H|0|E-
H|O|E{(RDD) ItE|M'd A7|0FE AME3H0] 2t 22|X E2t0|EE £ E THE|M SLet = JHo| H|O[E mtE[Ho =2
SELIC M2k SHL O| Mo LAV} 24EH 24 RE L= pZ 2E &J|9] SAHE, 2Z H|O|H EA & &4
HIOE EAIS| EAr2S Zeteh o2 Ao SES 0IE 5 ASLIL.

Lt OlRl S0l M= Aolist SAATE AR =0 CHA] S ELCE

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
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shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, poolO0)

RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447.1GB (normal)



10 entries were displayed..

StLt O|Ate| E2to|H X0 E E|AESHHLE A|Z2i|0]M45t2{™ 'storage disk fail-disk net-x.y
-immediate' @S ALETILICEH A|AHIO] AH0{7} = HS aggregateZt A E|7| A|ZFgfLICE,
'Storage aggregate show' BHOE AE3H x4 HEHE =elet 5= UCH ONTAP DeployE
ALE3t0] A|E2(|0|MEl @F E2I0|EE MHHY & JAELICL ONTAPE E2I0[HE ‘I o=
HAIRHELICH E20|E s AXZ THAE|X| 2FOH ONTAP HHIZE A0 CHA| 71 & JUELICE
£AME] 2|0| 22 X|22{H ONTAP Select CLIOIA CH2 HHES 2dghL|Ct.

®

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

Opx|2f FEo| £ 2 H[0] A0{0F LT},

NVRAMS 7tAslsi&L|CH

NetApp FAS A|AHI2 UHIHOZ E2|X NVRAM PCl 7tEE AFEEILICE 0] FtEE H|3|WAM ZaiA| Hi2 2|7t
EotEl 185 FIER MT| 50| I A SAELICE O] 212 ONTAPZL S0{2= M7|E ZEI0[AE| FA| =old
T UAEE 5{810] A etL|Ct LS C|AH|O|FO0[2t 3t T2 MANM =T E H0|E 282 =2l AEZ|X|
O|C|0{ 2 CtA| O| SSHES o oFe == UELICE.

At A| A0S U O = O|2fst 0| FH|7t KALE|X] A LICH T2t NVRAM FHE9| 7]50] 7hatste|of
ONTAP Select AlA% HEl C|AS 0| IHE| Moj| BHXIEILIC} T2t QIABIAC| A|AH JhA CIATS thX[SHs ZH0]
0 ZRLIC

ONTAP Select vSAN 2! 2|8 0{8{|0] &£ M

714 NAS(VNAS) HE = 7+ SAN(VSAN)2| ONTAP Select 22{AH, Y2 HCI HE U 9[E
ofzi[o] R&Cl HIo|E MEAE X[AELICE o|2{st M2l 7|4t ol X 2H= C|0|E{ AE 0]
SYHE MSELot.

i = i —|

[vas

o B>

QF A2 A QI St0|HHIO|XM(X| /&= Linux SAEQ| VMware ESXi EE= KVM)7H 7|2 &S
StCt= ARIL|CE SHO|IHIO| X7t ESXiQ! AR i VMware HCLOf| L& =|0{0F StL|C}.

A bt

vNAS O}7[El XY

VNASEl= A2 DASE AIESHA| ¢t= 2E 40| AFZEILICH HE| .= ONTAP Select 22{AE 2| H 2, St
HA &of| &3t = JH2] ONTAP Select .- =7} £+ H|0|E{AE0{(vSAN H|O|E{AE0 ZEHE ZQsH= OFF|EIX| 7}
of7|of sHEBILICH LE= ST 37 25 02|0[2] MZ CHE H|0|HAENO| MX|E = UYSLICH 0| Sl
o] & AEZ|X] 224 =50 HM ONTAP Select HA 9| MX| 37t Y £ U ELICH. ONTAP Select vNAS
S2M9| o7 |ElX{= 2Z RAID HEE2 S AI23H= DAS 7|2t ONTAP Select?t 012 SAFSILICEH &, ZF ONTAP
Select tE= HAIIEL] =E9| H|O|E AR S 7|4 EQEIL|CE ONTAP AEZ|X| 2 8M M2 C 9| Z
MEL|Ct matM 02]0] £ AEZ|X| E8M 2 &= ONTAP Select =E9| H|O|E| ME MA|0| MRE L0002
HFZF R CF

HA 42| 2} ONTAP Select =E7t HE2| 2|& 0f2]|0|E MY £ JUSLICL 0|= 2T AEEZ|X|0| ONTAP Select
MetroCluster SDSE AtEY I LHIXMOZ AIEE|= BHHRIL|CY,
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2t ONTAP Select .= =0f| CHo HEo| 2| 0{2]|0|E AHEE = & 0{2(0]|7} ONTAP Select VMt RASE &
EME N&st= Z10| 01 SLEL|Ct.

vNAS O}7|ElX{ 2} 3=2|0{ RAID HEE2 7|¢t 2Z DAS H|w

VNAS OF7|E4 = DAS % RAID HEZ2IS A5t AH{0| OF7|2 Mo} =2 MO R Jhg QAIEILICE & 39 25
ONTAP Select= GlO[Ef XZA B2+ AFSBILICE o2 GlOIE| XBA B2H2 VMDKE FHEIOM 0f2{3t
VMDK 7IZ9| ONTAP Hl0|E{ O 12| A0S FBHLICH ONTAP 752 AFBSIH Z2{AE| MY % AE2(
7} =91 S0l VMDK7H 517 Afo|ZE T 2HE plex(HA el 22)ofl getslof YLER| Stolgt + AULICH

RAID ZAIEE2{0A vNAS2 DASO= & 7tX| =2 X0 0| JASLICE 7+ HZA QI X10| -2 vNASO|= RAID
HEEE{7 EROHX| gi=Chs HYLICH vWNASE 7|2 2|f AE2[X[J RAID ZAEE2] E 22 DASIt MY +
A HOJE X|&d 8 S/HS FMSetotn 7Pg gttt & H Xjo|F 2t I 0|2 et X}0| -2 NVRAM 451t 2 &
ALt

vNAS NVRAMQ!L|C}

ONTAP Select NVRAM 2 VMDK®IL|Ct. =, ONTAP Select 22 T4 X|& EHX|(VMDK) 2/0f HIO|E F4 X|HE
2ZHI1ZE NVRAM)S O 2|0 MErL|CE. SFX|2F NVRAM 2] M52 ONTAP Select .= =E2| FEFMOl M0
HOMo =2 ZRL|Ct.

SIEQI0| RAID ZHEE2{7} U= DAS dH2| AL, St=90| RAID ZHEE2] JHAl= NVRAM FHA| H&t2 ehL|Ct.
NVRAM VMDKO]| CHet B = M7= HX RAID HEZ2] FHA|0| SAEIE| 7| 2L},

VNAS O}7|Ellx{9] AL ONTAP Deploy= SIDL(Single Instance Data Logging)O|2t= 2& 2145 AtE5t0]
ONTAP Select =EE XSO 2 FAELICE O] RE Q1471 QLO™ ONTAP Select= NVRAME 711511 H|O|E]
H0|2ZE=E H|0|E{ O 22| A0 E0f| ZIH #&L|CH. NVRAMS M| ZHfof| ofsl HAE 229 FAE 7|28t= O
AFZELICE 0] 7|52 0|2 NVRAMO]| 1742 M7| =40| & HiE SO0{LIH NVRAMO| 1742 7| =
MI|2 C|AH|0| A= AYLICL 0] 7|52 RAID ZAEE2] FHA|0] CHEt 2Z M 7| X0 FIHHQI XA AZtS
FAE HEZ 37| w20 vNASO| CHoH A 2F AHElL|Ct.

SIDL 7|52 &5 ONTAP Select 2AE2|X| 224 7|51t S etE|X| $&LICH SIDL 7|S2 CHE HE 2 ALESH0

OH22|A|0|E 2 &oi| M H|Zdstet 4= ASLITH.

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

@ SIDL 7|50| Hgdste[H M| ds50| SetS DIFLICE oig 0f22|AH|0|ES| BE =& et 2=
AEE|X| 224 NS H|E M5 £ SIDL 7SS CHA| 243t & ASLIC

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXiOllM vNASE AtE2Y [ ONTAP Select =EE AH&L|CH
ONTAP Selecttl= 28 AEE|X|Q| CtE '=E ONTAP Select 22{AE{0]| L3t X|210] TEE|| QELICEH ONTAP

a1

o
DeployE ArE5tH St 2B AE 0| £51X| @f= of ST ESXi A E| 2| ONTAP Select = =5 7 8e =+
oIAL|C}
A H .
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0] 742 VNAS #2(2 HI0IE| HEL)0MEt REELICH DAS AE2|X|S MBS
()  =AEQ of2f ONTAP Select QIAE AT} XI2IE|X| QALICE O2{t QIAHAT} SUH Sh=gof

RAID ZIEE2E £ Zs7| liE YLt

ONTAP Deploy= CHS == VNAS 22{AE{Q| X7|
SUst SAE| HIXE[X| $EF BILCH CHS J32 F 54
o€ 2 EL|Ct

F 22{AE{Q] {21 ONTAP Select QIAEI ATt
01|A1 wktsh= F el 4 E E1¢E19_| SHIZ Hj

CtE = VNAS 22{AE9 £7| 2%

Multi-node vNAS clusters:
RED and Blue

intersect on two ESX hosts SHARED DATASTORE

72 3 ONTAP Select '=E8 SAE Zbo| 00| 120|418 & QUBLICH W2t 22 2| AE(0| £ 74 0]t

ET =2

ONTAP Select l=E7} St 7|2 SAES Bt TA0| AHSHE|X] 941 KUE|T| 42 4 YBLICL VMwarest

L2 T M-
SUBH HA WO| LSt OfL2t SUBH S2AAE|S| LE 70| 22X 22|12 HSOE QXY £ ATS VM HHRARY
FES AE082 MAMSH= Z{0| E&L|CH

() otElofmUEl 752 ArgleiE ESXi S2{AE{0)A DRS7H EHSHE(0f 2lofof gLic

ONTAP Select VMO]| CHSt BIRAMY XIS M MSt= WH2 TS 0| HXSHIAIL. ONTAP Select 22{AE{0f] 274
O] &2 HA ¥0| ZHE[0] Q= R 2HAHS ZE LES 0| FAof Zafoliof ffLICt.
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Cluster

Health and Performance
iSCS Targets
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ConNouration Assist

Monitor | Contgure | Parmissions Hosts VMis Datastores

Networks  Update Manager

VMHost Rules

[aos] [ Eon. | [ Dsiew |

T Tyos

Thig lestis emply

Mo VM/Hest rule selected

EmEblad

Canllists



Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove
\embers

5 Selectvii2
5p Selectvi1

STt ONTAP Select 22{AE{Q| T 71 0| 42| ONTAP Select = =7} CtS3t Z2 0| R = ST ESXi TAEO|A
=]

=
2HE = AL

* DRSE= VMware vSphere 2t0[HIA Rt MiE0f| fE= DRS7L E-dotk|X| 42 B2 EAIEIX| 5LIC

* VMware HA 2t} EE= 22| X7} A|ZFsE VM 010 13|0| 0| M2 2 DRS U A FA[0] 2 A|EIL|CE

@ ONTAP Deployi= ONTAP Select VM ?IX|E A0 ZLIE{&ISHX| Q& LICH SHX[2H SHAE M=
D XAZS +SHH ONTAP Deploy =210f| XM E|X| ob= 0| g EL|CH

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 ONTAP Selact Deplay does not support mulipte nodes within the same cluster sharing the same host:

ONTAP Select AEZ|X| 2F2 STILIC}

ONTAP DeployE AF25t0 ONTAP Select 22{AE{Q| 2t Lt =0f CHS] F7t AER|X|E
Z715ta 2o MIAE 2ofgh &~ JUELICE,

ONTAP 7% A| AE2|X| 7} 750 22| £9I AE2|X|S S2l= KUsH 0|1 ONTAP Select VME X
AHsHe 212 R|YE K| SALICH T8 J2lo M AE2|x] %7t nrﬂws |tst 47 ofo| 2 2o FLIC,
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@ Cluster Details

Name onenodadSiP1s Cluster Size  Single nade cluster
ONTAF Image Version 95RCH Licensing licensed

1Pvd Address 10.193.83.15 Domain Names -

Netmask 235.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0
Last Refresh
) MNode Details
» Node
Node oenodedSIP15-01 — 1378 + ¢ Host  10,193.39.54 — (Small (4 CPL, 16 GB Memaory])
Y oY AYUS SHO R £AGIH Ch3 At n2folof LIt 82 716t H 7| E 2o A0 & 32t
37|(71Z 2toliAlt M 8FHE F718liof LILt. 2to[ AT RO El 8-S XafstE L EIF EMShH=E AEE|X| =7F
2f

o
ol HufetLict. 80| et M 2to[HIAS HA AX[SHOf LTt

7|2 ONTAP Select Aggregate0i| =7t £&F0| F7tE|H M AE2|X| E(C|0|E] MZL)0 7|1& AE2|X| E(HI0|H
KNEAM) At 85 T2HO| QUo{oF FL|CH AFFR 22 S4(Z2HA| AHE)0| MX[El ONTAP Select ‘= =0|= H]
SSD AEZ|X|E F7t 4= QIELICE DASS 2|8 AEZ|X[Q] =t X| Y E|X| &LC,

DAS(Local Storage Pool)E F=71517| 2|6 A|AHI| 2HE AEE AERX[E F7I15H= 2 F7IRAID O8 2
LUNS &80 BHLICH FAS A|AEID} OFXILX| 2 M RAID 18 Ms50| SYst of22|H0|Eo| M 22t2 FI1E
22 32l RAID O1E82| dsut FAFSHX| =elsof &fLICt ME2 0l2|A0|EE THE Z<, M o 32|H|0|EQ|
M&50| & o[si=IctH 22 RAID IF 20|0H0] ZHata 4 ASL|Ct.

-

CIOIE &AL M| 27|17t X| == Z|C] CIOIE XEHA 37|15 XWSHK| b= 32 M 3UE AAHERZ ST

HIO|Ef MEA =78 4= UELICH. ONTAP SelectZt 0|0] MX|El H|O|E{ XMZAO| H|O|E MEA AAHES
XI6H= 42 SRHO R £lT 4 QlOM ONTAP Select = E2| 2F0f| I&F2 O|X|X| &L|Ct

ONTAP Select .= =71 HA 42| 2521 2 H JHX| =7t 2XE de{sliof gLt

HA2LE0|M 2t .LE0f = DHEL S| H|O[E 0|2 SARZ0| ZE|| JASLILE == 10| S2HE F715HE = 19
LE CIO[E7} L= 20l ERIE=E SUS o 7S TEL & 20 :I7Hsliof &LCE =, == 19| 8% =7t
o AR2 L= 20f FIHEl SZH0| L= 20| A EAIE[AL) MM AT 2= RELICE SZH0] == 20f| =7HE[0f HA
O[HIE F0i| .= 1 CllO|E{ 7t 2t338| 2 EL|Ct.

M3 2SI FIMHOZ N2{3{oF & AP0 JAELICE =E 19| HIO|E = £ 20| S7[A Q2 =H|EL|Ct w2t
12| M SZHEIOIE XMEA)Ql 450] & 22 M SZHEIOE ME )2 Hsat LX|6Hof SfLICt ChAl 2dl, &
20| 32H2 F7ISHK| B CHE E2I0|E J]& E= CHE RAID 118 37|18 MH84IH d5 A7 el = AELICH
Ol= OtEL =0 M CIo|H SAMES /X 22|5H= Ol AHEE[= RAID SyncMirror 2t WiE & LICt.

HA Paire| & =E0[M ALEXL HMA JHsot 8 Sl 2 =200 Chol stitY & 7ol AEE2|X| 7t &Y S
T AlSl{OF SLICH AER|X|E U1 W{OiCt & = 250 32H0| FIt2 Rt Ch 2t 2o Bt & 372
TE 0 2R3t 37t L 20 oSt 37tar ZHELCt,

x7| B¥2 2 LE2 FHEIH, 2 = =0i= 2 CloIE M&E A0 30TB S2H0| U= 27H2| H0|E ME AT JASLICEH
ONTAP Deploy= 2l E S2HAEE MHSIH, 2f LE7H O|0|E MZE A 10|A 10TBL| 37+2 AH[SL|CH. ONTAP
Deploy= 2t =EE LEY 5TBO| &M S7tO2 FMBL|CE.

ChE DM = =2 10f T T AE2|X| 301 2o ZHE 20| FLICE. ONTAP Selectofl M= T3] 2

LEOM S 2ol AEE|X|(15TB)E AFTILICE SHX|2F = 19| HR L E 2(5TB)EL HEIE AEE|X]|
(10TB)7t o RELICh & LE= 2f L EJHOHE = E9| H0|E SAHE S 2 ARISIEZ TS| 2o EL|C. O|O|E
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ME2 10| o7 S2H0| o Eot A HO|H XMT 4 2= 65| bS] A 7hsRLIC.

1)

YAt ARRX| FIO MY 2 A R 32

ONTAP Select oo ONTAP Select
Node 1 S Node 2
HA Pair

r’”-_____-"\ /--_--\

Node 1/Aggregate 1 (. A
\""--—.___.---"/
10TB 10TB gi;:ge 2/Aggregate 1
g?éc e STB 30 S Sync Mirror for Node 1
: SUIB 10TB

Free Space in Datastore 1 :
1578 : g?l% Space in Datastore 1

Datastore 1 Datastore 2 Datastore 2 Datasfore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

L= 10l et & JHX] 71 AER|X| 22 LIHX| HIO|E MA A 13t C|O|E| XMZA 29| YEE ASELICHE o
AL2). A | AEE|X| 227t 20| M= C|0|E HZEA 10f ot Q= 15TB| R 22H2 AR EtLICE O
JZ0N = & H AEZ|X| 371 2ol 2utE Hof FLICH o £ 10 50TBL| & H[0o|E{ 7} 22| =2l HHH
L E 20||l= &2 5TB7t Y&LIC.

t*

—

ONTAP Select 1 . ! ONTAP Select
Node 1 — - Node 2
HA Pair

— ] =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

* BYHIE: L 10 TSt = JHX| FIF AER|X] FTFAY £ 2Y Y AR

Ok

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

Y 71 AY S MEE[= A0 VMDK 37|= 16TBRILICE S2{AH Hd &Y & AL8E|= 2|0 VMDK 27|=
8TBZ ®/X|ELICH. ONTAP Deploy= T8 (HY L E E= OHE & S2{AH) R FI7E|= 20| w2t =t
3719| VMDKE ddgfLict. aeiLt S2AH W &Y Soil= 2 VMDKe| £t 27|7F 8TBE 13l M= ¢ £[H,
AEE|X| F7t &Y So0ll= 16TBE 2ol A= ¢t ElLIC

AT EQ|0{ RAIDZ ONTAP Select?| 222 S2IL|C}
OFEE7ER| 2 AEE|X| 7} OFHALS AFRSI0] AT EY 0 RAIDE A= ONTAP Select = E9| 22| 228 52
Ho

& USL|CH OPHARE AFE 7HS3H1 ONTAP Select VMO RDM22 0iEe 4= Qli= DAS SDD E2}0|
HEAIELICE
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22k 210|MAZE 1TBIX| 5 4= YKot AT EQ0{ RAIDE gt o
& LICH FAS EE= AFF AEZ|X|0f| CIATE X£7}8H= Zdat OFkEILX]|
AUes F| A AEZ[X| 20| ZHELICE

rr
o
u

Hu

HA 0lLA 12 10 AE2IX|S 71512 20| HA M(E 2)0|ME SUs 20| Sato|os
AR 2 Qlofof guirh 22 Sato|Het 917 C]ATE BE 1T 19| ¢ Agalx| X7} &Ll
@ AFREILICH =, 217 Cato|HE LT 9] A AE2|X|7F L C 20)A 2XE T HSE| 52 st o
MEEILICH LE 20| 2ZZ AL 718t AEZ|X|E F7t6t2{H Ho| AEZ|X| FIt 2t &= &
DE0M ALE 7ttt B ol S 2o E210|EH 7t Bt}

ONTAP Select= Af E2I0|EE J7|ZE =2t0|29t St RE, H|0[E 8! H|O|H DE|Mo = 2EpfL|Ct. THEIAM'Y
A2 M O 2|AHO|EE MdStAHLt 7|Z 02| H|0|EE &t &t S ™ ELIC) 2 C|AS 9| RE THE|M
AEZO[Z 37| 7|E C|A39| 7|ZE RE ME[E 37|t LASt=F AFELICH m2tM & JHo] S2et H|oIH
OE|IM 37| § 2t 37| TA3 & S0M FE ME[E 37|15 22 LhE g2 Althe = JAELICH FE ME[N
AEZNO|Z 37| 7HAMO|H, x7| S2{AH 2F S0 LSt 20| ALEL|Lh 2estE RE S2H(HY ==

S AEQ B2 68GB, HA Y2 F® 136GB)2 £7| C|A3 £0{AM Amof 3! Z|E| EEI0[EHE th gfo=
LHelL|Ct. £ E OiE|d AERHO|X 37| = A|AR0| FItE|= 2= E2t0|Eol|M LFsHA | X|EL Lt

M AggregateE MMst= 2 QX
O of| w2t ZapE L.

A EBtolHE £

rr

RAID §3% 2! ONTAP Select .=E7} HA 49| 2 HOIX|

7| & Aggregatedl| AEZ|X|E FIte 3 H 7HX| 7t De{Ateto| EeetL|Ch RAID 1F0]| ofO] Z[cH otA|of|
TESHK 2 22 7|ZE RAID &0 E2I0|EE FIt8 £ JESLICE 7|E RAID OE0| ATSE FII5t= 7|1& FAS
U AFF 29 At 7] M|, f ALIS0f 3t AZHS MHSH= A HIHAQ 22X ULICH KE5t Cf|oEf THE|M
37|17 Z7LEH 2 E2I0|EHEt 7|E RAID 20| F71e &= JASLICH oM HFSE X E HIo|H THE|M 37|=
E2I0|E YA 27|2f CHELICE F7tk[= H|0|E| THE[MO| 7|& ME[MELCH 2 22 M E2I0|E2| 7|7t SHIE

YL ChA| Z3l], M E2t0| 2 S| LRI MEE|X| g2 = ASLICH

LS 1=

M E2IO|EE A3t 7| & off 22[H|0|EQ| YR E M RAID IS MY + JUELICH 0| 2R RAID I8 F7|=
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Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true
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