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1. URLS YAHBILICt https://IP-address-of-cluster-management-LIF & E2tRX0A 22{AH
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2. OO2|A|0|E * HOE 0| STL|Ct.
3. M

M

o
4. 3tHO| X[A|of w2t 7|2 RAID-DP 714 E A5t 0 O2|H|0|EE MMt LIS * Create * & 22IYLICEL
Create Aggregate

To create an aggregate, select a disk type then specify the number of disks.

MNarme: aggr2
9 Disk Type: SAC | Browse |
Mumber of Disks: 3 E—Jl Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4,968 TB (Estimated)
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OMHALE AFESHH SVM(AEZ|X] 7FA A|AHD MM DNS(Domain Name System) 1A
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* M EUl2 NIS(Network Information Service), LDAP(Lightweight Directory Access Protocol), AD(Active
Directory) 3! DNS2 Z2 MH| A0 2Rt 2= 2| M2 2tREle o~ QL0{of gL|Ct.
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CIFS °”HI*7P SHOZ LQot HL CIFS2 NFS S20|HET S H|O|E| LIFE SRE = A==~
cifs * £ X|Z 1E43}{OF BHL|C}.

c. 7|2 2o 4%l C. UTF-82 | XIELICE
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Storage Virtual Machine {5¥M] Setup

o (1) O

Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocalss M aFs B nFs [T iscsl [0 FOFcoE T

(@) Default Language: CUTE-8[ cutf 8] h
The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.

@ Security Style: LML v

Root Aggregate: data_01_aggr

f. DNS Configuration * F0f| A 7|2 DNS ZAAM =02l 8l 0|5 A7} O] SVMO]| AH2E AH{QIX|
stolgtLCt.

DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

y Search Domains: example.com

"L; Name Servers: 1892.0.2.145152.0. 2146 192.0.2.147

g- ®ME 8 A&+ 2 2=
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4. CIFS/NFS ZZEZ M * I|0[X|Q| * H|O|E] LIF 74 * MMoj|A Z2to|A

LIFS| M2 HEE X|™EL|C}.

a. X|Zet MEUIoM XIS LIFO| IP FAE 2L 2822 FAE
b. AfotEy| * & 221D LIFY HAE =Eot BES MetBiLC)
“ | Data LIF Configuration
¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS
Assign IP Address: | Without a subnet i
IP Address: 10.224.107.198  Change
&) FPort ghecorp_1:edb | Browse... |
o NIS T8 * HHO| HAE|H 2FgpfLCt.
6. AO|EO|M NISE O|F AMH|A = O|F THEO| AHB3h= 22 NIS M2 el

« | MI5 Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Comain Mames: gxample.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

7. NFS HNAE 23t 2 Md U LHELY|
a. LHELH7| 0|2 * off LiILH7| 0|23t 25 0|22 Al
b. mUg It 22 37| XIFeLICt
Provision a volume for NFS storage
Export
MName Eng
Size 10 GB |
Permission: Change
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Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=
Access Protocols: [ CIFS

[ = v = B =0

[ Flexcache

ﬂ Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

Eng2t= 0|22 10GB 2&2 A6t EngE WELW D, XA HNAE LSS0 "admin_host™
S210|HE0]| LHELYZ| A HMH A ?_3._% 2ost= 1?”5!2 ot & AELCh
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1. SYM * &O 2 0|5 8tL|C},

2. SVM MH * ’ig SIgLICL

3. Policies * £t0{| A * Export Policies * & Z2IgtL|LC}.

4. SVM 2E 250 ME&|= * default * 2H= AAZE HAHZ MENBL|C,
5. ofzff &ojM * 7t * & SEIgLCt.
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Create Export Rule *

Client Specification: | 0.0.0.0/0

£ r.9
Rule Index: 1 v
Access Protocols: L CIFS
LI NFS  |# NFSv3 ] NFSv4
|| Flexcache
If you do not 2elect any protocol, access iz provided

through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Vidusl Machine

SV,
Access Details: |+ Read-Only || Readnnrite
UM 1+ o
Kerberos 5 I [}
Kerberos i [} [}
MTLM I o

| Allow Superuser Access

Superuzer sccess iz zef fo all
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a. MH|A * %0f|M * LDAP 22I0|AHE * £ Z2IetL|C}.
b. LDAP 22I0|HE M * &M * =7t * E
C. LDAP Z2|0|HE MM * Xto| * QH} * EHo|| X

vsOclientl.
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Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers

Server | Add |

182.0.2.145

Active Directory Servers

€. Binding * & 225t 215 +F, Bind AFEX}F 8 &=, 7|2 DN & ZES X[FEL(C.

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): ugser

Bind user password:

Baze DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage Wirtual Machine reguires CIFS user information
during data access.

f. q& = &t| ~ & S2IghCt.
SVMOIM AtEE £ JEE M S2H0|HETH MM |1 HZEILICE
5. SVME [t A LDAP 20| E X|H:

a. EMM Xkof| M * LDAP Configuration * 2 2&lgtL|C}.

b. T+ 2 2Bt
. U3 WAEt 22H0[AET}* LDAP S20|91E 0[S * off A ME{=|1=K] etelstict



Active LDAP Client

LDAP client name: valclientl hd
#| Enable LDWAP client

Active Directory Domain example.com

Servers

SVM2 M LDAP Z2I0|HEE AtETL|LC}.

6. NIS(Network Information Service), 22 AM&X} &l JE3 22 CHE AL8X HE AAHLELDAP 24
INESIHE e

F|>
40
mufn

a. SVM * &t &2 0| EtL|C}.
b. SVME MEHSI D * Edit * & S2I8fLICt.
C. NH|A * Eig S2Ish|Ct,

d. O|F MH|A AQ|X| * Ol M * LDAP * £ HIO|E{H|0] A R 7|2 O|& MH|A AQ(X] AAZ X|HSLCH.

Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used to look up and retrieve user infarmation tao
provide proper access ta clignts. The arder of the services listed detarmings in
wihich order the name service sources are consulted to retrieve information.

Marne Service Switch

hosts: files i dns 7
narmemap: Idap ¥ fileg "
Eroup: Idap M files ¥ nis g
netgroup: Idap ¥ files ¥ nis A
passwd: Idap ¥ files ¥ nis w

LDAP= 0] SVMO[A| O] & AMH|A2t O|F THE S 2ot 7|2 AHEXL HEYLICE

UNIX 22| SAEO0|AM NFS HMAS 2HQIEHL|C}

SVM(Storage Virtual Machine)dll CHEt NFS A MAE L MSH F0fl= NFS 22| SAE|
201511 SVMOIIA CI0|HE ¢ M= HOZ 1S SQlsoF FL|Ct,

10
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* RE ARSXtof oigt 231 HE T AL0{0F Bt

|
1.

2.
3

mu

ol
=]

(@)

®
i

ato|

AE AL RE AEXIZ 2Q1FfLICY.

HeLC cd /mnt/ CEEES| S O2E EHZ HERLCHL

VMQ| IP FAE A0 M| 2L E M5t 02 ERfLIC

QUBABLICt mkdir /mnt/folder & =2 M EHE RHSLICT

(]

| 2

K

UHHLICt cd folder CIMEEZ|E M ECZ HEHLICH

I

=
C

>~

HEL 0| =ES OH2ERLICE

= —d

2 MHSIH test10|2H= BT MAEILICEH testt OFRE EH2] 192.0.2.130 IP 0] vol1
OF2Est M test1 CIHEZ|Z HATIL|CE

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. A mpe

)
i
i}

=
[

mn ol

®
i

_.,
]

22 TS iAol /=X

Jlot

toloh = Chz mhUof| IAES HLCE

—

HYILICE touch filename HIAE MY ohEL|CE.

QUEBILICH 1s -1 filename OFUO| JY=X| =HQIptL|C

UYLIC} “cat >filename’S S5t HAES ol LHS Ctri+DE =5 HIAE DA HAES
LICE.

UHSLIC cat filename HIAE DSl L1ES HAIEL|CE

UHSLICH rm filename HIAE IHUS FNIHELICH

UHYLICt ca .. E =8 49 CIMEZZE SorL|Ct.

host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r—-—- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

A2LICt mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder
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21
SVMO]| Cligt NFS HMAE BEUSS eflMSLICH

NFS 22t0[2E HM|A 74 5l ZHol(M NFS X|& SVM 44)

o o
ZH|7F =[H UNIX 22| E0[M UNIX I} AHE HotS HH5ED System Managerdil A
LHELWZ| &S F715t ot EX S210|¢E HM|A Hotg 2o = JELICH O
ChS a2 e AMBXL 2= OF0| 280 AMAE & Q=X HIAESHOF gL L,

—

2 ot
okl | >
=0
2L
=

r

THA|
1. S0l AMAE o A= Z2I0|HE U AEX £ TES ZEYLICL
2. UNIX Z2| SAENA RE AFXIE At
3 H

g
. System ManagerOl|A] LIELH 7| Exof| &

SVM(AEZ|X| 7t A|ARNS MEISHD * SYM HF * 2 S=IgL|Ch

[ |

a.
b. Policies * 20X * Export Policies * & S2!8fL|LC}.

o

251 SU 0|20 YAZE HHS MeyBh|Tt

d. LHELHZ| &~ &HollM * =7t * & 22/5t1 22t0

re
Im
A
ot
mjo
A
)l
ot
il
ul

2
e 74| QlEA = of CHs * 2 * B ME#StO] O] FAI0| BR| SAEO| Tt HNAZ 583t 74 0|0
Me| =2 $Lict

f. NFSv3 * & MEHSHL|C}.
g. HotE HHA ME MEE XMt * 2ol * & Z=Iet|ct

MEUS =5t0] SEH0|AUE0| TA| 17|/M4 7] MM A AHots FHE £+ JAFLICH10.1.1.
OF *

0/
S2H0[AE M * O = K|S * +IH AL AM|A 51 * S H2leh ZE HM|A 2HQl2tS MEIRL|CY.

12



Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: ] CIFS
Ll NFS e NFSv3 L] MFSv4
|| Flexcache
If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine

[SVI).

Access Details: |#| Read-Onhy |#| Read/\rite
LN |+ [+
Kerberos & ] ||
Kerberos Si |+ ||
NTLK 4 ]

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. UNIX 22t0|AE0f|M O[H| 2F0| HMAZ 4= U= AIBAL F StLtZ 201510 252 OFRESH IUS

AT 4 QX SHRIBtLICE

7|Z& SVMO|| Chiet NFS HM[A S F-dehL|Ct

7|Z& SVMO|| NFS Z2I0|HEO0]| CHet AMAE =752 H SVYMO|| NFS +M 2 F716t41, SVM
EE EE0|dATE MMS N | DAPE MEHNOZ 1Ml UNIX 22| A 01|A1 NFS
OHA-”AE SHOISHOF SHL|CH 121 CF2 NFS 2210|HE HHAE AT & QIAL|C}H

7|Z& SVMOI| NFS HM|AE Z=7}stL|C}

7|Z SVMOf| NFS HM|AZ 71512 0| LIFE 44
S

o
252 D2H|XYotD, 282 HEYD, AARE HHS

MEAHOZ NISE 745t
b gfLIct

-u_°¢

* H
A|ZFst7| Hof|
* SVMOIM A2 Y HERIZ 74 24&= FAULIIN?
o = Sl e EX XEO|A HIO|E =2| QIE{T|O|A(LIF)7t MM EL|CH
° OIO|E{ LIFQ| IP FAE E2H|NYS MEU = MEXO= HO|H LIFO| 2Ye EX IP FAE XFFLICH
* DE QE WHHE | EQ{T MH|A| CHEt HMAE 318t E MASHA 14 =[0{0F BfL|C,
* SVMOA NFS Z2EZE &| 2480} BfL|Ct.

KtMISE 82 & BZSHMAIR "HER 2 2E] 2F A"

|
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https://docs.netapp.com/us-en/ontap/networking/index.html

1. SVMS| TRESS PAY 4 U HHOR OSELIL
a. TAE SVMES MetgiLc
b. Details * &0f|lA * Protocols * F0ll A= * NFS * & E2/gfLIC,
Protocols: © wrs  [IECECEEN
2 NFS T2EZ 74 * Chst AXIolM HOIE LIFS A ELICH
a. X|™st MEUIM XSO Z LIFY| IP FAE SESHALE 502 FAE 2EL|CH

b. A0t 7| * £ 22l LIFQt HEE L EQF TEES MEHTIL|CE

= | Data LIF Configuration

V¥ Retain the CIFS data LIFs configuration for MFES clients.
Data Interface details for CIFS

Assign IP Address: Without a subnet h

IP Address: 10224107188 Change

2)Port ghecarp_1:elb | Browse... |

3. AIO|EO| M NISE O|§ MH|A K= 0|5 i AL83H= Z2 NIS Mo =Ml 8L IP FAE X|F5H NIS
O|F MH[A 2AS FIHE CIO|EH|0| A RHS MEFLC.
« | NI5 Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

NIS MH|AS ALEE 4= @l= 32 FE5HX| O A2, NIS MH|AS B F45HH I0[H ME A AMA ZH 7t

=
L = ASLIC

4. NFS HNAE 2[et 28 MH L LHELHY|:

b. mels Zotst 2§29 37|E XIFeLICh

Export

Name Eng

Size 10 GB v

Permission: Change

7P“ At Jtset 32t0] = o a2|AH|0|Eof| XIS AoB= ZFFC| 0|Z|AIO|EE KB HRIt
ZLCt.

HAI:I

14



C. permission * I"':OHH Change * & £2/5}1 superuser HMA S EESI0{ UNIX 22| SAEO| CHEt
NFSv3 HMAS HSote AARE 1?’5!% X ™gfLct.

Create Export Rule

Client Gpecfication: | admin host

Enter comma-zeparated values for multiple client specifications
Access Protocols: [ CIFS

R T = 2 ] = T I Y] =08

[ Flexcache

ﬂ Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MWF5 or FlexCache)
configured on the 3torage YWirtual Machine {34}

Access Details: v Read-Only ¥ Readanrite
UMY 3 7
Kerberos 5 r v
Kerberos 5i r v
Kerberos Sp r ¥
NTLM r 7

I allow Superuser Access

Superuser access iz st to all

Eng2l= 0|52 10GB 282 4ot EngZ WEUYD, #HFX HMAE Zot50] "admin_host™
SCIO|UE0| LHEL 7| A AMA Hots R{St= ﬁ‘*'g =t = ASLIL

5 ®Mz 9 2| E 223t g * 2ol + 2 S2lghc,
SVM £E S5 AAZE HMZ HL|CHZ|E SVMO|| Ciiot NFS A A Fd).

NFSv32 Sdll ZE S20|HET HHAY = JUEE J|2 AAZE HMo|| F4S FIt6l0F
2tL|Ct o] #&lo] gle™ 2E NFS 22I0|AHETJ SVM(AEZ|X| 7t i) & &0

U A 4 QLT

Of ZfHofl CHaf

HE NFS OHA-”AE 7|E OiIAEE I-IXHOE X'I‘Io|-_l LI'SO'" 7|-|H=| EEO-” [Hol- A|'9-I|' X'I-I OlIAE I-IXH% LOHJCK;I'(')"-O:I

o =

HE SOl Chet BMAZS HMetsoF gLt

e

1. SVM * #O = 0| 5&LCt,

2. SVM 8 * g Z=/aLCL

3. Policies * £0{lX * Export Policies * & Z2!8fL|LC}.

4. SVM RE EE0| M25|= * default * 2H= AT E MG MENSHL|C},

O. OfzH HojlM * 37t * & S=IgfLICt

15



6. LHELHZ| & Mo * Tt 4Xtoll A NFS 22t0|AEQ| ZE SEH0|AE Tist HMAS 0= &S YHELCt

a. 22I0|AE At * HEof| 2 YHeLIC0.0.0.0/0 #A0| 2E S2I0|HEN HEEEE SfL|CL

Create Export Rule #

Client Specification: | 0.0.0.040

Rule Index: 1 3
Access Protocols: ) CIFS
Ll NFS I|# NFSv3 ] NFSv4
I_| Flexcache
If you do not zelect any protocol, accese iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virdwsl! Machine

SV

Access Details: [#| Fead-Only |_| Readnirite
UNE L -
Kerberos 5 I [}
Kerberos Si [} [}
MTLM I -

| Allow Superuser Access

Superuzer sccess iz 2ef fo all

21t

O|X| NFSv3 20| ETI SVMOIM Y El BHE S&0H HM|AY = JASLIC

LDAP 4 (7|Z SVMO]| CHSE NFS A A F1A)

SVM(AEZ|X| 7h& A|AENO|| A Active Directory 7|2t LDAP(Lightweight Directory Access
Protocol)2| AHE2Xt HEE 71 2{H LDAP S2[0|HEE M5t SVMECE HHot Ca
CHE ALKt HE AAHCHLDAP M £2|18 XIYs{of ZLCt.

AlZFsE7| o

* LDAP L2 AD(Active Directory)S AF23H{OF EtL|Ct.

CHE 39| LDAPE At2%tE 2 LDAPE F48t2{H CLI(Command-Line Interface) X 7|Et MHME
ALEsl{oF SfL|Ct XtMISt LI 2 2 ’é. SHYAIL "LDAP AHE 1R,

* AD el & M= =2 21F &, Bind AFEAL X 2f2, 7|= DN XU LDAP ZEQ} 22 Hold HEE 20to}
gLt
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A WDN
(@)]
2 e
<
x
0z
*
2

a. MH|A * &0jM * LDAP 22I0|HE * & SEIgL|CL
b. LDAP 22I0|UE 71 * HojM * FIt* &

C. LDAP %El‘Ollo_'lE *cﬁgl * (le'gl * OI * EHO‘”
vsOclientl.

d. AD £H|Ql EE= AD MHE F7t8tL|C}

Create LDAP Client

General Binding

LOAP Client velclientl
Configuration:

Servers

#* Active Directory Domain gxample.com

Preferred Active Directory Servers

Server

1592.0.2.145

Active Directory Servers

e. Binding * 2 2261 21Z

FIH

’

, Bind At8X} 8! 2f= 7|2 DN & &

[m



Edit LDAP Client

General Binding

Authentication level: sasl

Bind DN (User): uzer

Bind user password:

Base DN: DC=example,DC=com
Tcp port: )

ad
)

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information

during data access.

% 3 B7] * 8 2B,

|
SVMOM AtEE &= AZE A S2H0|AUET} B &1 KIS ELICE

3]

o;
r.ai
mju
u
=)
re
u
_\,J_
—
@]
>
o
mju
_FH
r§
Im
=)
o
*
=2
>

Active LDAP Client

LDAP client name: valclientl

|#| Enable LDWP client

Active Directory Domain example.com

Servers

SVM2 M LDAP Z2I0|HEE AtETL|LC}.

6. NIS(Network Information Service), 2Z At&Xt 9l 22
X| & EHL|C}

18

a.

SVM * #O = 0|SgLILCt.

SVME MEfSD * Edit * £ S=IYLICL

AHIA * S S2grLC,

s

NE

MH[A AQ|X| * 0| M * LDAP * £ H|O|E{H[0] A &

$ ©7| * 2 S2ULC

_a.
O
O

MEE[RA =X 2ol ct
L|C}.
w
2 CIE AKXt HE AARCHLDAP 24 29

7|2 Ol MH|A 29K 222 X|FgL T}



Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

£ FELILI LDAPE O] SVMO|IA O|F AH|22 0| F THH S fIgt 7|2 AFE A EYLICE

UNIX 22| SAEO0|AM NFS HMAZS 2HQISHL|C}

SVM(Storage Virtual Machine)di| CHet NFS HNAE M 20= NFS 22| SAE
2215t SVMO| M H[O|HE i M= HO = 1S =helsi{of gfL|Ct,

AlZtst7| o
* S20[AE AAE0= oo X|Fet HEWZ| #EI0|M 583t IP FA7F QUO{OF BiLICE

* RE ARSXtof oigt 231 HE T AL0{0F gLt

THA|

1. 22I0|HE A|ARI0| RE ALEXIZ 2018t C},

2. EUHYLICt cd /mnt/ CIMER|IS OIRE EE HAYLICL

3. SVMQ| IP FAE AFESH M EEE M5t ORRERL|CE
a. E YHYLICk mkdir /mnt/folder E =2 M ZHE 2HSLICH
b. £ &HSL|C} mount -t nfs -o nfsvers=3, hard IPAddress:/volume_name /mnt/folder

O Mf ClHMEE|of| 28 OF2EYLICE

c. £ UHELICt cd folder CIMEEIE M ELZ HETL|CH

2 MHSIH test10|2H= EC7F MAEILICEH testt OFRE EH2] 192.0.2.130 IP 0] vol1
OF2Est M test1 CIHE2| 2 HATIL|CE
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host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. M THUS BHS D THl0| YR 2ol

= -

rot
ot
i)
ojo
1=
ne
2
=
[>
Im
M
ii}<
-
iul

o
i
0

IHSHL|Ct touch filename H|IAE OIS OHSL|CH

=]
b. £ A#ATILICI 1s -1 filename OFYUO| QYEX| SQIBHLICE
C. & YHYLIC} "cat >filename'E 22511 HIAE S 2T L3 Ctrl+DE =2 HIAE IHAU0| HIAES
St
d. £ YHYLICt cat filename HIAE MtAUC| LHES HA|RLILCE.
e. & YHYLICt rm filename HIAE THU S X|HEILICE
f. & dHYLICtca .. E 53] 49 CIMEEZ SotzLCt.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-— 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

21

SVMO]| Cli$t NFS HMA S BEUZSS efAMSLICH

NFS 22t0|E HAH|A T S 2217 Z SVMO| CHEE NFS HA|A Fd)

ZH[7t =™ UNIX 22| S AE0|AM UNIX If A #HotE At System Managerdi| A
LHELZ| &2 F71510 S R0 Cigt EX 2210 E HM|A Fotg 2o +~ JELICH O

a. SVM(AEZ|X| 7t A|ARNS MEHSHT * SVM HH * 2 S2IgLICH
b. Policies * 0| A * Export Policies * & £2/gfL|C}.
Cc. EEI SYUTH O|EQ WAZE HHS MEABILICE

== =
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e. 7% olelA « of el + 2+ S Mehsto] o FH 0| BE| A CiEt HYAS {83t 7 0|0f
AT T
f. NFSv3 * & Mefgt|ct

9. HIoHE AMA N5 HHE Kot * el + & 22BhLict

MEHIS °'E—13f0=l S2to|AEO| HA| §47|/M7| MM A Hots Hoi™ = JFLICE10.1.1.0/24
S20[AE MY O = XS * +IH ALSXL AM|A 5 E * S H2let ZE HMA 2HQI2tS MEIRIL|CY

=2 =-"1-d

Create Export Rule *

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: || CIFS
I WFs |« NFSv3 [ NFSv4
|| Flexcache

If you do not 2elect any protocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or
FlexCache) configured on the Storage Virual Machine

SV,

Access Details: |« Read-Only |+ Readiirite
UMD |+ v
Kerberos 5 ] ||
Kerberos Si |+ o]
MTLM |+ [+

LI Allow Superuser Access

Superuzer access iz zef fo all

4. UNIX 220[HE0|M O|X| E&0| BMAT -~ U= AFEXF B SILIZ 20150 2ES DIREStL IYUS
)\H)é-’lok A oll—x| _<2|-O|o|'|__||:|-

NFS X2 SVMOI| NFS EE& x=7}gtL|C}
NFS X|® SVMO| NFS 228 Z7t5t2{H ol | Mot AATE HMS MMSH,
UNIX 22| SAENA BMAE 2tQls{Oof SFL|ICE O3 CFS NFS Z220|HE HMAE LM<t
& ABLICH

AlZfot7] FHof
SVMOIIA| NFSE 2t%5| 273sH{oF ghL|Ct.

HIO|EHE 28t FlexVol 282 TS0{0F &fLICt 2RO 2t FE 52| 2ot AEUM
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Y5l 250|712 niol AEIUS HFY & YBLICL A2l 1Y AAH(SVM)e RE
280] 9l UIYAH 0| A0 M 2| 7| XIS MHHOR wFS £ YLICE
THA|

22

o o &~ W

. Volumes * XtO 2 0|S&tL|LC},

Create * > * Create FlexVol * £ Z2I$tL|C}.

Create Volume(2& 44 CHet MXI7t EA|ELICH

=N S EFYARMIEZ ELhE 7|2 0|2 Mo H 2t Z2 M 0|§2 XIF-LIL voll.
252 Oi22[H0|EE MEHStL|Ct
=82 37|18 XFELct

System Manager0Ol M MdEl 2= M EE2 72822 FE 250 e 0|ELZ =& 0|§2 ME3HY
Or2EELICE NFS 2210|HEE 28S 0 [ i

L= |
SVMe| RE0| EE0| UAX| =T st2{H 7|E HYAHO|AMM M E2E2| fIXIE =THLICH

a. Namespace* 292 0|SgL|LCt,

b. EECHR HFO0|A * SVM * S MEHSEFL|CY

C. Mount * & Z&lgL|C}.

d. 28 O2E * Czt AXtollM 2 E, M Z22 0|8 U EES IREY MY F2E X[HELICH
(o]

=
€. Namespace* &0|A M Hegf 22 E elgfL|Ct.

"HIOIE"2t= 7|2 =& ofefio] EF =28 #dotE RE &M "HOIE" 2822 M =& "vol1"S
o|se == ASLICt.

Path - Storage Object Path - Storage Object

a3/ B valexamplecom_root a3 B vslexamplecom_root
§ data B data 4 7L data 5 data
% voll B voll = voll B will

b. EHoF AEF0| UNIXO{Of EFL|Ct.



Edit Volume

General Storage Efficiency || Advanced

Name: voll
Security style: NTFS hd
o NTFS e
UMLK permissions Read Virite Execute
UMD
Owner
WMixed
Group
S50 ot AAZIE HUS MMBHLICE
NFS 22[0|ET} S50 HMASHEH HA SFO0| et AAZLE HEMS Hdstn g
SAEQ| HHAS 3|88t PG F13H CHS M YARE HMS 250 HGsfof Fuict.
THA
1. SVM * Ho= o|sEL|Ct
2. SVM 4 * g 22t
3 M AYAZE HH M
a. Policies * &0f|A * Export Policies * € £22/%t CtS * Create * & 22I&LILCT.
b. Create Export Policy * 20|l H* 0|2 XIHELICE.
C. LHEL{Z| & * ol M * =7t * & S=I5I0] M EMol| #2512 F7HedL k.
| Create Export Policy
Policy Name: ExportPolicyd
| Copy Rules from
Export Rules;
E'}"I‘ A ._.__ =i X Tslel= | B M ] {;
Rule Index Client Access Profocols | Read-Only Rule
4. LWELHZ| & otSE7| * CHst AXto|A 22Xt 2E Z2EZS Sl LHELHT[0f 2tH S| AMAE & JTZ SH=
#Eg gELC
a LEH SES 22|e IP F& E= 2210|HE 0|Z(0: admin_host)2 X|™gtL|Ct.
b. NFSv3 * £ ME{BIL|CE

23



C. BE *QIIJ|/MT| * HMA ME HEQ}*

Create Export Rule ¥

Client Specification: | admin_host

Access Protocols: [# CIFS

L NFS  [# NFSv3 [ NFSv4

LI Flexcache

If you do not zelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or
FlexCache) configured on the Storage Virual Machine

[SVI).

Access Details: || Read-Only |#| Read/rite
UMD I v
Kerberos 5 I |w#]
Kerberos Si I Cal
MTLM I |

|| Alow Superuser Access

Superuzer secess iz 2ef fo &l

d. OK * & 22/t T3 * Create * £ E2/&LICL
M AAZE HxHak A F5]0] eH MAHELICH

o. M ZEOI M LHELHZ| YME X3t

2

2Rt SAETH ZEO| BHAT 2

a. Namespace* 92 0|5¢!

=
[
s

b. 228 MEiSIT * LHELY7|

EH
C. N HHE A

UNIX 22| SAEN|A NFS HAMA

SVM(Storage Virtual Machine)d| C
EQI5tD SVMOf|A H|O|EHE S M=
AIZHs17| Fof

* 22I0|HE A|AHI0|= O™ X|Ht LHELHT| FEI0|M 51ESH= IP ATt

* 2E ALEXtof tigt 2301 FE I L0{0F St

A
1. 22}0|2E A|AR| RE ALEXIE 21T T,
2. & YL cd /mnt/ CIMEEZ|S ORE ECZ HE L.

24
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3. SVMQ| IP A5 AMESH0] Af ECE Yot O ESLC.

a. £ YHBLIC mkdir /mnt/folder & =2 M EEE THEL|CH
b. £ &HEYLICt mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder
Of M CIHMEZ|0f| 2&S DH2EFLICH

UHAYLIL} cd folder CIHMEER|IE M ECZ HERLICE

o
i
18

CHS HEHS AASHH test10|2t= E2C 7 MM EILICH test1 OFRE 2| 192.0.2.130 IP =201 vol1
EEZS 0IREst M test1 C|AE2| 2 HATILC.

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. M o2 TS MU0l Y=X| HQlot = O mof| HIAEE &L|CEH
a. E YATILIC} touch filename HIAE OMYS OHSLICH
b. £ UHEILICt 1s -1 filename LtA0| Y=X| 2HQlgtL|Ct,
C. = UHYLICt ‘cat >filename’ S S0t HAES 2ot OhS Cri+DS =& HIAE MU0 HAES
St
d. E QUBBILICt cat filename HIAE OHAUQ| LIS HA|EHL|C.
e. E YHYLICt rm filename HIAE THU S K| AHELICE
f. & d3YLICtca .. E 52 49 CIMEL| 2 SotzLct.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd
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SVMO| CHot NFS HMAE BFAUZ S AYELICH
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