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Verify that the entire configuration is supported.

v

Complete the worksheet.

v

Install the HBA utility from the HBA vendor.

v

Update the HBA driver, firmware, and BIOS, if necessary.

L4

Install Linux unified host utilities and
optimize /O performance.

v

Record the WWPN for each host FC port.

v

Configure DM-Multipath.

v

Create a new aggregate if necessary.
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Where to provision the volume?

Existing SVM
with FC configured

v

Verify that the FC
service is running.

v

Create the LUN.

Existing SVM

with FC not configured

!

|
MNew SVM

l

Configure FC and
create the LUN.

Create a new SVM
and LUN.

Zone the FC switches by the host and LIF WWPNs.

v

Discover new SC5| devices (LUNs)
and multipath devices.

Configure logical volumes on multipath devices
and create a file system.

Verify that the host can write to and read from
a multipath device.
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# sanlun fcp show adapter -v

adapter name: hostO

* *WWPN : 10000000c9813al14**

WWNN : 20000000c9813a14

driver name: lpfc

model: LPel2002-M8

model description: Emulex LPel2002-M8 8Gb 2-port PCIe Fibre Channel
Adapter

serial number: VM84364896

hardware version: 31004549

driver version: 8.3.7.34.3p; HBAAPI(I) v2.3.b, 07-12-10
firmware version: 2.01A12 (U3D2.01A12)

Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 2 GBit/sec, 4 GBit/sec, 8 GBit/sec
negotiated speed: 8 GBit/sec

OS device name: /sys/class/scsi host/host0

adapter name: hostb5

* *WWPN : 10000000c9813al15**

WWNN : 20000000c9813al5

driver name: lpfc

model: LPel2002-M8

model description: Emulex LPel2002-M8 8Gb 2-port PCIe Fibre Channel
Adapter

serial number: VMB84364896

hardware version: 31004549

driver version: 8.3.7.34.3p; HBAAPI(I) v2.3.b, 07-12-10
firmware version: 2.01A12 (U3D2.01A12)

Number of ports: 1

port type: Fabric

port state: Operational

supported speed: 2 GBit/sec, 4 GBit/sec, 8 GBit/sec

negotiated speed: 8 GBit/sec
OS device name: /sys/class/scsi host/hostb5
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* |2l H| NetApp SCSI ZX[7t Q= E 2 o EH2|AE MMof| ZX|2] WWID(Worldwide Identifier)S
UHSIMAL multipath.conf IHY.

H| NetApp SCSI ZX|2] WWIDE EA|SIHH HMelg FX|0|M Ot BHEE L LICL o7|M
SCSI_device name 2(&) X|¥dt= &A[L|CL.

/lib/udev/scsi_id -gud /dev/SCSI device name
Ol =01, IFE YHYLIL} /dev/sda MY H| NetApp SCSI ZX|0|E2 LIS YHFLILY.
/1lib/udev/scsi id -gud /dev/sda

123 C|HFo| A9 WWIDZH EAIE|H, O] IDE SASHH off 20 @2 4+ USLICt multipath.conf
oped.

o EHMIAE MMS Ho| F= LI OMQULICt multipath. conf I, WWIDZF Z8HEl H| NetApp SCSI
ZK|QILICH 36005082000000000753250£933cc4606 M2 E:

blacklist {

*Fwwid 3600508e000000000753250£f933cc4606**
devnode "“(ram|raw|loop|fd|md|dm-|sr|scd]|st) [0-9]*"
devnode "“hd[a-z]"

devnode "~cciss.*"

° Mlelg ClHio|ATL @l AR Ol _WWID &2 HIAHYLIC multipath.conf DHY.

a. 28 2r9[ 72 Al E0f| CtZ 2AFE S 71510 NetAppOilM HESH= DM UHE 2= 282
gdstetict.

rdloaddriver=scsi dh alua
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/etc/init.d/multipathd start
3. A AHI 28 F0f| CHE 22 H20| &4 AXEEE CHE 22 MH|AS 28 AZA0| 7L CH
chkconfig multipathd on

4. Linux SAEE [EEISL|C

S. & ZQIYLICt rdloaddriver S H¥Y o Z20f| BFO0| EAE/LICH cat /proc/cmdline.

rIJlll

2l8IL|C} rdloaddriver MH™O| HY0| MEEl= o2 28 M & StLIZ LIEFL|CE

# cat /proc/cmdline

ro root=/dev/mapper/vg ibmx3650210104-1v_root rd NO LUKS LANG=en US.UTF-
8 rd NO MD rd LVM LV=vg ibmx3650210104/1v_root SYSFONT=latarcyrheb-sunlé6
rd LVM LV=vg ibmx3650210104/1v_swap crashkernel=129M@0M KEYBOARDTYPE=pc
KEYTABLE=us rd NO DM rhgb quiet **rdloaddriver=scsi dh alua**

AggregateE MM L|C}

7|’° AggregateE AIE5HX| k= 32 MZE2 AggregateE M45t0{ T=H|X'd F¢l
=20 E2[H AEZXE M3 = '% |Ct.
CHA|

1. URLS YAHBILICt https://IP-address-of-cluster-management-LIF ¥ E2tR2X A 22{AH
2|t XtH ZSHES A0 System Managerdi| 2 3218 CL,

2. OO2|A|0|E * ¥ Oo|sTLCt.
3. M

o * S MEgLtt
4. stHO| X|Alof| 2t 7|2 RAID-DP 742 AHZ510] 0l 12[A|0|EE M4St CHZ * Create * S MEHSIL|LCH.

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizks.

MName: aggr?
&) Disk Type: GAS | Browse |
MNumnber of Dizks: 8 ::: Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)

21t

Aggregate= X|ZE FHo= MHE|0] O 12| AH|0|E &2l 0 22|AH[0|E ==0i| FIHELICE.
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. FC MH| AT} o1&l SQIX| =tQlgtL|Lt,

-

GfEdt () ctet QsStop | T3 Refresh

Status: © FC/FCOE service is running

WWNN: 20:05:00:30:98:29:18:76

FC/FCoE Interfaces:
MNetwork Interface WWPN Current Port Status
FC_1_1 20:10:00:20:98:29:18: 7% inngvate-01:0b © Enabled
FC_2_1 20:11:00:a0:98:29: 18:76 innovate-02:0b 2 Enabled
FC_1_2 20:04:00:a0:98:29:18:76 innovate-02:0a & Enabled
FC_2_.2 20:03:00:20:98:29:18:76 innovate-01:0a 2 Enabled

FC MH[AZ A3HE| T QK| O™ FC MH|AE A|ZSHALE Af SYMEZ MM BtL|CH

6. 2 Eofl CHall 27 o] &e| FC LIF7t LIZE|=X| ZelgtL|ct.

=2 FC LIFZE 27K 0|2kl 22 SVMOIM FC 742 YHI0[ESIAHLE FCE A SVME ME5HAIL.

LUNS MMstL|Ct

LUN 44 OFHALS ALRSH0] LUNS MABILICH 8 O] DRYARS igroup A4448tT LUNS
igroup0il DHZI510] X3t SAECH LUNO HHAS 4 =S STt

AlZst7| o
* LUNS Ze S&0t of
A i

d&st= SVM(AEE|X| 7t H41)0] LO{OF BhL|Ct.

S ALE8liof eLICh O™X| g™ 7= 0|2 A2

2
0
ot 0g
=
ks
=)
$0
rr
ox
40
=l
ks
=2
=l
x
—
C
_Z
ikt
o
on
10
=)
ol

LUN ‘&8 O AL A ELICE

4. ot

—

JP)

A * H|O|X|Of| A Linux ZAENM &F AHSH= LUNO| CHSt LUN 9 * Linux * £ MEHSL|CH

Thin Provisioned * 2I2tE MEHSIX| Qf2 AEHZ FLICH
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g You can specify the size of the LUN. Storage will be optimzed according to the type selected.

Type: Lirx -

Size: 750 |GB v
] Thin Provisioned

S. LUN ZiH[0]A * TIO|X|0l| M 7] FlexVol 2&S MEHELICY.

B0l s=¢

ALt

OH

20| A=A

Jlot

FoISHOF RILICE 7|1&E 280 S2T

> Tk

-

6. O|L|AO{[O]E] ODHE * H|O|X|O{| A * O|L|A|MIO|E| & 7t * & MEis * Ak~ EHoj| Lot MEE s CHS ~
O|L|A|O||O|E] * B0l 7|23t SAE FC ZEQ| B E WWPNE & 2stL|Ct,

7. MR ZEE gfolot Ohg * OFE * 2 MEHSIe] OFHALS 2tz etL|Ct.

=

g

) |-E

—

0

=

r

A2 B

7|Z= SVMOI|A FCE st}

7|1& SVM(AEZ|X| 7tk MANOIM FCE ot ThY DFEALZ LUN 8! ZetEl E5S
Mdg = JASLICHL FC ZEEZS2 SVYMO|A 0[0] 2 ot| X[ Tt —T“HEIXI 5 OFOF BfL|LCE. O]
HE= g Z2EES FJ0HX| 2 FCE OFA] 195HX] 82 SVMEL=Z NS ELIL.

AlZHsE7| o

FC I{E2|S 5t ¥ot= =2(X ZES HEE|of AHZHof LIt

1. SVM * &9 Z 0|5 EfL|LCt.
2. 78 SYMS Meistct
3

- SVM Details &0l|lX * FC/FCoE * 7} 2| H{Z2 = HA|E|0] ZEEZO0| S| UX| T 25| L H =X
HUSS LEHHE=X] 2HolgtL(ct.

FC/FCoE * 7} =M HiZ2 2 HA|=|H SVMO| 0[0] 4 &l A L|Ct.

Details

Pratocaols: MFs CIFS FCARCoE 15051

4. 3|M H{ZHO| Y= * FC/FCoE * T2EE 23 E MEigL|C}
Configure FC/FCoE Protocol 20| FA|ElL|Ct.
5. FC MH|A % LIFE * FC/FCoE Z2EZ 14 * H|0O|X|0f| A A EhL|C},

a. FC*& GlI0|E| LIF 74 =telzts MEfgfLCt.
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https://docs.netapp.com/us-en/ontap/system-admin/index.html
https://docs.netapp.com/us-en/ontap/system-admin/index.html
https://docs.netapp.com/us-en/ontap/system-admin/index.html

b. £ QEILICt 2 LIF per node * ZEO0|A.
7841t HIO|E Ol S &S| 2l 2f ==0i = 7He| LIF7H 2eEL|C}.
C. N&E % ©7|* & MEfBL|CL
6. Q0f *H0|X|E HESIL LIF §EE 7|S¢t Ch3 * 2ol * S MefgiL|ct
M SVMS MMBL|Ct
SVM(AEZ|X| 7}A AN SAETJELUNO| HNASHE Of| AR

o
SVMS MM mff =2| QIE{I|0|A(LIF), LUN & Zot=l EEX M
SHAEQ| CIE AFE XL HIO|E{Qt AFEXL 22| 7|52 22l =

E|= FC ERUE WS gL Ct.
AL Ct. SVME d-doto
SLICE.

AlZHsE7| o

* FC Tj=2lg 7Astn ¢

3. SVM(Storage Virtual Machine) 8% * &0{A SVMS MM BfL|Ct

Storage Virtual Machine {5¥M] Setup

o (1) O
Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com

@ IPspace: ~

(@ pataProtocalss M aFs W nFs W oiscsl W OFOFCoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.
@ Security Style: LML v
Root Aggregate: | data_01_agsr h
a. sSVMe| 1173t 0|2 X|FetLICt.

O|E2 FQDN(Htetzl =2l 0| F)0[AHLt S AH HAM oM LRt 0| S 23t CHE 722 W2Hof
gfLCt,
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b. SVMO| £% IPspaceS MEHEIL|CE.

SHAEOIM 2] IPspaceE ALESHX| = HL "7|2" IPspace’t AHEEL|CY.

SAN Z2EZ0|| M= FlexVol 288 X| & ELICE

d ZEIXIZEZS ZA| 2HHX| o= AR T 2to| AT U0 SVMAIA AL
MEHSIM A,

m&*
9
rir

SVM ‘4d A NFS&t CIFSE Z&F MESHH 0[2{¢h & T2 EZ0| St LIFE 3/ = ASLICL 0
LI2EZS UE0 F7lx LIFE 3/Y =+ SlELIT
CIFS7t (et T2 EZ F oLIQl 2@ 2ot AEHYUO| NTFSZ HFE LIt J™-HX| o™ Hot AEHO]

UNIXZE MFEL|Ct

e. 7|2 oAo| 8% C. UTF-82 |AIELICH
f. SVM RE 282 Z&Y FE o J2|H0|ES MEAFL|CE

HIO|E| 2&2| Oi22[H0|E= O HHAMM B2 MEEIL|CY,

0

g- ®ME 8 A& * 2 dEfRlLC)

SVMO| M =|X|ot TEEZ0| OF%| LM E|X| UAELICE

4. CIFS = NFSE ME7| t20i| * CIFS/NFS Z2ES 74 * H|O|X| 7} LIEHLIEH * AL 7] *
CIFS &= NFSE LIS0| FEELICt

S. iISCSIE 43I 20 * isCSI Z2EZS 74 * H|O|X|7} LIEFLIH * AL FI| * & MEiSt CH3

iISCSIE FdgLct.

6. FC MH|AE 7M1 LIFE Y443t £ * FC/FCoE Z2EZ 74 * I|0|X|0f|A LUN L sliEt E82 E8

MAMSHL|C,

a. FC*& G|O|E| LIF 74 =telzts MEigtL|Ct

b. £ QUIEILICt 2 LIF per node * =0 A.

7t8-d3t tolEf 0|54 S E&ESY| 2ol 2 =20l = 7Hel LIF7F 2RefLCt.

C. FCP AEZ|X|0f CHgt LUN Z2H|X ' * 0| SAE O|L|A|0|0]E{Q] ¥dt= LUN 37|, SAE &

WWPNS gL},
d. ®HZE 9 AL+ 2 MefgtL|ct

7. SVM 2| * 7t LIELIEH 0] SVMO]| st B9 2t2|xt 4 F8tALE ATISL Tt
° Skip * 2 MEiSt LIS R0 w2t 22 XS Pt
o QME| MHEHEZ ol2ist [} * H|Z U A2 *

= MEgLC.
o
=

8. Qof*I|0o|X|E HESHL LIF ZEE 7|=8t Tt

= Mefstotg

IHI

Lt

mjo
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FC AQIXIE SAE 9

-

IF WWPNL Z = (Zoning)2iL|Ct

FC A9K| =4 % AE5HH EZ|X|o §&E = ACH B=Z 7t MSHE LT
AQK|Q| 22| AEHO|AE AFESIH AQKIE _-_'a'(Zomng)?:.”—IEL

AItet7] Hoj
+ AQIX|ofl S 22| Xt X2 ZHO| Uofof BHLICE.

* LUNS 448t sSM(AE2|X| 7He B &l)of| thal 2f SAE O|L|A0f|O|E| ZES} 2} FC LIFS| WWPNE 20tof
ST}
Of =t ol ChaH

AQX| Z=of| Tk XiMeh LHE2 A9(X| SEYMS HEME HESHIAIL.

[

=o|H ZEJ} Ol WWPNRZ SHE X|Hatiof fLICt. 2t O[LA[0f|0]E] ZE =l st
HL 9| Z0f RA0{0f BfL|Ct.

2

rir
rin

EtZl E} Bt

LUN2 SAE0|M LUNRZ2| B2 =5 H|eHst7| 23l igroup| O[L|A0f[O|E] Ste| &igtofl o & LICt.

* 7|2X 2= ONTAPO[A = MEA LUN OHE S AFESH0] LUNZF i HATHEL T U= 20| Z2E STt
LUNO| HAMjAEE 4~ QU= BTt

* LUNO| 22{AEQ| [}2 LEZ 0|58t= AR0|E LUN O|SAE 8 RE =0 FC LIFE X(Zoning)sHoF
gLt

© 28 EE LUNS 0|52 f 0|53t7| Hojl M LUN © 21-= 222 2880} gLCt

C1& JZOIME 4 Beiaclo] e &
pd
)

.I
BA|=D ot HH2 HMo= HAIELICH
EotELICH

AEE B0 FLILE & 7He SHO| /LS. o ‘E'.% ade=
Z0ll= 2 AEQ| O|L|A|O|O|E 1712t 2t AE2|X| 29| LIF7}

AER|X| =E9| E2|H FC ZE WWPNO| ofL|2} EFZU LIFS] WWPNZ AHE6HOF 2fLICE. LIF WWPNo D= Hof
UELICE 2x:xx:00:a0: 98 :xx: xx:xx, AKX x 16%XI£L|Ct S| TE WWPNO| & HL|of| Q&LICt
50:0a2:09:8x:xX:XX:XX:XX.
CHA|
1. FC AQX| 22| T2 30| 232135t CHS zoning 4 M2 MEHEILICE,

2. X tHuf O|L|A|0fO]E{2t O|L|A|Oi|O|E{2t O|L|A|OO]E{Qt ST FC AQIX|0| HAE|= 2ZE FC LIF7F Z8HE A
HA‘loI'L_ll:l-

w

SAEO| 2t FC O|L|A|0f|O|E{0] CHBH X7} oIS MASHLICH

4. Jog XA OIS M2 =Y PAHS gA3tEL|Ct

MZ& SCSI C|HIO|A(LUN) 5! C}E Z 2 ClHIO|AE ZAAStL|C}

AEZ|X] 22{AE2 LUNE Linux @A EO0|| SCSI C|HIO|AZ FA|%|H, O|= DM CI&E 227}
Ct= ZZ ClHIo|ARt SH= M CIHIO|A Z F[ete|= EE HEQLICH SAETJL A|AHIO|

Z=7tet A SCSI CIHFO|A(LUN)E XIS 22 HMSHX| 45 LICt. 0| HAMSIH 522 CHA|
AZHSHOF BfL|CE.
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AlZtst7| o

O SAHZO| UO{OF BLICE rescan ATRE - 0 YAELICE sg3_utils Linux OS BT AR 0l IfF | X[ L|C,

CHA|
1. M SCSI C|HIO|A(LUN)E ZAMstD si{e LUNE CtE A2 CIHIO|AS MMELIC} /usr/bin/rescan-

scsi-bus.sh

2. DM L}E 22 74 =l
multipath -11

2 NetApp LUNO|| Chiet & - S LIGSH= Chs £ RS EAIRLICL

3600a0980324666546e2b443251655177 dm-2 NETAPP,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='round-robin 0' prio=50 status=active
| |- 0:0:1:0 sdb 8:16 active ready running
| |- 0:0:0:0 sda 8:0 active ready running
| |- 1:0:0:0 sde 8:64 active ready running
| "= 1:0:1:0 sdf 8:80 active ready running
"—+- policy='round-robin 0' prio=10 status=enabled
|- 0:0:3:0 sdd 8:48 active ready running
1:0:3:0 sdh 8:112 active ready running
|- 0:0:2:0 sdc 8:32 active ready running
1:0:2:0 sdg 8:96 active ready running

Linux @ AEJt A SCSI ZX|(LUN)O| M S MM ATl DbE[E = THA A ARO] GlELICEH

=2E OE Z= XE ArEot2{H HA 7|2 SCSI #X|E 2&al{of &LCt CtE Z= ZA[of
=g 252 MMSID MEIXOZ Ml A|AHIS MMSH T QIAL|CH

AlZfot7] Fof

SCSI k|2t sliE Lt A2 EX|= Linux SAEO|A ZAE|o{ofF L |Ct,

of =pHof CHaf
SCSI C|H}o[ A0 £|A DM CHE ZE2E 745H{0F &fLICH DM OHE 22 E X06t= ZE 742 ME A}
CHAl= OE|M 8¢, OHE 22 X0 =2 28 74, I A|[AH WH 5o It 248 st = 4
X|EL|CE Linux HEofl cist XtAISH LHE 2 Red Hat Enterprise Linux 2H A 3! man H|0|X|E &

|.

Ok

L
Gl
MA

0
dlo

C}. C}
xo|
-

o
Sk 4o
= e m

£

1. & CHE 2= TXIE AE5I2H HA S Ar83tK 7|2 SCSI XS TtE|8etL|Ct fdisk £ parted

uu 40 AT

> UM ot
m
m

N

tE35t0] oy ChE E = e[S HYRILILE kpartx REEIE
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F
Jal
I

3. LVM(Logical Volume Manager) Bd& A8t sl LIS 2 X0 =2|X S8 MMLCt.

4. E M8l =2|H 28 L= LS Z 2 CIHIO| A0 ext4 = XFS2 22 MY A[AHIS
OEIZ|E
aa= .

0=
0%
ot
r
o
3
=
ol
n

fjo

S E= ’S*I% Agot7] ol 2 AEO0|M CHE F=2 ZA|0f H[O[EE A1 LA 85 =
=X| 2Helsiof

LCt.
Al=ret| o
MM A FQI AEE|X| 2EAE| 0] i3l Linux SAEOM DM CHS 22 PAsHoF gLct,

CHS B2 FAItslldots 2E2|X 2HAE 28 THELH LEZ HZERHol= B2 LEJH HEHE= S

L =
- O
HIO|E] 817|5 &felotof SfLItt. AEE|X| 22{AE 7} 2F 2H0M A2 52 2 0| HB0| 7ts3HA| gt =+

= T =
UAFLICE

o
1. XIFE CHE 22 BR0IM L8 1/0S MBIt

dd if=/dev/zero of=<multipath device name\>

2. SAE MZ D& AZhOfl: 2% 7H)E XIFSI0 THE F = FX[0M 1/07F &H FelX| golet|ct.

iostat 2
CtEs 22 XM /07t 23 FQ1 AL CHSH /0 7H2E £30| SXOE HALK CHE E=E EX[MAM 1/07t
d3doz ML JUSE & + JUSLICH
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avg-cpu: %user %nice %system %$iowait %$steal
0.00 0.00 0.01 0.00 0.00
Device: tps Blk read/s Blk wrtn/s
sda 0.18 1.34 2.29
dm-0 0.37 1.29 2.29
dm-1 0.00 0.00 0.00
dm-2 0.00 0.00 0.00
sdd 0.17 1.18 17.87
sde 0.17 1.18 18.01
sdf 0.00 0.00 0.00
sdg 0.00 0.00 0.00
dm-3 0.68 4.71 71.96
sdh 0.17 1.18 18.22
sdi 0.17 1.18 17.86
sdj 0.00 0.00 0.00
sdk 0.00 0.00 0.00

SN
Il
il

-

o
i
>

1}

| 2&5t0] CHS B2 FA[|A 1107 A|

HSHL|CE giveback AEE|X| 23 AE EO|A C}

I

=

AlSH =
RIS

storage failover giveback -ofnode <node name\>

6. 2QIBILIC iostat ZEHE AHZS0] I/07t TS| Ml FlX| gfolet

=

CHS A

EHAEO| Almj

efolgfLct.

oF 3% FC MH|ATF &8l SR

efolst ohE Z= FX|of| ciet DM CHS 22

2 E HAYLIC) takeover 2EE|X| 2RAH LE0M TS HHE

$idle
99.98

Blk read
832606
801530

2576
1770
734688
734560
1344
1344
2932496
734360
734272
1344
1344

ALt

OIX| &olgtL|Cliostat HH.

Blk wrtn
1428026
1427984

0

24
11128584
11219016
0

0

44816008

11343920

11124488

0
0

4 A FCEZE LA
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