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Verify that the entire configuration is supported.

v

Complete the worksheet,

Install Linux unified host utilities and
optimize |/0 performance.

Record the iSCSI initiator node name.

v

Set the i5CSI replacement timeout value.

v

Start the iSCSI service.

v

Configure DM-Multipath.

v

Create a new aggregate if necessary.

Where to provision the volume?

| |
Existing SVM with Existing SVM with
iSCS| configured iSCSI not configured
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Verify that the iSCS
service is running. Configure i5C5l and

v create the LUN.

Create a new 5VM
and LUN.

Create the LUN.

Start the iSCSI sessions with the target.

v

Discover new SCSI devices (LUNs) and multipath devices.

Configure logical volumes on multipath devices
and create a file system.

a multipath device.

Verity that the host can write to and read from
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# cat /proc/cmdline
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Mew Usable Capacity: 49638 TB (Estimated)
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g You can specify the size of the LUN. Storage will be optimzed according to the type selected.
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of sf2lof che

LUN2 S AE0|M LUNRZ2| ZZ =5 HeHst7| 23l igroup2| O[L|A0f[O|E] Ste| &gtofl o & LICt.

* ONTAPOHIM = SLM(MEIA LUN M2 A28t LUNZF SHE HA TIE L7t A RSt =9 Z2E STt
LUNO|| M| AS o~ JQEZ ST

* LUNO| 22{AEQ| CHE LEZ 0|S3h= 20 E LUN 0|5 82 2ldh ZE =E0] Y= iSCSI LIFE TsHoF
gL,

* 28 = LUNS 0|35t7| o SLM B =& SE8 £Hdl{of gL Ct.

EHA|
1. SVM * (k0 2 o|s¢tL|Ct
2. st SVME MENSHL|CE.
3.

SVM Details &0l X *iSCSI * 7t 2| M HlZAO 2 HA|=[0] Z2EZ0| SHSE|UX|OF 2| LHEX| AUASS
LIEFE LT,

iSCSI * 7t =M H{F 22 HA|Z|H SVMO| o|0] & ALt
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Details

Frotocols: FFS CIFS FCAFCoE 15051

4. 3|M H|ZAO| Y= *iSCSI* TREZR 23 S2IhLCt.
Configure iSCSI Protocol £0| EA|E/L|CE,
S. iSCSI ZZEZ 74 * H|O|X|0f| A iSCSI MH|A ! LIFE T etLCt
a. * MEH AFSH * CHAL B1K] 0|22 QlaistL|Ct.
b. £ Q&IL|Ct 2 LIF per node * ZEO0|A.
7t843t t|o|Ef O|sdE B&SHY| ?ld 2 =0l = JHe| LIF7t ZegtL|ct.

C. MEUIS AE3IAHL MEU glO| LIFQ| IP A5 HE et
d. iSCSI AEE|X|E LUN ZZ2H|XNd * FHof| A st
O[LIAIGI[O]E 0|2 Ri=ELICE.

=2 da5dg

Hr
l_
Z
|
i
fot
|>
[m
40
oF
=)

, 5 9l SAEQ|SCSI

e Mz 3 B+ E SEeLch
Configure New Protocol for Storage Virtual Machine [5VM)

Configure iSCSI protocol

f,,- Configure LIFs to access the data using i5C51 protocol

Data Interface (LIF) Configuration

Target Alias L aliis Provision g LUN for iSCSI storage {Optionaly;
LIFs Per Moda: P LU Size: 50 GH. |™

(Adinimum 1, Maximum,: &) LUN O5 Type: Linux W
Asgign IF Addrass: Without a subnet i

Host Initiator. jgn, 2001-04,.com, example;abs
IF Address: 10.10.10010  Change

Broadcast Domain Default o

Adapter Typa. MIC i

[T Review or mo dify LIF configuration (Advanced Settings)

6. Q0 * HO|X|E AESI LIF EE 7|3t Ct

—

EIIO
EOI-

tol » 2 Salguct

J

M SVMS gLt

SVM(AEZ|X| 7t HANE SAETLLUNO| HMASH= O Af%&é iSCSI EtZ2
HSELICL sSVMS ddg i =2| QIE{H|O|A(LIF), LUN & ZotEl =& MLt
SVME g5t SHAE|Q| THE ALK} H|O[E{2F A X} J.-_FEI 7lsE 22l = AsLTt

AlZst7| o
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* 2 =20f Thal 2702 LIFE ddE +~ U= SES HIERS F47F A0{0F gL,

of =relofl chaf
LUNS SAEOA LUNORO| Z2 42 H3tst7| I8l igroup| OILIAI0fO|E] 31| Zigtol| o ElL|Ct,

* 7|2XOZ ONTAPO|A= SLM(Selective LUN Map)2 A238L0] LUNTH St HA TIHE LS AQ8H= 29|
ZZ2E So{A 2 LUNO| HhAS £~ QJEZ BELICE,

* LUNO| 22{AEQ| CIE2 LEZ 0|S6H= R0 = LUN 0|SHE 2l ZE =0 = iSCSI LIFE #Asl{of
gHLICk
* 2B E= LUNS 0|S% iff 0|S38t7| M0f| SLM-reporting-nodes 258 £Hdl{0f SfL|LC}.
CHA

1. SVM * £tO 2 0|5 &tL|LCt.
2. Create * € 2

3. SVM(Storage Virtual Machine) & * 20j| Al SYMS A A stL|Ct,

Storage Virtual Machine { 5¥M] Setup

o (1) o
Enter SWh basic details

SVM Details

@ Specify a unigue nare and the data protocols for the SYA

SV Marne: wsll.example.cam

@ IPspace: R
(@ DataProtocalss W aFs W nFs W oiscsl W OFOFRCoE T

@ Default Language: | CUTF-2[ cutf_2] 7

The language of the 2k specifles the default language encoding setting for the S7M and

Itswolumes. Usinga settingthat Incorporates UTF-& character encoding 15 recommended.

(@) security Style: W]l ¥

Root Aggregate:  data_D1_aggr h

_,.I
O
|w)
=z
oA
:u
FE
|.|'|
=
ro
=}
ojn

)O[7Lt 2 AE HAMO|M 1Rt OIS E&SH= CHE #2lS WE2tof

b. SVMO| £& |PspaceS MEHEILICE.
EHAEO|AM 2] IPspaceE ALESHX| gt= L "7|2" IPspace”t AHEEIL|CY.
C. 7|12 28 RYS A& MEdEL|C

SAN ZZ2EZ0|X= FlexVol 232t X|2IEL|C}.
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d 2= Z2EES A UK o= ZR00x 2t0|MATL UD SVMOIM A8 4= U= Z2ESS BF
MEISHU A2,

SVM 4d A NFS2t CIFSE Z5F MEfSHH 0[2{¢t & T2 EZ0| St LIFE 3/ = ASLICL 0
DE2ESS LIEN FIIE LIFE 298 4

CIFS7t MEHSI T2 EZ & otLtQl AR EoF AEIUO| NTFSE MM EILICH OHX| O™ HOF AEIUQ|
UNIXZ M™EL|Ct,

HIO|E] 2&2| Oi22[A0|E= O HHAMM = MEEIL|CY,

g Mz U A - 2 2YBLIC,

SVMO| ‘Y| X2t T2 EZ0| OF%] LY E[X| ASLICE

L]

4. CIFS EE= NFSE MA7| 20| * CIFS/NFS TE2EZ= 1A * I|0| X| 7} LIEILIH * AL{%E7| * E 2zl

CIFS EE= NFSE Lt=of| 2L Ct.
5. iSCSI MH|AZ M8t LIFE MMt 5 *iSCSI ZEEE A * H0|X|0f| A LUN 2 8Tt 25

J
rot
finl
ojo

a. * M AfE: T4 8 0
b. KEUS ALSSIH{LE MEYU $H0| LIFS] 1P FAS SHBILIC

= ormis
c. 2 s

=
_IT‘_

2 LIF per node * Z =0l Al.
71843 HIO|E ol S8 S E&SH7| @ld 2F =0l = 7ie| LIF7t 2Lt
d. iSCSI AEZ|X|2 LU ZH|MY * FH0|M 25t= LUN 27|, SAE Q38 8l SAEQ|SCSI
O|L|A|0[O|E O|E2 |—|Ef
e Mz Y A%+ 2 S=ELCL
6. FCE gM337| tf20l * FC/FCoE T2 EZ A * H|0|X| 7} LIEFLIH * AL{$7| * & 223t CHS LIS FCE
Tggct
7. SVM 2| * 7t LIEtLEH 0] SVMO]| CHSE B2l t2|xt Mg FastALE AT gL Ct.
° Skip * (7dl-1$|7| "2 225t
° QM HHE Q&

8. Qof * I|0|X|E HESID LIF HEE 7|23t C}

EIZOZ iSCSI MM E A|ZFSHL|C}

Linux @ AE0|= AE2|X| 22{AEQ| 2t - E(ER2)Q}iISCSI H 40| A0{OF BfLICH
SAENM NEE EFELICE

o| =tedoll CheH
ONTAPO|A iSCSI SAEO= 22{AH9| 2f 0] thst 227} U0{0F FLICH DM-Multipath= 7He Hetet 225
MEEL|CH Z20f Zo{7t & WSHH DM LS B =7t A Z2E MEFL|C

(S i =]



oHA|
1. Linux ZAE HE TETE0||A iSCSI MH|AE AlZHetL|Ct

service iscsid force-start

2. iSCSI E} 2! ZA:

iscsiadm --mode discovery --op update —--type sendtargets --portal targetIP
AME 2t o IP 471 o E0| EAIELICEH

3. ZF EfZlo)| 23915t0] iSCSI MM S ATt}
iscsiadm --mode node -1 all
4. 24 iSCSI MM SE2 2 4 BLICHL

iscsiadm --mode session

M2 sCSI C|HIO|A(LUN) % CIE ZZ C|HIO|AS ZMighL|Ct

AER|X| 22{AEQ| LUNE Linux EAE0|| SCSI C|HIO|AZ HA|E|H, O]= DM CH& Z27}
CE 3= ClHto[A2f1 ot M CIHIO| AR F|RE= 2iE™ FEYL|CE = AETF A|AH0]
Z=7ket M| SCSI E[HIO|A(LUN)E M52 HMSHK| &5 0| S BMotH 5= LHA|

AZHBHOF BFLICE.

AlZfot7] Fof

o] ARO[ QUO{OF FLICt rescan ATYE - off QELICH sg3 utils Linux OS HiZ TS| AEHOI Ti7| X L|Ct.

EHA|
1. A SCSI C|HIO|A(LUN)E A5t 8liEh LUNE CHE Z 2 C|HIO|A S MM CE,

/usr/bin/rescan-scsi-bus.sh
2. DM C}E HZ 74 =Hol:
multipath -11

Z} NetApp LUNO]| CHeH M= A

(02
o
il
ne
O
rir
o
glo
Wt
gl
40
0%k
o
FH
>
ot
T
Iul

16



3600a0980324666546e2b443251655177 dm-2 NETAPP,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='round-robin 0' prio=50 status=active
| |- 0:0:1:0 sdb 8:16 active ready running
| |- 0:0:0:0 sda 8:0 active ready running
| |- 1:0:0:0 sde 8:64 active ready running
| "= 1:0:1:0 sdf 8:80 active ready running
"—+- policy='round-robin 0' prio=10 status=enabled
|- 0:0:3:0 sdd 8:48 active ready running
1:0:3:0 sdh 8:112 active ready running
|- 0:0:2:0 sdc 8:32 active ready running
1:0:2:0 sdg 8:96 active ready running

CHE 32 X0 =2| 252 F8otal T A|A-S WERLICE

Linux @AE7F M| SCSI X[(LUN)O|| M Z AMAS o ThE[E = Op A|ARO] GlE LTt
e{H HA 7|2 SCSI ZX|E 2&slof gfLitt. tHE 2 FX|of

S Ak83 21 S 22
=0 282 WNOLT MHFOR IfY AAHS M A& AL

AlZtst7| o

SCsI &2t sife CHE 32 HX|= Linux ZAE|AM ZHAME|0{0f gLt

o| kol chaH

SCSI C|H}o| A0 X|& DM CHE AZE 7 A8H{OF ELICH DM CHE ZAZE X ofots R E A2 ME] AfatelL|Ct.
CHAl= OE|M 8¢ CHE 22 X0 =2 28 74, I1Y A[AH Md 5o It 248 stz = 32 Lut=Ql
X|EUL|CE Linux HEof| st XtAI$H LHE 2 Red Hat Enterprise Linux AH A 3! man H|0|X|E &t x5t

A
1.

w

LVM(Logical Volume Manager) B2 A5t ST CHE 2= &Ko =2|X 252 ML

- E M8 =2|X 28 E= OHE Z= ClHI0| A0 extd B XFSSH Z2 THY AJABIS MHBIL|CH mkfs
OEIZ|E
aa= .

N

CHES E=2 ZAIE AESH| Tof| 2 AEM|M TS B= X[ HIO[HE X4 CHA| 815 &
UAE=K| 2lsl{0F LTt

A|Zfoto] Fof
HNA F AEE|X| 2HAE 0| CH3l| Linux A ENAM DM s 225 F45H{0F 2HL(Ct
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O =te1oi| CHaH

CHs 8 E Aot slidots 2AE2|X| 2HAE LEE THEL LEZ HERHol=s B2 LEJH HEHE= S
HIO|E] 817|E &felohof SfL|tt AEE|X| 22{AE 7 2F 2H0M A2 52 2 0| HB0| 7ts3HA| gt =+
%!Q'—IEL

THA|

1. XHE o5 Z2 FHX[0M L5 1105 HAgfLICt

dd if=/dev/zero of=<multipath device name\>

2. SAE M=Z & AZHol: 2% 7t)2 X|HSH TS 22 FX[0M /07t Al FelX| =l

iostat 2

CtE E= ZXI0M /071 &%

=
4BHo= M¥H D US2

A BE0f Ok
ot

i ZQl A2 Ctst /0 7H2E £30| &= H
A
= T

UFLILH.

AN

avg-cpu: Suser %nice %system %iowait $steal %idle
0.00 0.00 0.01 0.00 0.00 99.98
Device: tps Blk read/s Blk wrtn/s Blk read
sda 0.18 1.34 2.29 832606
dm-0 0.37 1.29 2.29 801530
dm-1 0.00 0.00 0.00 2576
dm-2 0.00 0.00 0.00 1770
sdd 0.17 1.18 17.87 734688
sde 0.17 1.18 18.01 734560
sdf 0.00 0.00 0.00 1344
sdg 0.00 0.00 0.00 1344
dm-3 0.68 4.71 71.96 2932496
sdh 0.17 1.18 18.22 734360
sdi 0.17 1.18 17.86 734272
sdj 0.00 0.00 0.00 1344
sdk 0.00 0.00 0.00 1344

3. 75%t B £ HAYLICI takeover 2EZ|X| 22AH LEM OHE BHS AAPLICH

storage failover takeover -ofnode <node name\>

4. E CIA| A5t CHS 22 FA|0|M 1107t A% A SQUX| =IRtLCH iostat B
o. & HHYLICH giveback 2E2|X| 22{AE LEO0M Lt FHES HATLICH

storage failover giveback -ofnode <node name\>

o
Jiot

FISILICt iostat EHE AFESHY 1/07} TS| A& F2IX| helgtL|Ct.

18

gfuCt,

B2 XM 1107t

Blk wrtn
1428026
1427984

0

24
11128584
11219016
0

0

44816008

11343920

11124488

0
0



CHS A

HIAE 7} ATHSHH ISCSI AH|AT} Al ZOIX|
ChA| SolgtLct.

=

PN

0

X0l et isCsI 225
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