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Windows용 iSCSI 구성

Windows용 iSCSI 구성 개요

ONTAP System Manager 클래식 인터페이스(ONTAP 9.7 이하)를 사용하면 SVM(스토리지
가상 머신)에서 iSCSI 서비스를 빠르게 설정하고, LUN을 프로비저닝하고, Windows 호스트
컴퓨터의 iSCSI 이니시에이터를 사용하여 LUN을 사용할 수 있습니다.

이러한 절차는 다음과 같은 가정을 기반으로 합니다.

• Windows Server 2008 또는 Windows Server 2012에서 Microsoft iSCSI 소프트웨어 이니시에이터를 사용하고
있습니다.

• 네트워크는 IPv4 주소 지정을 사용합니다.

• 다음 방법 중 하나를 사용하여 논리 인터페이스에 주소를 할당하려고 합니다.

◦ 사용자가 정의한 서브넷에서 자동으로

◦ 기존 서브넷에서 선택한 주소를 사용하여 수동으로 입력합니다

◦ 기존 서브넷에 추가할 주소를 사용하여 수동으로 입력합니다

• iSCSI SAN 부팅을 구성하지 않습니다.

ONTAP를 사용하여 특정 호스트를 구성하는 방법에 대한 자세한 내용은 를 참조하십시오 "ONTAP SAN 호스트 구성".

SAN 관리에 대한 자세한 내용은 을 참조하십시오 "ONTAP 9 SAN 관리 개요"

ONTAP에서 이 작업을 수행하는 다른 방법

을 사용하여 이 작업을 완료하려면… 자세한 내용은…

재설계된 System Manager(9.7 이상에서 사용 가능) "Windows 서버용 SAN 스토리지 용량 할당"

ONTAP CLI(Command Line Interface) "CLI를 사용한 LUN 설정 워크플로우"

iSCSI 구성 및 프로비저닝 워크플로우

iSCSI를 사용하여 호스트에서 스토리지를 사용할 수 있도록 하면 SVM(스토리지 가상 머신)에서
볼륨 및 LUN을 프로비저닝하고 호스트에서 LUN에 연결합니다.
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iSCSI 구성이 지원되는지 확인합니다

안정적인 작동을 위해서는 전체 iSCSI 구성이 지원되는지 확인해야 합니다.

단계
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1. 상호 운용성 매트릭스 로 이동하여 지원되는 구성 요소 조합이 있는지 확인하십시오.

◦ ONTAP 소프트웨어

◦ 호스트 컴퓨터 CPU 아키텍처(표준 랙 서버의 경우)

◦ 특정 프로세서 블레이드 모델(블레이드 서버용)

◦ 스토리지 프로토콜(iSCSI)

◦ Windows 운영 체제 버전입니다

◦ Windows Unified Host Utilities를 참조하십시오

2. 선택한 설정의 설정 이름을 클릭합니다.

해당 구성에 대한 세부 정보가 구성 세부 정보 창에 표시됩니다.

3. 다음 탭의 정보를 검토합니다.

◦ 참고

에는 사용자의 구성에 특정한 중요한 경고 및 정보가 나와 있습니다.

경고를 검토하여 운영 체제에 필요한 핫픽스를 확인합니다.

◦ 정책 및 지침

모든 SAN 구성에 대한 일반 지침을 제공합니다.

iSCSI 구성 워크시트를 작성합니다

iSCSI 구성 작업을 수행하려면 iSCSI 식별자, 네트워크 주소 및 스토리지 구성 정보가
필요합니다.

iSCSI 식별자입니다

이니시에이터(호스트) iSCSI 노드 이름(IQN)

타겟 별칭(선택 사항)

대상 네트워크 주소

SVM(스토리지 가상 시스템)이 iSCSI 타겟입니다.

클러스터의 각 노드에 대해 iSCSI 데이터 LIF에 대해 2개의 IP 주소를 가진 서브넷이 필요합니다. 고가용성을 위해서는
두 개의 별도 네트워크가 있어야 합니다. SVM을 생성할 때 ONTAP에서 특정 IP 주소를 할당합니다.

가능한 경우 별도의 물리적 네트워크 또는 VLAN에서 iSCSI 트래픽을 분리합니다.

LIF의 서브넷:
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노드 또는 LIF의
포트-스위치

IP 주소입니다 네트워크 마스크 게이트웨이 VLAN ID입니다 홈 포트

노드 1/LIF를
스위치 1에 연결

노드 2/LIF를
스위치 1에 연결

노드 3/LIF에서
스위치 1에 연결

노드 4/LIF에서
스위치 1에 연결

노드 1/LIF에서
스위치 2로

노드 2/LIF에서
스위치 2로

노드 3/LIF에서
스위치 2로

노드 4/LIF에서
스위치 2로

스토리지 구성

애그리게이트 및 SVM이 이미 생성되어 있는 경우 해당 이름을 여기에 기록합니다. 그렇지 않은 경우 필요에 따라
이름을 생성할 수 있습니다.

소유할 노드입니다

애그리게이트 이름입니다

SVM 이름

LUN 정보입니다

LUN 크기입니다

호스트 운영 체제입니다

LUN 이름(선택 사항)
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LUN 크기입니다

LUN 설명(선택 사항)

SVM 정보

기존 SVM을 사용하지 않는 경우 새 SVM을 생성하려면 다음 정보가 필요합니다.

SVM 이름

SVM IPspace SVM 루트 볼륨을 위한 애그리게이트

SVM 사용자 이름(선택 사항) SVM 암호(선택 사항)

SVM 관리 LIF(선택 사항)

서브넷:

IP 주소:

네트워크 마스크:

게이트웨이:

홈 노드:

iSCSI 이니시에이터 노드 이름을 기록합니다

Windows 호스트의 iSCSI 이니시에이터 프로그램에서 iSCSI 이니시에이터 노드 이름을
기록해야 합니다.

단계

1. iSCSI 초기자 속성 * 대화 상자를 엽니다.

사용 중인 경우… 다음으로 이동…

Windows Server 2012 또는 Windows Server 2012

R2 또는 Windows Server 2016의 경우

• 서버 관리자 * > * 대시보드 * > * 도구 * > * iSCSI

초기자 * > * 구성 *

Windows Server 2008, Windows Server 2008 R2 • 시작 * > * 관리 도구 * > * iSCSI 초기자 *

2. 이니시에이터 이름 * 또는 * 이니시에이터 노드 이름 * 값을 텍스트 파일에 복사하거나 기록합니다.

대화 상자의 정확한 레이블은 Windows 버전에 따라 다릅니다. iSCSI 이니시에이터 노드 이름은 다음 예와 같이
표시되어야 합니다.
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Windows Unified Host Utilities를 설치합니다

Windows Unified Host Utilities에는 Windows 호스트에서 NetApp ONTAP 및 E-Series

플랫폼의 스토리지 시스템 동작을 올바르게 처리하도록 필요한 Windows 레지스트리 및 HBA

매개 변수를 설정하는 설치 프로그램이 포함되어 있습니다.

시작하기 전에

다음 작업을 완료해야 합니다.

• 상호 운용성 매트릭스 에서 지원되는 구성을 확인하십시오

"NetApp 상호 운용성 매트릭스 툴"

• 상호 운용성 매트릭스에서 필요한 Windows 핫픽스 식별

"NetApp 상호 운용성 매트릭스 툴"

• FCP 라이센스를 추가하고 대상 서비스를 시작합니다

• 케이블 연결을 확인합니다

케이블 연결 및 구성 정보에 대한 자세한 내용은 NetApp Support 사이트에서 ONTAP 버전은 _ SAN 구성 _ 을(

를), E-Series 스토리지 시스템의 경우 _ 하드웨어 케이블 _ 을(를) 참조하십시오.

이 작업에 대해

Windows Unified Host Utilities 소프트웨어 패키지를 설치할 때 다중 경로 지원을 포함할지 여부를 지정해야 합니다.

Windows 호스트 또는 가상 시스템에서 스토리지 시스템까지 경로가 둘 이상인 경우 MPIO 를 선택합니다. 스토리지
시스템에 대한 단일 경로를 사용하는 경우에만 MPIO를 선택하지 않습니다.

MPIO 선택은 Windows XP 및 Windows Vista 시스템에서는 사용할 수 없으며, 다중 경로 I/O는
이러한 게스트 운영 체제에서 지원되지 않습니다.

Hyper-V 게스트의 경우 다중 경로 지원을 선택한 경우 원시(통과) 디스크가 게스트 OS에 나타나지 않습니다. 원시
디스크를 사용하거나 MPIO를 사용할 수 있지만 게스트 OS에서 둘 다 사용할 수는 없습니다.

을 참조하십시오 "Windows Unified 호스트 설치" 을 참조하십시오.

단계

1. NetApp Support 사이트에서 해당 버전의 Windows Unified Host Utilities를 다운로드하십시오.

"NetApp 지원"

2. 실행 파일을 실행하고 화면의 지침을 따릅니다.

3. 메시지가 나타나면 Windows 호스트를 재부팅합니다.
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Aggregate를 생성합니다

기존 Aggregate를 사용하지 않으려는 경우 새로운 Aggregate를 생성하여 프로비저닝 중인
볼륨에 물리적 스토리지를 제공할 수 있습니다.

단계

1. URL을 입력합니다 https://IP-address-of-cluster-management-LIF 웹 브라우저에서 클러스터
관리자 자격 증명을 사용하여 System Manager에 로그인합니다.

2. 애그리게이트 * 창으로 이동합니다.

3. 생성 * 을 클릭합니다

4. 화면의 지시에 따라 기본 RAID-DP 구성을 사용하여 애그리게이트를 생성한 다음 * Create * 를 클릭합니다.

결과

Aggregate는 지정된 구성으로 생성되어 애그리게이트 창의 애그리게이트 목록에 추가됩니다.

볼륨 용량을 할당할 위치를 결정합니다

LUN을 포함할 볼륨을 프로비저닝하기 전에 볼륨을 기존 SVM(스토리지 가상 머신)에 추가할
것인지 또는 볼륨에 사용할 새 SVM을 생성할 것인지를 결정해야 합니다. 기존 SVM에서
iSCSI를 구성해야 할 수도 있습니다.

이 작업에 대해

기존 SVM이 필요한 프로토콜로 이미 구성되어 있고 호스트에서 액세스할 수 있는 LIF가 있으면 기존 SVM을 더 쉽게
사용할 수 있습니다.

새 SVM을 생성하여 스토리지 클러스터의 다른 사용자와 데이터 또는 관리를 분리할 수 있습니다. 별도의 SVM을
사용하여 서로 다른 프로토콜을 분리할 수 있는 이점은 없습니다.

절차를 참조하십시오

• 이미 iSCSI로 구성된 SVM에서 볼륨을 프로비저닝하려면 iSCSI 서비스가 실행 중인지 확인한 다음 SVM에 LUN을
생성해야 합니다.
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"iSCSI 서비스가 기존 SVM에서 실행 중인지 확인"

"LUN 생성"

• iSCSI가 활성화되었지만 구성되지 않은 기존 SVM에서 볼륨을 프로비저닝하려면 기존 SVM에서 iSCSI를
구성합니다.

"기존 SVM에서 iSCSI 구성"

다른 프로토콜을 구성하는 동안 이 절차를 따르지 않아 SVM을 생성하지 않은 경우가 이에 해당합니다.

• 새 SVM에서 볼륨을 프로비저닝하려면 SVM을 생성합니다.

"새 SVM 생성"

iSCSI 서비스가 기존 SVM에서 실행되고 있는지 확인합니다

기존 SVM(스토리지 가상 시스템)을 사용하도록 선택한 경우 iSCSI 서비스가 SVM에서 실행
중인지 확인해야 합니다.

시작하기 전에

새 LUN을 생성할 기존 SVM을 선택해야 합니다.

단계

1. SVM * 창으로 이동합니다.

2. SVM 설정 * 탭을 클릭합니다.

3. 프로토콜 * 창에서 * iSCSI * 를 클릭합니다.

4. iSCSI 서비스가 실행 중인지 확인합니다.

5. SVM에 대해 나열된 iSCSI 인터페이스를 기록합니다.

다음 단계

iSCSI 서비스가 실행되고 있지 않으면 iSCSI 서비스를 시작하거나 새 SVM을 생성합니다.

노드당 iSCSI 인터페이스가 2개 미만인 경우 SVM에서 iSCSI 구성을 업데이트하거나 iSCSI를 위한 새로운 SVM을
생성합니다.
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LUN을 생성합니다

LUN 생성 마법사를 사용하여 LUN을 생성합니다. 또한 이 마법사는 igroup을 생성하고 LUN을
igroup에 매핑하여 지정한 호스트에서 LUN에 액세스할 수 있도록 합니다.

시작하기 전에

• LUN을 포함할 충분한 여유 공간이 있는 Aggregate가 있어야 합니다.

• iSCSI 프로토콜을 사용하고 적절한 논리 인터페이스(LIF)를 생성하는 SVM(스토리지 가상 머신)이 있어야 합니다.

• 호스트의 iSCSI 이니시에이터 노드 이름을 기록해야 합니다.

LUN은 호스트에서 LUN으로의 경로 수를 제한하기 위해 igroup의 이니시에이터 하위 집합에 매핑됩니다.

• 기본적으로 ONTAP에서는 SLM(선택적 LUN 맵)을 사용하여 LUN 및 고가용성(HA) 파트너가 있는 노드의 경로를
통해서만 LUN에 액세스할 수 있도록 합니다.

• LUN이 클러스터의 다른 노드로 이동하는 경우에도 LUN 이동성을 위해 모든 노드에 있는 iSCSI LIF를 구성해야
합니다.

• 볼륨 또는 LUN을 이동할 때 이동하기 전에 SLM 보고 노드 목록을 수정해야 합니다.

이 작업에 대해

조직에 명명 규칙이 있는 경우 규칙에 맞게 LUN, 볼륨 등의 이름을 사용해야 합니다. 그렇지 않으면 기본 이름을 그대로
사용해야 합니다.

단계

1. LUN * 창으로 이동합니다.

2. 생성 * 을 클릭합니다

3. LUN을 생성할 SVM을 찾아 선택합니다.

LUN 생성 마법사가 표시됩니다.

4. 일반 속성 * 페이지에서 Windows 호스트에서 직접 사용하는 LUN의 LUN 유형 * Windows 2008 이상 * 을
선택하거나 Hyper-V 가상 머신의 가상 하드 디스크(VHD)가 포함된 LUN의 경우 * Hyper-V * 를 선택합니다.

Thin Provisioned * 확인란을 선택하지 않은 상태로 둡니다.

5. LUN 컨테이너 * 페이지에서 기존 FlexVol 볼륨을 선택합니다.

볼륨에 충분한 공간이 있는지 확인해야 합니다. 기존 볼륨에서 충분한 공간을 사용할 수 없는 경우 새 볼륨을 생성할
수 있습니다.
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6. 이니시에이터 매핑 * 페이지에서 * 이니시에이터 그룹 추가 * 를 클릭하고 * 일반 * 탭에 필요한 정보를 입력한 다음 *

이니시에이터 * 탭에서 기록한 호스트의 iSCSI 이니시에이터 노드 이름을 입력합니다.

7. 세부 정보를 확인한 다음 * 마침 * 을 클릭하여 마법사를 완료합니다.

◦ 관련 정보 *

"시스템 관리"

기존 SVM에서 iSCSI를 구성합니다

기존 SVM(스토리지 가상 머신)에서 iSCSI를 구성하고 단일 마법사로 LUN 및 해당 볼륨을
생성할 수 있습니다. iSCSI 프로토콜은 SVM에서 이미 활성화되어 있지만 구성하지 않아야
합니다. 이 정보는 여러 프로토콜을 구성하지만 아직 iSCSI를 구성하지 않은 SVM용으로
제공됩니다.

시작하기 전에

각 노드에 대해 2개의 LIF를 생성할 수 있는 충분한 네트워크 주소가 있어야 합니다.

이 작업에 대해

LUN은 호스트에서 LUN으로의 경로 수를 제한하기 위해 igroup의 이니시에이터 하위 집합에 매핑됩니다.

• ONTAP에서는 SLM(선택적 LUN 맵)을 사용하여 LUN과 해당 HA 파트너가 소유하는 노드의 경로를 통해서만
LUN에 액세스할 수 있도록 합니다.

• LUN이 클러스터의 다른 노드로 이동하는 경우에도 LUN 이동성을 위해 모든 노드에 있는 iSCSI LIF를 구성해야
합니다.

• 볼륨 또는 LUN을 이동하기 전에 SLM 보고 노드 목록을 수정해야 합니다.

단계

1. SVM * 창으로 이동합니다.

2. 구성할 SVM을 선택합니다.

3. SVM Details 창에서 * iSCSI * 가 회색 배경으로 표시되어 프로토콜이 활성화되었지만 완전히 구성되지 않았음을
나타냅니다.

iSCSI * 가 녹색 배경으로 표시되면 SVM이 이미 구성된 것입니다.

4. 회색 배경이 있는 * iSCSI * 프로토콜 링크를 클릭합니다.

Configure iSCSI Protocol 창이 표시됩니다.

5. iSCSI 프로토콜 구성 * 페이지에서 iSCSI 서비스 및 LIF를 구성합니다.

a. 대상 별칭 이름을 입력합니다.

b. 를 입력합니다 2 LIF per node * 필드에서.
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가용성과 데이터 이동성을 보장하기 위해 각 노드에 두 개의 LIF가 필요합니다.

c. 서브넷을 사용하거나 서브넷 없이 LIF의 IP 주소를 할당합니다.

d. iSCSI 스토리지용 LUN 프로비저닝 * 영역에서 원하는 LUN 크기, 호스트 유형 및 호스트의 iSCSI

이니시에이터 이름을 입력합니다.

e. 제출 및 닫기 * 를 클릭합니다.

6. 요약 * 페이지를 검토하고 LIF 정보를 기록한 다음 * 확인 * 을 클릭합니다.

새 SVM을 생성합니다

SVM(스토리지 가상 머신)은 호스트가 LUN에 액세스하는 데 사용하는 iSCSI 타겟을
제공합니다. SVM을 생성할 때 논리 인터페이스(LIF), LUN 및 포함된 볼륨도 생성합니다.

SVM을 생성하여 클러스터의 다른 사용자 데이터와 사용자 관리 기능을 분리할 수 있습니다.

시작하기 전에

• 각 노드에 대해 2개의 LIF를 생성할 수 있는 충분한 네트워크 주소가 있어야 합니다.

이 작업에 대해

LUN은 호스트에서 LUN으로의 경로 수를 제한하기 위해 igroup의 이니시에이터 하위 집합에 매핑됩니다.

• 기본적으로 ONTAP에서는 SLM(Selective LUN Map)을 사용하여 LUN과 해당 HA 파트너를 소유하는 노드의
경로를 통해서만 LUN에 액세스할 수 있도록 합니다.

• LUN이 클러스터의 다른 노드로 이동하는 경우에도 LUN 이동성을 위해 모든 노드에 있는 iSCSI LIF를 구성해야
합니다.

• 볼륨 또는 LUN을 이동할 때 이동하기 전에 SLM-reporting-nodes 목록을 수정해야 합니다.

단계
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1. SVM * 창으로 이동합니다.

2. Create * 를 클릭합니다.

3. SVM(Storage Virtual Machine) 설정 * 창에서 SVM을 생성합니다.

a. SVM의 고유한 이름을 지정합니다.

이름은 FQDN(정규화된 도메인 이름)이거나 클러스터 전체에서 고유한 이름을 보장하는 다른 규칙을 따라야
합니다.

b. SVM이 속할 IPspace를 선택합니다.

클러스터에서 여러 IPspace를 사용하지 않는 경우 "기본" IPspace가 사용됩니다.

c. 기본 볼륨 유형을 계속 선택합니다.

SAN 프로토콜에서는 FlexVol 볼륨만 지원됩니다.

d. 모든 프로토콜을 즉시 구성하지 않으려는 경우에도 라이센스가 있고 SVM에서 사용할 수 있는 프로토콜을 모두
선택하십시오.

SVM 생성 시 NFS와 CIFS를 모두 선택하면 이러한 두 프로토콜이 동일한 LIF를 공유할 수 있습니다. 이
프로토콜을 나중에 추가해도 LIF를 공유할 수 없습니다.

CIFS가 선택한 프로토콜 중 하나인 경우 보안 스타일이 NTFS로 설정됩니다. 그렇지 않으면 보안 스타일이
UNIX로 설정됩니다.

e. 기본 언어 설정 C. UTF-8을 유지합니다.

f. SVM 루트 볼륨을 포함할 루트 애그리게이트를 선택합니다.
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데이터 볼륨의 애그리게이트는 이후 단계에서 별도로 선택됩니다.

g. 제출 및 계속 * 을 클릭합니다.

SVM이 생성되지만 프로토콜이 아직 구성되지 않았습니다.

4. CIFS 또는 NFS를 설정했기 때문에 * CIFS/NFS 프로토콜 구성 * 페이지가 나타나면 * 건너뛰기 * 를 클릭한 다음
CIFS 또는 NFS를 나중에 구성합니다.

5. iSCSI 서비스를 구성하고 LIF를 생성한 후 * iSCSI 프로토콜 구성 * 페이지에서 LUN 및 해당 볼륨:

a. * 선택 사항: * 대상 별칭 이름을 입력합니다.

b. 서브넷을 사용하거나 서브넷 없이 LIF의 IP 주소를 할당합니다.

c. 를 입력합니다 2 LIF per node * 필드에서.

가용성과 데이터 이동성을 보장하기 위해 각 노드에 두 개의 LIF가 필요합니다.

d. iSCSI 스토리지용 LUN 프로비저닝 * 영역에서 원하는 LUN 크기, 호스트 유형 및 호스트의 iSCSI

이니시에이터 이름을 입력합니다.

e. 제출 및 계속 * 을 클릭합니다.

6. FC를 활성화했기 때문에 * FC/FCoE 프로토콜 구성 * 페이지가 나타나면 * 건너뛰기 * 를 클릭한 다음 나중에 FC를
구성합니다.

7. SVM 관리 * 가 나타나면 이 SVM에 대한 별도의 관리자 구성을 구성하거나 연기합니다.

◦ Skip * (건너뛰기 *)을 클릭하고 나중에 필요에 따라 관리자를 구성합니다.

◦ 요청한 정보를 입력한 다음 * 제출 및 계속 * 을 클릭합니다.

8. 요약 * 페이지를 검토하고 LIF 정보를 기록한 다음 * 확인 * 을 클릭합니다.

타겟으로 iSCSI 세션을 시작합니다

Windows 호스트에는 클러스터의 각 노드에 대한 iSCSI 연결이 있어야 합니다. 호스트에서
iSCSI Initiator Properties 대화 상자를 사용하여 호스트에서 세션을 설정합니다.

시작하기 전에

액세스하는 LUN이 포함된 SVM(스토리지 가상 머신)에서 iSCSI 데이터 LIF의 IP 주소를 알아야 합니다.

이 작업에 대해

ONTAP에서 iSCSI 호스트에는 클러스터의 각 노드에 대한 경로가 있어야 합니다. 기본 DSM은 가장 적합한 경로를
선택합니다. 경로가 실패하면 기본 DSM이 대체 경로를 선택합니다.

iSCSI 초기자 속성 대화 상자의 단추와 레이블은 Windows 버전에 따라 다릅니다. 작업의 일부 단계에는 둘 이상의
단추나 레이블 이름이 포함되어 있습니다. 사용 중인 Windows 버전과 일치하는 이름을 선택해야 합니다.

단계

1. iSCSI 초기자 속성 * 대화 상자를 엽니다.
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대상… 클릭…

Windows Server 2012 를 참조하십시오 • 서버 관리자 * > * 대시보드 * > * 도구 * > * iSCSI

초기자 *

Windows Server 2008 을 참조하십시오 • 시작 * > * 관리 도구 * > * iSCSI 초기자 *

2. 검색 * 탭에서 * 포털 검색 * 또는 * 포털 추가 * 를 클릭한 다음 iSCSI 대상 포트의 IP 주소를 입력합니다.

3. 대상 * 탭에서 검색한 대상을 선택한 다음 * 로그온 * 또는 * 연결 * 을 클릭합니다.

4. 다중 경로 사용 * 을 선택하고 * 컴퓨터가 시작될 때 이 연결을 자동으로 복원 * 을 선택하거나 * 즐겨찾기 대상
목록에 이 연결 추가 * 를 선택한 다음 * 고급 * 을 클릭합니다.

5. 로컬 어댑터 * 의 경우 * Microsoft iSCSI 초기자 * 를 선택합니다.

다음은 Windows Server 2008의 예입니다.

6. 소스 IP * 또는 * 초기자 IP * 의 경우 iSCSI 대상 LIF 중 하나와 동일한 서브넷 또는 VLAN에 있는 포트의 IP 주소를
선택합니다.

7. 나머지 확인란에 대한 기본값을 그대로 유지한 다음 * 확인 * 을 클릭합니다.

8. 대상 * 탭에서 동일한 대상을 다시 선택한 다음 * 로그온 * 또는 * 연결 * 을 클릭합니다.

9. 다중 경로 사용 * 을 선택하고 * 컴퓨터가 시작될 때 이 연결을 자동으로 복원 * 을 선택하거나 * 즐겨찾기 대상
목록에 이 연결 추가 * 를 선택한 다음 * 고급 * 을 클릭합니다.
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10. 소스 IP * 또는 * 초기자 IP * 의 경우, 다른 iSCSI 대상 LIF의 서브넷 또는 VLAN에 있는 다른 포트의 IP 주소를
선택합니다.

11. 대상 포털 * 의 경우 * 소스 IP * 에 대해 선택한 포트에 해당하는 iSCSI 대상 LIF의 IP 주소를 선택합니다.

12. 나머지 확인란에 대한 기본값을 그대로 유지한 다음 * 확인 * 을 클릭합니다.

13. 8단계부터 12단계까지 반복하여 사용 가능한 각 타겟 LIF에 연결합니다.

새 디스크를 검색합니다

SVM(스토리지 가상 머신)의 LUN은 Windows 호스트에 디스크로 표시됩니다. 시스템에
추가하는 LUN의 새 디스크는 호스트에서 자동으로 검색되지 않습니다. 디스크를 검색하려면
디스크를 수동으로 다시 검색해야 합니다.

단계

1. Windows 컴퓨터 관리 유틸리티를 엽니다.

사용 중인 경우… 다음으로 이동…

Windows Server 2012 를 참조하십시오 • 도구 * > * 컴퓨터 관리 *

Windows Server 2008 을 참조하십시오 • 시작 * > * 관리 도구 * > * 컴퓨터 관리 *

Windows Server 2016 을 참조하십시오 • 시작 * * > 관리 도구 * > 컴퓨터 관리 *

2. 탐색 트리에서 * Storage * 노드를 확장합니다.

3. 디스크 관리 * 를 클릭합니다.

4. Action * > * Rescan Disks * 를 클릭합니다.

LUN을 초기화하고 형식을 지정합니다

Windows 호스트에서 새 LUN을 처음 액세스할 때 파티션이나 파일 시스템이 없습니다. LUN을
초기화하고 선택적으로 파일 시스템으로 LUN을 포맷해야 합니다.

시작하기 전에

LUN이 Windows 호스트에서 검색되어야 합니다.

이 작업에 대해

LUN은 Windows 디스크 관리에 디스크로 표시됩니다.

GPT 또는 MBR 파티션 테이블을 사용하여 디스크를 기본 디스크로 초기화할 수 있습니다.

일반적으로 LUN을 NTFS 같은 파일 시스템으로 포맷하지만 일부 애플리케이션은 대신 원시 디스크를 사용합니다.

단계

1. Windows 디스크 관리를 시작합니다.
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2. LUN을 마우스 오른쪽 버튼으로 클릭한 다음 필요한 디스크 또는 파티션 유형을 선택합니다.

3. 마법사의 지침을 따릅니다.

LUN을 NTFS로 포맷하도록 선택하는 경우 * 빠른 포맷 수행 * 확인란을 선택해야 합니다.

호스트가 LUN에 쓰고 읽을 수 있는지 확인합니다

LUN을 사용하기 전에 호스트가 LUN에 데이터를 쓰고 다시 읽을 수 있는지 확인해야 합니다.

시작하기 전에

LUN은 파일 시스템으로 초기화되고 포맷해야 합니다.

이 작업에 대해

LUN이 생성되는 스토리지 클러스터 노드를 파트너 노드로 페일오버할 수 있는 경우 노드가 페일오버되는 동안 데이터
읽기를 확인해야 합니다. 스토리지 클러스터가 운영 환경에서 사용 중인 경우 이 테스트가 불가능할 수 있습니다.

테스트에 실패한 경우 iSCSI 서비스가 실행 중인지 확인하고 LUN에 대한 iSCSI 경로를 확인해야 합니다.

단계

1. 호스트에서 하나 이상의 파일을 LUN에 복제합니다.

2. 파일을 원래 디스크의 다른 폴더로 다시 복사합니다.

3. 복사된 파일을 원본과 비교합니다.

를 사용할 수 있습니다 comp 두 파일을 비교하려면 Windows 명령 프롬프트에서 명령을 사용합니다.

4. * 선택 사항: * LUN이 포함된 스토리지 클러스터 노드를 페일오버하고 LUN에 있는 파일에 계속 액세스할 수 있는지
확인합니다.

5. 기본 DSM을 사용하여 LUN에 대한 경로를 확인하고 예상 경로 수가 있는지 확인합니다.

LUN이 생성되는 스토리지 클러스터 노드에 대한 경로 2개와 파트너 노드에 대한 경로 2개가 표시됩니다.
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