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On the
ESX host

On the
storage
cluster

On the
ESX host

Verify that the entire configuration is supported.

v

Fill out the worksheet.

v

Install VSC for VMware vSphere on a Windows server.

v

Add the storage cluster to VSC, if necessary.

v

Configure your iSCSI network for best performance.

v

Configure the host iSCSI ports and vSwitches.

v

Enable the software iSC5| adapter.

v

Bind the iSCSI ports to the software i5C5! adapter.

v

Configure ESX server multipathing and best practice settings.

v

Create a new aggregate, if necessary.

Where to provision the volume?

|
Existing SVM with
iSCSI configured

v

1
Existing SVM with
i5CS| not configured

4

Verify that the iSCSI
service is running.

Configure iSCSI.

Create a new SVM.

Create a datastore and its containing LUN and volume.

v

Verify that the host can write to and read from the datastore.
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Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.
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A Netapp Datastore Provisioning Wizard: (7L
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