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AutoSupport HIA|X|= 7|= X[@EO| O] RX| 22| ZHEE L] FX| 22| 7|2 Set X3 #Hlo[A
AH0| AR = == BfLICt.

©

4

ALK 2= HAIXIZE LIEILIEA *y*E QEEI] dot +F58 1502 HEHL|CH

set -privilege advanced

g TETE(*> )0| LIEFLL|C,
2t SAH 45 HZE AQ(X|0f chel| 2F =0 LY E S2{AH A HH QIEH0|A £~5 HA|RL|CE

network device-discovery show -protocol cdp

g HHFAHR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-02/cdp

ela csl Ethl/2 N3K-
Cc3232cC

e0b cs2 Ethl/2 N3K-
C3232cC
clusterl-01/cdp

ela csl Ethl/1 N3K-
Cc3232cC

elb cs2 Ethl/1 N3K-
C3232C

4 entries were displayed.

2t 2 AH QEHO|AS| 2E| = 2 HEIE &l

a. U EQ3 TE £M8S HAIELICE

network port show —-ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000
healthy

elb Cluster Cluster up 9000 auto/10000
healthy

Node: clusterl-01

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000
healthy

e0b Cluster Cluster up 9000 auto/10000
healthy

4 entries were displayed.

a. LIFOf| cHst MEE EAIZLICH network interface

show -vserver Cluster
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g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.

5.

o

4 22 AH QEM|0|Ao| HEHS 2QISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

HZd HAE AR 2 MR 2 E BAIS=E BE:

network interface check cluster-connectivity start 2|1 ‘network interface

check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

o HAst| Hofl R £ S 7|LE|MAIL. show MR HEE EASH= B

FYLIC.

clusterl::*> network interface check cluster-connectivity show

Packet
Node Date
Loss

Source

LIF

clusterl-01

3/5/2022 19:21:18 -06:00

none

3/5/2022 19:21:20 -06:00

none

clusterl-02

3/5/2022 19:21:18 -06:00

none

3/5/2022 19:21:20 -06:00

none

5= ONTAP Ez[A

L= ONTAP 22|29 HR2 LIZE MEY =k
HEGS efelsts BE:

cluster ping-cluster -node <name>

[e]]
AN

clusterl-01 clus2

clusterl-01 clus2

clusterl-02 clus2

clusterl-02 clus2

Destination

LIF

clusterl-02 clusl

clusterl-02 clus2

clusterl-01 clusl

clusterl-01 clus2

&LICt cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. SOISIM|R auto-revert HHEE BE Z2{AH LIFWA ZMSIEIL|ICE network interface show
-vserver Cluster -fields auto-revert

HE EHFMR

clusterl::*> network interface show -vserver Cluster -fields auto-

revert
Logical
Vserver Interface Auto-revert
Cluster
clusterl-01 clusl true
clusterl-01 clus2 true
clusterl-02 clusl true
clusterl-02 clus2 true

4 entries were displayed.
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[tee 2ot
NX-OS AT EQ|0{2t RCFE MXA|g =H|7t £|H CISS 8T 4= USLICE "NX-0S 2T EQ|0{E HX[SHN|Q".
NX-0S AIZEQ|0{ AdX|
CI2 XIS AP0 Nexus 3232C 22 AE AX|0| NX-OS AT EQHE MX|E &
U&L|CE.
HE 27 Al
A|=Hst7| Fof

« AQX| Ao HixY wHAQIL|CE,

o ESHH| XSdts SR AE(ZI0| LELL QA 2R|7t 91).

* "Cisco O| {5l A2|%| T|0|X|". XY E|= ONTAP & NX-OS H{ZFO0|| CH3t AQ|X| et HE ARSI L.

* "Cisco Nexus 3000 A|2[|= A2[X]". Cisco 22X 2128|0|= 8l Ct22||0|= HXIof| CHS M| EA= Cisco ¢l
AO|EO|M HB6tH= sHE AT EQN 3 12|0|= 7I0|EE HXSIM| Q.

2T ELYNE EX[SHMR

O] EXtoll M= ONTAP &1 Cisco Nexus 3000 A|2| = AQX| HHS D& AMEdlOF gL|Ct Ha| X[™ME|X| = ot
ONTAP HHZ ALEgL|CY.

HXIE 2t 5HA[7] HHZHLICEH"NX-OS 2! RCF 2X| ZH[" 2 Z&/ot L}3 of2ff HHA|IE WENM K.

T
1. 2 AR AQIXE 22| HIEYI0| HZFLICE

2. A83IL} ping NX-OS 2L EQ|0{2t RCFE 2 AEISH= MHo]| CHet HZ S =telsh= HAEYLCH.
o€ Ho{FAMR

O] KMo M= AQIXIZEHIP A 172.19.2.12] MHO| ZEE 4 U=X| EtolghL|C},

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. Z2{AH ARX|of| HZAE 2t LEo| 22{AH EEE EAFL|CL

network device-discovery show
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g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
clusterl-02/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
clusterl-03/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*>

4. 2t 2|AE ZEQ| B2l % 2Y MES ol
a. DE A ZEJL HA M2 S5 E0] UK HoISHR.

network port show -role cluster
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g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000
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Node: clusterl-04

Ignore

Health
Port
Status

ela
healthy
elb
healthy
clusterl:

Health
IPspace
Status

Cluster
false

Cluster
false
3W>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

b. ZE Z2{AE AEMO|A(LIF)7t & ZEO| JY=X|

up

2fISHMIR.

=

network interface show -role cluster

9000

9000

auto/10000

auto/10000



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEIL & SAH ALX|0f TSt YEE & HA[SH=X| 2helgtLCt.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
C3232C

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs?2 cluster-network 10.233.205.91 N3K-
C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
clusterl::*>

- S AE LIFOIM XS E[S2(7|E HIZ2-getetL|Ch S A LIFE THEH S2{ A AQX|Z Foi =X =1 Chat
A2|K|0M F220|= EAE +ASt= St oS ?Ix[of Hof [AS LI

network interface modify -vserver Cluster -1if * -—-auto-revert false

. NX-0S 2ZE¢|0{2t EPLD O|O|X|E Nexus 3232C AQ|X|0f| S AtetL|LCt,



g EHFMR

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.4.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.4.bin /bootflash/nxo0s.9.3.4.bin
/code/nxo0s.9.3.4.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.4.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.4.img /bootflash/n9000-
epld.9.3.4.img

/code/n9000-epld.9.3.4.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS 2AZEQ0{9] A3l HMEZ QISR

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2019, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (3)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxos.9.3.3.bin
NXOS compile time: 12/22/2019 2:00:00 [12/22/2019 14:00:37]

Hardware

cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)

Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .

Processor Board ID FOCXXXXXXGD

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 36 second(s)

Last reset at 74117 usecs after Tue Nov 24 06:24:23 2020
Reason: Reset Requested by CLI command reload



System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

8. NX-OS O|0|X|E & X|gLIct.

O|0|X| mUS HAX[SHH AL/ X|E M miOtCt 0|0 X[ o] 2=E LTt
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g EHFMR

cs2# install all nxos bootflash:nx0s.9.3.4.bin
Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.4.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxos.9.3.4.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.4.bin.
[] 100% -- SUCCESS

Performing module support checks.
[l 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module bootable Impact Install-type Reason

1 Yes Disruptive Reset Default
upgrade is not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt)
New-Version Upg-Required
1 nxos 9.3(3)
9.3(4) yes
1 bios v08.37(01/28/2020) :v08.32(10/18/2016)

v08.37(01/28/2020) no

Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y



Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.
cs2#

9. A9I%7} HEEIEl = NX-0S ATE0{9] M S 2OIStAIR.

show version
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g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (4)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 06:28:31]

Hardware
cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)
Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .
Processor Board ID FOCXXXXXXGS

Device name: rtpnpi-mcc01-8200-ms-Al
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 14 second(s)

Last reset at 196755 usecs after Tue Nov 24 06:37:36 2020
Reason: Reset due to upgrade



System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

10. EPLD O[0|X|S 120 =311 AQ(X|S KR SLCE

35



g EHFMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA Ox11

cs2# install epld bootflash:n9000-epld.9.3.4.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required

1 SUP MI FPGA 0x12 0x12 No

1 SUP IO FPGA Ox11 0x12 Yes

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.
Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

1 SUP Success

Module 1 EPLD upgrade is successful.
cs2#

11. NX-OS HZF 9.3(11)2 2 ¥ 13j|0|=8t= AL EPLDS ¥ 13|0| =8H{0F BLICt golden O|O|X|S CHA| st
AZNSED AQIX|E AEEISHL|CH O K| O™ 120tA| 2 AL E L|C,

Tod LS — —
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HC}'EPLD ¥ 02|0|= ZE[A L E, Z2|A 9.3(11)" AEM[SH LHE 2.
ol E 2HFAHR
cs2# install epld bootflash:n9000-epld.9.3.11.img module 1 golden

Digital signature verification is successful
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : MI FPGA [Programming] : 100.00% ( 64 of 64 sect)
Module 1 : IO FPGA [Programming] : 100.00% ( 04 of 04 sect)
Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.
cs2#

12. AQIXE MEET F 2015t MER MO EPLD7} 43MO2 2EE|UEK] 2OlsHA Q.


https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/epld-rn/nxos_n9K_epldRN_9311.html
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O 2HFAMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA 0x12

S AEO S AH ZE HEIE =HQlelL|Cf.
a. SPAHS EE =E0M S2|AH ZEJHAE 0|10 Y

network port show -role cluster

o



g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2{AE0M AQIX| HEHS ZHelgfL(Ct.

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
cluster01-2/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
cluster01-3/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
c3232cC

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 N3K-



C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2|X[of o]Fofl ZEF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE £ JAFLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-UNBLOCK CONSIST PORT:
Unblocking port port-channell on VLANO092. Port consistency
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

14. S2AETL YUK 2AQISHH L.

cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

15. AQIK| cs10lM 6~14CHAIE gBHEBIL|CE

16. 2 AE LIFOIM Xt& E[E2|7|15 g4stetLct.

network interface modify -vserver Cluster -1if * -auto-revert true
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17. 2B{AE LIF7I 2 ZER Z|SO0I=X] SOISHN .
network interface show -role cluster

HE EHFAMR

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 eld true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d true

clusterl-02 clus2 wup/up 169.254.3.9/23
clusterl-02 eld true

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 elb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl wup/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 elb true

8 entries were displayed.
clusterl::*>

SHAE LIF7I 8 ZEZ SO0I2X| Y2 E2 22 kLM =522 =SELICL

network interface revert -vserver Cluster -1if <lif name>

Hx 74 IHE(RCF) 7iR 8%] EE= a30l=

Nexus 3232C A2X[E NS HHst = H#Zx M IY(RCF)S EX[EL|Ct ALIX|H| 7|&



RCF I+ HTO[ EX[E[0] )

|h
[

A& 7|g &2 1% HESIMREHH
ERISHALE Fazf|o| =2 o XtM|st LiE
AH& 7t RCF 74

SH
=

ChE HEO| M= Crefet 4o AL8E =
£3 ZE 3l VLAN ArE0]| et XiAet
RCF O|&
2-28{AE-HA-E20|30t2
4-2HAE-HA-E2(|0|30t2

1-22{AE-HA

1-22 AEH-HA-E2|0|30t2

S AE-HA-AEZ|X|

23|

AEZ|X|

A& 7ts¢t RCF
CHe E= 3232C A%(X(0f MR 7tsetR
O Sl A20X[" XtMISH LI

RCF 0|2

Z2{AE-HA-E2|0| 202 RCF v1.xx

Z2{AE{-HA RCF v1.xx
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M
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2O ZHAE+HA ZEE AIR8t= L CE TSI |4 8719 LEJH QU=
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37 22 AEH+HA ZEE AME6t= LEE 6t A4
4712] ONTAP 22 AHE XA EL|Ct,

4749| =T} QY=

0 =3

DE ZEE 40/100GbER T4E|0] JAELICH ZEOM S8 S2AE/HA
Eeliz|g X|2EHL|Ch AFF A320, AFF A250 2! FAS500f A| A& 0]
WOBLICE 3 BE ZEL ME S2AAE EER AIBE 4 UBLICE

—— Lo =

T EL 4x10GbE E3|0| 30+, 4x25GbE H2{|0|30+2(100GbE A $IX| 2|
RCF 1.6+), 40/100GbE0| WA LA ELICE 2 22AE/HAZES

MESt= LE9| ZEOM 37 S2HAE/HA E2T S X[/ EL|CH AFF
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ZEL S2{AE+HA B
EENERES
MI-Ol

2 40/100GbE, EHAH2| EL
, EHAE+HAS| Z? 4x25GbE H2i|0|30t2
Z< 100GbER FAELICH

4x10GbE
, ZF AEE|X| HA

4x10GbE ZE(E2/|0|30r2)2} 40/100GbE EES CH27| Eetst &=
RCF & ¢! 3t

SEQILICH AFF A320, AFF A250 % FAS500f A|¢F—ﬂ° x1|9| r
FAS/ AFF == 7} X| I ElL|C},

_._
0
—

7}K

=
[

D E TEE= 100GbE NVMe AEZ|X| HEO| SHA| M=o Q&L

-
ot A

RCFE Lt&gst ZAQIL|Ct. F1M0fl 3= RCF HES MEHSIM|R. EC}'Cisco
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RCF O|&

XEA RCF v1.xx

Z2{AE RCF 1.xx

HetEl XM
* "Cisco 0|4l AQ|X|(NSS)"

NetApp X|2 ALO|EO|A X| == ONTAP U RCF HTOf

ot 291X| =28td BE HZESHM K. RCFe| EE
o

T2t £ NX-0S HEL| 312 Atojofl= BH S540| /US += USLIC

* "Cisco Nexus 3000 A|2|= AQ|X|"

Cisco 22X 2108|0|E 8l Ct22||0| = HX0f| CHSt MM EA= Cisco EAIO|EO|N XS5 s AT EL

3l 42|0|= JI0|EE HXSIML.

Oof|Afof 2t5Ho]

Of Exto| oflofl M= ChS 291K X .= HEYE AFSHLIC

* 5 Cisco 22|X|2| O|E2 *cs1*1f *cs2*QLILCE

* = 0|22 cluster1-01, cluster1-02, cluster1-03, *cluster1-04*QIL|C}.

* 22{AH LIF O|E2 cluster1-01_clus1, cluster1-01_clus2, cluster1-02_clus1, cluster1-02_clus2,
cluster1-03_clus1, cluster1-03_clus2, cluster1-04_clus1, *cluster1-04_clus2*!L|LC}.

* O clusterl::*> TETELE= Z2{AEQ 0|E2

O Xt ool M= 47H2] EE A RILICE Of2fet &=

*e0b*E AFETLICH £ HZTSHMAIL "Hardware Universe

() == za2 oNTAP Ll 20| et et 4

A& 7hset RCF 7180l Chet ZtMjet LiE2 ThES H=

MEE B

CL =
—= T

" 2B SHIE 2L ZES

LIEFALICE.

7H2| 10GbE S2{AH 4% HZE ZLE *e0a*2}
SoIStAIR.

ALt

SHHR."AZES0f 2X| IZE=".

0| MXtofl A= ONTAP B3} Cisco Nexus 3000 A|2|X AQ|X| HHS DE ALsoF BHLICH Ya| XIHE|X| Q=

ONTAP ZES ALERLICY.

rhge 2%elte?

RCF £X| = RCF ¥ 130|E EXt 7R E HESH =
faeol= OMIB" 20 wet.

&= 9 oH(RCF) 24|

233 2 YALICL'RCFE MA[SIC} EE"RCFE

Nexus 3232C 29|%X|& X2 2Tt = H= 74 HE(RCF)S EXIELCE.

-
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© AQ{X[ YOl A MHARULICY.
=LIPN

* 2HHGHH| ZFSHE 2HAE(Z0| LELE AL 2X7L S2).
* 5i74e| RCF.

* RCFE AX|g wi AQX|of| 2&2 HZGHOF BfLICt.
o =Hdof| 2tstod
O| EXtofl M= ONTAP H&E1} Cisco Nexus 3000 A|2|= ARQ|X| HHEZ &= ALE6lOf SL|CH Ee| XI™HE K| b= o
ONTAP HHS AF2EL|CY.

o] Ext Bofl= =& Sl ISL(2%|A| 2t F3)0] ERSHA| g¥&LILt. Ol= RCF M HEQZ Il ISL A&
ZAHOZ FES O|E = AU7| W20 EAE 7ISYLIC ST gl= S2AH HYS 7HsSSH ot7| 28l Ch3
XM= e A91K|0M BHAIE 285t % 2= S2{AH LIFE 29 I[fEl—‘I 2o IXIE aro|2j|o|MgfL|Ct.

HXIE 2t=25HAI7] HHZHLICH"NX-0OS 3! RCF 2X| ZH[" & Z&/ot I3 of2ff BHAIE =M K.

1EHA|: 221 X|0fl RCF £X|

1. SSHLI 22 2£8 AHZ310] Switch cs20] 23218t Ct.

2. FTP, TFTP, SFTP Et= SCP £ StLto| M4 TZEZS ALE510 RCFE A QK| cs29] EEZEHA|M|
SAFEL|CE Cisco HEO| CHet XEMIB LI 2 ST 7H0|EE & ZXSHM|R. "Cisco Nexus 3000 A[Z2[|= NX-OS
2 XpFxn .

HE EHFMR

0| ofloll M= TFTPE ALE3I0H RCFE A%IX| cs22| REZ2HAI0 ZASH=E WHE HHELICL

cs2# copy tftp: bootflash: vrf management

Enter source filename: Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TETP get operation was successful

Copy complete, now saving to disk (please wait)...

3. O|H0j| CHR2ZEt RCFE R EZ2HA |0 M ERILICE

Cisco 0| Chgt XMt L2 8 710| =& HZSHM|R. "Cisco Nexus 3000 A|2|= NX-OS & &HZ".
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O 2HFAMR

| K=l

0l 01|01|A1'—RCFlIr 2 B0 ELICL Nexus 3232C RCF vl.6-Cluster-HA-Breakout.txt
AR[X| cs20]| HX| &

cs2# copy Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout.txt running-
config echo-commands

(D ROFS! 8 SIAE, 3 AN 8l Ml MUE SIS UM, AdlHlol BU1E 243
5SS R0t 0] XA 91T w2tof BiLich

. B &332 AAILICEH show banner motd B&. AQX[Q] SHIE M1t 2SS &0lstHH TR
otefel X|&lS 411 t2fof gL|Ct,

o

- RCF I0| SHIE 2[4 H{TQIX| =HIstM K.

show running-config

SHIE RCFI JA=X| 2elsty| 2fslf £ S =tele wf Ch2 HE 7t SHHEX| 2RISR,
° RCF L
o LCGIXE MY
° AREAL E2

EH2 AMOIE Fdof| waf FEHELICH ZE ™S 2Qldtil X|et RCFO| Ciel £ HE Ao A=K
%Eﬂi:&iig EESIN| Q.

AQX| FLGof| Ol ALE X} Fo|E ChA| MERILICH EXSICH'AI0[=E 5! 714 1B A AE" 712 HQot

HE Aol ot XA L2 -E—QIOHHIR.

712 1 MR HEE NEYLICH write erase.cfg REESZHA0| = TFUALICH

o]

() cras Tusol siuict * ALBRE 0|2 B HILMS * 2| 1P T4 * 7| Ho|ER 0| * A91%] 01F

r

cs2# show run | section "switchname" > bootflash:write erase.cfg
cs2# show run | section "hostname" >> bootflash:write erase.cfg
cs2# show run | i "username admin password" >> bootflash:write erase.cfg

cs2# show run section "vrf context management" >> bootflash:write erase.cfg

cs2# show run | section "interface mgmtO" >> bootflash:write erase.cfg
- RCF HZ 1.12 0|42 AX[t= 2 L2 BHS AASIM K.

cs2# echo "hardware access-list tcam region racl-lite 512" >>
bootflash:write erase.cfqg

P AbSt
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10.

1.

12.

13.
14.

cs2# echo "hardware access-list tcam region gos 256" >>
bootflash:write erase.cfg

>
oo 1>

|
h

3

ZME BZ5HMR "2E HEE RXAISHHAM Cisco &= HE A%[X[Q FHE X[R:=

r
fw u

~
0jo
mjo
Jlot

ISHYA|R. write erase.cfg OATHE IHAO| AL F&LICt.

show file bootflash:write erase.cfg

LHSICH write erase PIM MEE 2HE X|2= HE:

cs2# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

OfFHofl MEE 7|2 &S AlE 0| SALICE

cs2# copy bootflash:write_ erase.cfg startup-config

AR[X| cs2E MREESHM R:

cs2# reload

This command will reboot the system. (y/n)? [n] y

AQX| cs10|l A 1~12EHA|1Z BHESH|C},

ONTAP 22{AES BE LEO| S2AH ZEE ALR[X| cs1 X cs20i| HEELICE

2G| A91X| HE 2l

1.
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=

S| AE ZEO| HEE AQX| ZEJ} *XpE*5H=X| QISHN 2.

show interface brief | grep up

" Kbt
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g EHFMR

csl# show interface brief | grep up

Ethl/1/1

1 eth access up none
10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --

[¢]
Ot

2. cs11t cs2 AO|Q] ISLO| ZtS35H=X| ZHRl5HA| 2.

r

show port-channel summary

HE EHFMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)
csl#

3. 2AE LIF7I 8 ZEZ &|S0IZH=X| E0IsHA|R.

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Statu

Admin/Oper Address/Mask

-role cluster
s Network

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

clusl up/up
true
clus2 up/up
true
clusl wup/up
true
clus2 up/up
true
clusl wup/up
true
clus2 wup/up
true
clusl wup/up
true
clus2 up/up

true

8 entries were displayed.

clusterl::*>

S AFE LIFS7} 2 ZER S02X|

ol HO A
A2 ER 32

-vserver <vserver name> -1if <1if name>

S AEIF HAMQIX

O -

cluster show

SISHAIR.

=

2 E[SE[MR.

169.

169.

254

169.

169.

169.

169.

169.

169.

network

254.

254.

254.

254.

254.

254.

254.

3.4/23

.3.5/23

3.8/23

3.9/23

1.3/23

1.1/23

1.6/23

1.7/23

interface revert



O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

3CH7|: ONTAP S22{AH AH

NetApp System ManagerE AHE510] Mf 22{AEE MAS A2 AL

System Manager= = E 22| IP A €&t S2{AH X7|3t 22 AZ MM ZIZ2EZE A4, X7| AEZ|X]
IDZ2H|XY S Xt S2{AH HE 8l AHE2 2[oh ZHHStn #|2 YIEEE Iﬂ%ELIEF

HZStLt "System ManagerE AFE510] Al 22{AE{0] ONTAP 74" AH X|E2 07| & XM K.

ChE22 f9e7te?
RCFE EX[ot 20f|= LSS +8Y & AFLICL "SSH 7E S =elstMe".

x 14 IHY(RCF) gaajo|=

23 2%(%[0fl 7|ZE RCF It HFEO| EX[E[0] A= B RCF HTES Y220 =FfL|C}.

© AQIX[ Yol A MHARULICE.

re

T
Ot
X
)l
o
Ot
rr
M
ir]

AB(230] LFLE FAFSH EX7t 8LS).

oixf2e| RCF.

* RCF TS YO|0|Ests B2 /dts £E 0|0|X| & gtYdth= RCFe £ E #40| 2RELICt

x| £E O|0X|S HHHSE S £E 74 S HEMO 5= 29 RCFS CHA| M E3t7| Hol| HEsHOoF BTt
O[H| otH = MFE Al SHIE HTO| 2

O] Xt S0l s S ISL(2%1A| ZF &13)0] 2RSHX| 5 LILt. Ol= RCF HT HEF 22 2la ISL
@ HZo0| °'*I’“O§ IS 012 = A7 2o AE 7|15 IEf St = 284 2I8 25|

TloH Ct2 EXM =t A/AKIOM HAE sdSts S 2E 22{2H LIFE 2% TtELH
AQ|X| 2 ojo| 2o Mgt ct.
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O

MZ2 A9\%| AZLES0f M D RCFE Mx|5}7| Fofl A%
SHLICH 29X

HZSHOF BfLICt.

1EHA|: F2fo|= ZH|

1. 22{AH AQX|of| HZEE 2t LE9| S2{AE TEE HEA|ELICH

o
HAHE

x| @e{H

=%
2

network device-discovery show

oS

HHFAMR

clusterl::*> network device-discovery show

Node/
Protocol
Platform

ChassisID)

M2

d¥s X172+
=

ZTES M85t AQAX|off AZBHOF StAHLE 7|

Interface

clusterl-01/cdp

C3232C

C3232C

clusterl-02/cdp

C3232C

C3232C

clusterl-03/cdp

C3232C

Cc3232C

clusterl-04/cdp

C3232C

C3232C

clusterl:

2. 2t 2e{AE ZEO| H2| Y 2F MEHE
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Local Discovered
Port Device (LLDP:
ela csl
el0d cs2
ela csl
e0d cs?2
ela csl
e0b cs2
ela csl
e0b cs2
*>
SHQItLICH
A MENZ FSOHEX| Sl

a. DE Z8AF ZEJ} X

network port show -role cluster

Ethernetl/7

Ethernetl/7

Ethernetl/8

Ethernetl/8

Ethernetl/1/1

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/2

N3K-

N3K-

N3K-

N3K-

N3K-

N3K-

N3K-

N3K-



g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Ignore

Health Health
Port IPspace
Status Status
ela Cluster
healthy false

e0d Cluster

healthy false
Node: clusterl-02

Cluster

Cluster

Broadcast Domain

up

up

9000 auto/100000

9000 auto/100000

Speed (Mbps)

Link MTU Admin/Oper

Ignore

Health Health
Port IPspace
Status Status
ela Cluster
healthy false

e0d Cluster

healthy false

Cluster

Cluster

8 entries were displayed.

Node: clusterl-03

Broadcast Domain

up

up

9000 auto/100000

9000 auto/100000

Speed (Mbps)

Link MTU Admin/Oper

Ignore

Health Health
Port IPspace
Status Status
ela Cluster
healthy false
e0b Cluster
healthy false

Node: clusterl-04

Ignore

Cluster

Cluster

up

up

9000 auto/10000

9000 auto/10000

53
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Health Health

Speed (Mbps)

Port IPspace Broadcast Domain Link MTU Admin/Oper

Status Status

ela Cluster Cluster up
healthy false
e0b Cluster Cluster up

healthy false
clusterl::*>

b. @E Z2{AE QEHO|A(LIF)7I & ZEN U=X| &2ISHH L.

network interface show -role cluster

9000 auto/10000

9000 auto/10000



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEIL & SAH ALX|0f TSt YEE & HA[SH=X| 2helgtLCt.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true
Switch
Model

csl
NX3232C
Serial Number:
Is Monitored:
Reason:
Software Version:

Version

Type Address

cluster—-network 10.233.205.92
FOXXXXXXXGS

true

None

(NX-08S)

Cisco Nexus Operating System Software,

9.3(4)
Version Source: CDP
cs2 cluster-network 10.233.205.93
NX3232C
Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(4)
Version Source: CDP

2 entries were displayed.

3. 22AH LIFOIM Xt& = S2[7| S Hlg-getetot.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

20| IE 1M

1. 22AH A90K| cs20ilM =9 22{AE ZEN| HZE ZES ZRHLICL

56



cs2> enable

cs2# configure

cs2 (config) # interface ethl/1/1-2,ethl/7-8
cs2 (config-if-range)# shutdown

cs2 (config-if-range) # exit

cs2# exit

HEST A SHIS YRR ABE BE SIAE HES B SR X4 T3
(D =MBEZSMR "A%Ix] OS YIA0IE & Z24AE| LIFS 0jo| 20|42 1j =7} F2ig
si0fik & LITh P LIB 2.

. S22 AEH ZEJ 22{AE AQK| cs10f| SARE XER MO EX|E|U=X| SIFgLICH H = Me: ZE 2
olAL|C}
M- .

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show -role cluster

3.

58

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 ela false

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 ela false

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 ela true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 ela false

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 ela false

8 entries were displayed.

clusterl::*>

SHAEIL YR &

=

cluster show

OlSHM| 2.



g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

4. OFE| MZEHSIX| QIQUCHH LIS HEo| £212 BIAE MU0 EALSIH S AQX| A2 AH2S MEASHAR.

show running-config

. X AtO|Q| AKX} HO| FUt At 7|EELICH running-config 2|11 AFE Q1 RCF DY (0f]: =29
SNMP 7 4)

712 FH MR HEE HELLICL write erase.cfg REZEA0 = THAQILICH

() cres ol stuict ~ ALBRE 0|2 3 HlLMS * 2| 1P F4 * 7|2 Ho|ER0| ¥ A91%] OIS

cs2# show run | section "switchname" > bootflash:write erase.cfg

cs2# show run | section "hostname" >> bootflash:write erase.cfg

cs2# show run | i "username admin password" >> bootflash:write erase.cfqg

cs2# show run | section "vrf context management" >> bootflash:write erase.cfg
cs2# show run | section "interface mgmtO" >> bootflash:write erase.cfg

- RCF H{T 112 0|22 Y2|0| =5t= B L2 BYS &AM R.

cs2# echo "hardware access-list tcam region racl-lite 512" >>
bootflash:write erase.cfg

cs2# echo "hardware access-list tcam region gos 256" >>
bootflash:write erase.cfg

- O3 2 RS2, write erase.cfg O|&THE IHAO| xHR B ELICH
show file bootflash:write erase.cfg

. HAHSICt write erase YA MEE LMHMS X &

o

cs2# write erase

59



Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y
- O|Hol| MFE 7|2 #HE MZE FHOf| SAFLCE
cs2# copy bootflash:write_ erase.cfg startup-config
AL|X| cs2E MR ELC:
cs2# reload

This command will reboot the system. (y/n)? [n] y

- 2| IP F20 CHAl M2 E = A7 =H SSHE Sdlf 29| X|off 23 lghL |},
SSH 7|2t 2HAE S AE MU S=S AC0|EBOF & == JAELICE

. FTP, TFTP, SFTP EE= SCP & oL & T2 EZSS ALEI0 RCFE A%|X| cs22| FEZ2{Al0]

e
SAFRILICE. Cisco 'I'Ewﬂ Lot XiM[et 82 S 7H0| =5 HZSHMR. "Cisco Nexus 3000 A|2|= NX-OS
T HE"I0|E

HE EHFAHR

O| 0iloil M= TFTPE AL83H0] RCFE ARIK| cs22| REZEA0f SASH: HHE HoFLIC

cs2# copy tftp: bootflash: vrf management
Enter source filename: Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TFTP get operation was successful
Copy complete, now saving to disk (please wait)...

. O|H0j| CH2ZESt RCFE R ESa A0 HETLICt.

Cisco HHEO| CHSt XEM|St LI 2 ST 710|EE EHZSHM|R. "Cisco Nexus 3000 A|2[= NX-OS H&E & ="
7l0|E

O 2HFAMR

0| olofl M= RCF IS HO{ELICE Nexus 3232C_RCF vl.6-Cluster-HA-Breakout.txt
ALQIX| cs20i| MX| B

cs2# copy Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout.txt running-
config echo-commands
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@ RCFQ| EX| HArel, S HAleh 8l B MMS XtAIS] eioM| K. 22X|o| SHIE Fdut
HESS 2ESIEH 0| X[HE 41 wfatof ghuct.

15. RCF I{0| SHE Z| 4l H{TQIX| 2I5IM 2.
show running-config
SHHE RCFIt JA=X| 2l5h7| 9l 2215 2ol mff LS Y27t SHHEX| 2HelstM| K.

° RCF Hii{
o LCQIHE MY

° AEXH HO

EH2 AMOIE Fdof| wap FEHELICH ZE - S 2Qlstil @X|eh RCFO| tiel £ HE A0l A=K
E Elﬁ LEE HZESHMR.

16. AQ|X| 24ofl O|FQ| ALEXt HO|E CHA| HERLICH FRSHCHA0|SE X 74 18 At HE" FIIZ HQot
B Atehofl CHet XiMfet LHE 2 E2[5HMR.

17. RCF 1t AQ|X| MH0| SHIEX| 2I$t = running-config IFY S startup-config IHU 0| S AFEHL|CE.

Cisco HEO| CHot XEA|Bt LHE2 ST 710|EE & ZSHM|R. "Cisco Nexus 3000 A|2[= NX-OS E&E &H="
7I0|E

cs2# copy running-config startup-config
[He##H#HHHHHHHAASAHAHHH AR AR A A S HHHHHHHHEH] 1002 Copy complete

18. *‘-?Iil cs28 MFEELICE AQXIt MERE = S =0 EUE "S2AE ZE CHR2" O|HIEE FAY =
M

cs2# reload
This command will reboot the system. (y/n)? [n] y

19. 22{AE{Q| 22{AH XE MENE FoletL|Ct.

a. 2H{AHQ BE L E0|M e0d ZETL EE F0| 10 FARIX| &RI5HN K.

network port show -role cluster
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g EHFMR

clusterl::*> network port show -role cluster
Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
e0b
healthy

Health
IPspace
Status

false
Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false
Node: clusterl-04

Ignore

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000



. SRAE{0M ASIX| AEHS 2

=
ol
A

alo

Broadcast Domain Link MTU Admin/Oper

Speed (Mbps)

Health Health
Port IPspace
Status Status
ela Cluster
healthy false

eld Cluster

healthy false

8 entries were di

=

).

Cluster

Cluster

splayed.

QIBHLICHLIFZt eOdOfl $IX|SHA]|

up

up

oto O

LS ——

9000 auto/100000
9000 auto/100000
2 AQK| cs27t HAIZ|X| %2

A
e
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g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7
N3K-C3232C

eOd cs?2 Ethernetl/7
N3K-C3232C
cluster01-2/cdp

ela csl Ethernetl/8
N3K-C3232C

e0d cs?2 Ethernetl/8
N3K-C3232C
cluster01-3/cdp

ela csl Ethernetl/1/1
N3K-C3232C

e0b cs2 Ethernetl/1/1
N3K-C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2
N3K-C3232C

e0b cs?2 Ethernetl/1/2
N3K-C3232C

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90
N3K-C3232C

Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
9.3(4)
Version Source: CDP
cs?2 cluster-network 10.233.205.91
N3K-C3232C



Serial Number: FOXXXXXXXGS
Is Monitored: true
Reason: None

Software Version: Cisco Nexus Operating System (NX-0S)

Software, Version

9.3(4)

Version Source: CDP

2 entries were displayed.

®

®

SHAH LBV HAOZ HE|J(HK] £[CH 520] AE £

O|Fofl AQ|X|0ll EEEI RCF H{ZFO f2} cs1 AQIX| 2L0|AM CI2 £HE 2 £ USL|CE
2020 118 17 16:07:18 cs1 %$ VDC-1 %$ %STP-2-UNBLOCK_CONSIST PORT:
VLANO0920| A ZE port-channel1 Xttt A LE Lt o| S1E|JASL|CH 20201 118
172 16:07:23 cs1 %$ VDC-1 %$ %STP-2-BLOCK_PVID_PEER: VLANOOO10{l A port-
channel12 AtEHEL|CE IO VLANO| 2t=|X| & LICt 2020 118 172 16:07:23 cs1
%$ VDC-1 %$ %STP-2-BLOCK_PVID_LOCAL: VLAN00920|A port-channel12
KtehetL|ct 22 VLANO| 2HE|X| ob&LCt.

SLCt

$0

20. 22{AH AQK| cs10f|AM EQ| 2AH ZEQ HEE ZEE SZRIL|CH

O 2HFAMR

CHS GIF0IAM = 1EEAIS| QIE{H[O|A Of|X| £ S AFEEILICEH

csl(config)# interface ethl/1/1-2,ethl/7-8
csl (config-if-range)# shutdown

21. 2HAE LIF7L 291X] cs20f| =AEE ZEZ 00| 12f|0| M| =X| goletL|ct R £ F 2 + A&

network interface show -role cluster
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22. 2| AE{7} MAOIX| &

66

g EHFMR

clusterl::*> network interface show

Current Is
Vserver
Port

Logical

Interface

Statu

-role cluster
s Network

Admin/Oper Address/Mask

Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

up/up
false

clusl

up/up
true

clus?2

up/up
false
up/up
true

clusl
clus?2
clusl wup/up
false
up/up
true

up/up
false

clus?2

clusl

clus2 up/up

true

8 entries were displayed.

clusterl::*>

=

cluster show

2USHMIR.

169.

169.

169.

169.

169.

169.

169.

169.

254.

254.

254.

254.

254.

254.

254.

254.

.4/23

.5/23

.8/23

.9/23

.3/23

.1/23

.6/23

.7/23



g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

23. AQIK| cs10| M 4~19CHAIE HESRIL|CH.

24. 22{AH LIFOIM XIS = 22718 8ot gLict

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert true

3E7Y: BRAAE HIEYD T4 U S2AE] Yef 2ol

1. 22 A ZEO| HHE AQX| ZET *ES*St=X| 2QlstM Q.
show interface brief | grep up

g EHFMR

csl# show interface brief | grep up

Ethl/1/1 1 eth access up none

10G (D) --

Ethl/1/2 1 eth access up none
10G (D) --

Ethl/7 1 eth trunk up none
100G (D) --

Ethl/8 1 eth trunk up none
100G (D) --

2. cs11t cs2 AHO|Q] ISLO| ZHE8t=X| 2HQISHMIR.



show port-channel summary

HE EHFAHR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32(P)
csl#

3. 23 AH LIF7} & ZEZ F|S0IH=X| SQISHNI L.

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Statu

Admin/Oper Address/Mask

-role cluster
s Network

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

8 entries were displayed.

clusterl::*>

SHAH LIFS7I 2 ZEZ S0tX| 2
-vserver vserver name -1if 11

. 2 AETI HARIX

—

cluster show

SISHAIR.

=

clusl up/up 169.254.
true

clus2 up/up 169.254
true

clusl wup/up 169.254.
true

clus2 up/up 169.254.
true

clusl wup/up 169.254.
true

clus2 wup/up 169.254.
true

clusl wup/up 169.254.
true

clus2 up/up 169.254.
true

A2 £59=% E[Z2|MR. network

f name

3.4/23

.3.5/23

3.8/23

3.9/23

1.3/23

1.1/23

1.6/23

1.7/23

interface revert
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of

rio

£ ENFAMR

clusterl::*> cluster show

Eligibility

Node Health
clusterl-01 true
clusterl-02 true
clusterl-03 true
clusterl-04 true

4 entries were displayed.
clusterl::*>

true
true
true

true

4 22 AH QHM|0|Ao| AAYS &CISHA K.

o =



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

MM AMNE ANZBHCIE ME MEE HA|ISHE @3 network interface check cluster-

connectivity start J2|1 network interface check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

1 HASH7| Hol| R = S 7ICHE|HAL. show MIF EEE HEAISH= EEYLIC

clusterl::*> network interface check cluster-connectivity show

sSource
Packet
Node Date LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2
none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2

none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2
none

clusterl-03

clusterl-04

2= ONTAP Ez[|A

DE ONTAP 22|A9 AR LIS AIE &

$0

Destination

LIF

clusterl-02 clusl

clusterl-02 clus2

clusterl-01 clusl

clusterl-01 clus2

&LICE cluster ping-cluster -node <name>
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HEY

mjo
Jiot

ol5h= H&: cluster ping-cluster -node <name>

clusterl::*> cluster ping-cluster -node local

Host is clusterl-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0a
Cluster clusterl-03 clus2 169.254.1.1 clusterl-03 e0Ob
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 eOb
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 e0Oa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 eOd

Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0Oa

Cluster clusterl-02 clus2 169.254.3.9 clusterl-02 e0d

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8
169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

w W w w kL PP

Basic connectivity succeeds on 12 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):

Local 169.254.1.3 to Remote 169.254.1.6
Local 169.254.1.3 to Remote 169.254.1.7
Local 169.254.1.3 to Remote 169.254.3.4
Local 169.254.1.3 to Remote 169.254.3.5
Local 169.254.1.3 to Remote 169.254.3.8
Local 169.254.1.3 to Remote 169.254.3.9
Local 169.254.1.1 to Remote 169.254.1.6
Local 169.254.1.1 to Remote 169.254.1.7
Local 169.254.1.1 to Remote 169.254.3.4
Local 169.254.1.1 to Remote 169.254.3.5
Local 169.254.1.1 to Remote 169.254.3.8
Local 169.254.1.1 to Remote 169.254.3.9

Larger than PMTU communication succeeds on 12 path(s)
RPC status:

6 paths up, 0 paths down (tcp check)

6 paths up, 0 paths down (udp check)


configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html

SSH 74 = =fl5tMR

CSHM(Ethernet Switch Health Monitor) 2 21
THA

1. SSH7} 2d3tE|0] A=K 2RISHMIR.

(switch) show ssh server

ssh version 2 1s enabled

2. SSH 7|7} 2/d3tE|0] U=X| 2Helst

show ssh key

Al
T d
A QK0 M SSH 5! SSH 7|7 240 RJEX| 2l5HAIR.
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g EHFMR

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBe jx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2V])ZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ £ 6QLbKbgqVIewCdqWgxzrIY5BPP5GBAxQIMBiOWEdnHg1
u/9Pzh/Vz9cHDcCWIgGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

FIPSE gdalet f CHZ HHS AF25H0 AX|0|A HIE 5 25622 HAGOF &L|C}. ssh key
ecdsa 256 force.=2LC}"FIPSE AI20610] HEQIT Hot 24" XbAM|SH LHE L.

S &l 20l= LSS 8 = ASLICH "291A] LEf ZLEZE 24

3232C S22 AE A9X|E 3T 7|2U2= HEFHLLICL

3232C 2o{AH ALK E SF 7|24 =2 AT ™ 3232C 2 2{x] BF S X|{I0F ghLCt.
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o
il
8%
=2
)
ot
2

* X2 2ES AFGBI0] A9IX/0] HZSOF BTt
+ o] atfe 22| HERY TS| Y2 KL
i

1. 7|1&2 142 X[SLICt.
write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

2. AQIX| AZES0IS ChA| ZESIAIR:
reload

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

AMAEO] MERED 1 OFEAZE AIRELILH BESH= Set "Ats Z=H[HEIS
AESAIZE LI 2= HIAX|ZF LEEHHEA (Ofl/OHL[R)[n]"0f EiSt B O] 'ofrel &
SEHoF L.

= TYAES S0l T A Iste] @7 Aol 9 ZES) SLICH
A 2| X| Oto|1zj|o] M
2L AQ|X|Z|A S| AE{0|A OF0|12{|0|M

2. AR(X|2|A S3{AF S 20A Oto|Z2fofd

2L E AQIK|Z|A 22{AEO0||M Cisco Nexus 3232C 22{AE AQX|7t = E2{AEHZ
Oro| 20| MstE{™ CtS I EE HHAIE EM K.

o "0|F 27 A"

Oro|a22j[0] M T2 M| A0 CHet o A] 29X HEE HESHAR.
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e "0| 2 |

2 E AQIKIE|A SHAHE 2 E AQ|X| 22{AE = 00| 12|0| MY FH|E BLC}

e IIEE _—'_I_Ao-hl

2L E ARX|2|A E2AEHE 2 E AQX] 2{AHZ 010|02||0|HStEE A RLICE

o "Oto|a2|0] ¥ S 2t=SHM "

—

2L AR(X| 22{AH 22| Ot0|T2f|0[8 S 2tZRILICE

0% 7 AR

2L E ARQ|K|2|A 2AE 7} = B2 Cisco Nexus 3232C 22{AE HEQ 3 AQXE
TSt 2= AQ|X| E2{AEKZE 00| 18|0|ME £~ JUESLICEH O| AW &7t £ X| b=
KL,

* LE AZ ABE = U= EET JSLICE 22 AE ARIX|= ISL(Inter-Switch Link) ZE e1/31-328
A-EgL|ct
« 22{AH HZof| Xgtst Ao[£0]| UAELICH

° 10GbE E2{AE HZO| A= 0= E2{|0| 20k TtO|H #H[0]Z0|L} QSFP-SFP+ F2| E2{|0[30tZ
A 0|=0| /= QSFP

° 40/100GbE 22{AE ™
X|® 5= QSFP/QSFP

° SHAE AQ{X[of= At ISL A|0|S0] 2RELICt.
* 2x QSFP28 Mo[H = 2| X HE H|0|=.

T40| SHI2A &[0 2S5t ASLICH

rir

- £0i|= Tto|H #[0]=0|L} QSFP/QSFP28 F2| 2F Z #[0]=0] /U
I

N

£ LT G1ZE(0] QL0{0F Bt 20 = AQIK|E|A S AE| MHO|M RSO} BLCH

* 2= SYAH ZEJL AF MEfRL|CE
* Cisco Nexus 3232C 22{AE AQ|X|7t X[AE/LICE
* 7|1E 22AH HERR 742 i3 Z2ELT
o T ARIX| BF0| SEE|1D A 7|58HE Nexus 3232C 22{AF Qlxat
o A9|X|Q| £[4 RCF 2! NX-OS HH
o FARIX| BRof 2| HE
T AKX 250 CHet 2&

Ot 22{|0| ME|X| 242 up HEHS| 2= S AE =2| QIE{H[0|A(LIF)

o

O | A

=M=

o
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migrate-from-switchless-prepare-to-migrate.html
migrate-from-switchless-configure-ports.html
migrate-from-switchless-configure-ports.html
migrate-from-switchless-configure-ports.html
migrate-from-switchless-configure-ports.html
migrate-from-switchless-configure-ports.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html

o ARIX|Q X7| ARt MO
o BE |ISL ZEJ} g Motk 7|0|S0| HEE
A2l ofjof 2+5toq
O] Exto| Gl M= CHS AKX W = E HHEHHS AFRIL|CH
* Nexus 3232C 23{AE AQX|, c1 Y C2.

* LEE *n1*dt *n2*L|LCL.

Of Zxtof ol M= & 7Hel LEE AN, 2 LE= F IS I 40GbE S AE &= HZ ZE *eda*2t *ede*S
AtERILCE 1':.'_*3"3}':-?“01 FLIHA" SHES 2

A ZEOf Chet MR FE2It ASLICH

* *n1_clus1*2 =& *n1*Q] F2{AE AL[X| *C1*0f| HZ &
* *n1_clus2*= =& *n1*Q| S AH ALK *C2*0| HZE =
* *n2_clus1*2 L& *n2*Q| S AH AQX| *C1*ofl HZAE XA Huf S2{AH LIFLICE
* *n2_clus2*= L& *n2*Q| E2{AH AL[X| *C2*0f| HZE

* 10GbE % 40/100GbE ZEQ| 2= CH20I|M AFE Jhs 3t &% 74 T (RCF)l| HO|=|0f YULLICE "Cisco®
SaiAE YEYT A9IA HE 74 Y Ch2 2 Ho|X)

| K I 22 AE{ =2| OIE{H| 0| A(LIF)RLICH,

| 53 ) S22 LIFYLICE

ElE F B S2{AE LIFYLIC.

@ O] XM= ONTAP &1t Cisco Nexus 3000 A|Z2|X AQX| HHS HE AFRSH0F SHL|C Ea|
X ™HE|X| 9= St ONTAP HHE S AF2ELILCE.

2o]d 27 AMEE AES 20= LS

o

288 2 QUBLICE A/ 0}0|12|0| NS FHBHH "
2. C AQX|2|A EHAHOA 2 E AKX E S2{AEZE2| 00|20 S FH|EL|CE.

Cisco Nexus 3232C 22{AE HER 3 AQX|E E&St= 2 E AKX EHAEE
Oro[ 20| M5t7| 2ol 2 E AQX|2|A S2{AEHE FH|SIEH CHS A E [MEN K.

CHA|
1. 0] 22{AE{0|M AutoSupport 2431zl 22 AutoSupport HA|X|E SE35H0] XAH5 #H|0|A MM S ofH|EtL|Ct,

system node autosupport invoke -node * -type all - message MAINT=xh

rr

Xl

e

X 2| 71ZHAIZh L.

@ AutoSupport HA|X|= 7|& X[ El0] O] RX| 22| XIS Ae] RAI 22| 7|12 St xS #|0[A
AH0l AH| = =5 BfLICt.

2. 2t 22| AE QIE{T0| A0 B2 T 2% MEfS 2ol
a. LEY3 ZE £48 BABLIC,

network port show -role cluster
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oS

b. =]

network interface show -role cluster

HHFMR

cluster::*> network port show -role cluster
(network port show)

Node: nl

Ignore

Health Health
Port IPspace
Status Status
eda Cluster
ede Cluster
Node: n2

Ignore

Health Health
Port IPspace
Status Status
eda Cluster
ede Cluster

Broadcast Domain Link MTU

Cluster
Cluster

Broadcast Domain Link MTU

Cluster
Cluster

4 entries were displayed.

M QIE{Mo| At XIHE & L 0i et HEE HA|

Speed (Mbps)

Admin/Oper

auto/40000
auto/40000

Speed (Mbps)

Admin/Oper

auto/40000
auto/40000



g EHFMR

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
eda true

nl clus2 up/up 10.10.0.2/24 nl
ede true

n2 clusl up/up 10.10.0.3/24 n2
eda true

n2 clus2 up/up 10.10.0.4/24 n2
ede true

4 entries were displayed.

c. I Hot BHS ALEsH0 AQ(K|2|A SAE ZX|7 2EotE A=K I5HN K.
network options detect-switchless-cluster show’
g HHFAMR

Ch2 ofi®Ie] 22 290K 8

rr

SAH Xt dEotEASE BHELIC

cluster::*> network options detect-switchless-cluster show
Enable Switchless Cluster Detection: true

3. MZ:2 3232C 22| X|0fl MEot RCFe} O|0|X[7t BX|=|0f A=X| &lst 0 AZX}, HIRHD, HERS T4
S 2Rt AIO|E AEXL X[FE ABLICt

ojmi & AQIX|E 25 FH|sljof eiL|Ct. RCF % 0|0|X| A EL{E ¢80 =8l0f St= 2R CIg HAE
tH2tof gLt

a. NetApp X|@ AtO|EQ| Cisco O|{4ll AQ|X| H|O|X|2 O|S&LIC.
"Cisco O|EHull AQ|X["

b. sliE HO|X|2| HOIIM Af(X|Qt HRPt AT EQ0 HTS 2QI5HM K.


https://mysupport.netapp.com/site/info/cisco-ethernet-switch/
https://mysupport.netapp.com/site/info/cisco-ethernet-switch/
https://mysupport.netapp.com/site/info/cisco-ethernet-switch/
https://mysupport.netapp.com/site/info/cisco-ethernet-switch/
https://mysupport.netapp.com/site/info/cisco-ethernet-switch/

C. At HF Q| RCFE CI2ZEE51M K.

d. 2% HO|X|0f| M A&+ MEHSI T 2to| A A ko) St CHS, *CH2 2 = H|0|X|2] X[&oj| 2} RCFE
CH2 2=t C),

e. MHMS HFO| 0|0|X| ATLEY{E CIRZESHM K.
"Cisco 22{AE 4l 22| Y EQ T AQX| &#x 1AM 0} CIRZCE"

HE HO|X|0f| M Al £+S HEHSE D 2t A A 2Fo| Sofet LS, *Tt2 = & H|o|X[2] X|H o 2t RCFE
Ef-.-_-EE%”—I Ct.

5. Nexus 3232C A2|X| C1 % C20IlM BE = HZE ZE C1 U C2E HIZYSISHX|TH ISL ZE e1/31-32=
HIZH-d 25X O 2.

Cisco B0 Cigt XEM|TH LIE 2 CH2 552 HZSHMIR. "Cisco Nexus 3000 A|2|= NX-0S E&E &E".

g EHFMR

CHS oflof M= RCFOIA X[ ISHs 1S AF23I0 Nexus 3232C 22{AF AQX| C1 % C20|M ZE
1~300| H|ZH3tE|= WS EOELICE NX3232 RCF_v1.0 24pl0g 24pl00g.txt:

Cl# copy running-config startup-config

[] 100% Copy complete.

Cl# configure

Cl(config)# int el/1/1-4,el1/2/1-4,e1/3/1-4,el/4/1-4,el1/5/1-4,el1/6/1-
4,e1/7-30

Cl (config-if-range)# shutdown

Cl (config-if-range) # exit

Cl (config) # exit

C2# copy running-config startup-config

[] 100% Copy complete.

C2# configure

C2 (config)# int el/1/1-4,el/2/1-4,el/3/1-4,el/4/1-4,e1/5/1-4,el/6/1-
4,el1/7-30

C2 (config-if-range) # shutdown

C2 (config-if-range) # exit

C2 (config) # exit

6. X|2E|= A 0|22 AFRSI C12] EE 1/313 1/32E C22| SYUst IE| HATHL|CH
7. C1 Y C20{| M ISL ZE 7} Zt58H=X| E0ISIN|R.

show port-channel summary

Cisco HH0|| CHSH XtA|St LHE 2 OIS S22 HX8HM|R. "Cisco Nexus 3000 A|Z|= NX-OS & &=z,
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g EHFMR

CHZ ol= Cisco EHELICE show port-channel summary C1 % C20|A ISL ZET} 2F5H=X|
2ol5t= Ol AFEE= EE:

=

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only) s -
Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)
M - Not in use. Min-links not met

Port-
Group Channel Type Protocol Member Ports
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only) s -
Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31(P) Ethl/32 (P)

8. A9IXl0l Qi oI T 22 BAIFLIC

Cisco O thet XMt IE2 CHE S8 &

Ve

StM|R. "Cisco Nexus 3000 A|2|= NX-OS && &h=x" .
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9.

82

g EHFMR

LS olof[A = Cisco BEE EHELICH show cdp

A ELICEH

Cl# show cdp neighbors
Capability Codes: R - Router,

Bridge

T

S - Switch, H -
V - VoIP-Phone,

s - Supports-STP-Dispute
Device-1ID

Port ID
C2 Ethl/31
Ethl/31
C2 Ethl/32
Ethl/32

Total entries displayed: 2
C2# show cdp neighbors
Capability Codes: R - Router,

Bridge

Local Intrfce

T

S - Switch, H -
V - VoIP-Phone,

s - Supports-STP-Dispute
Device-ID

Port ID
c1l Ethl/31
Ethl/31
c1l Ethl/32
Ethl/32

Total entries displayed: 2

2t 20| 2 AE XE HAZ HAIRLICL

network device-discovery show

Local Intrfce

neighbors 29|X|2] 0|2 &X|E EA[SH= O

Trans-Bridge, B - Source-Route-
Host, I - IGMP,

D - Remotely-Managed-Device,

r - Repeater,

Hldtme Capability Platform
174 RS I s N3K-C3232C
174 RS I s N3K-C3232C

Trans-Bridge, B - Source-Route-
Host, I - IGMP,

D - Remotely-Managed-Device,

r - Repeater,

Hldtme Capability Platform
178 RS TIs N3K-C3232C
178 RS TI s N3K-C3232C



g EHFMR

CHZ oo M= 2 E AQ0X[2[A S2{AE P40 tisl EAI=lE 2HAH ZE HES 20FLIC}

cluster::*> network device-discovery show
Local Discovered

Node Port Device Interface Platform
nl /cdp
eda n2 eda FAS9000
ede n2 ede FAS9000
n2 /cdp
eda nl eda FAS9000
ede nl ede FAS9000

|X] oo a2j|o| M S Z=H|et 20= tH2

fjo

AT & QUBLICHEE T4
2T AQIX|2|A SHAE0M 2 E AQX|E SR{AER Ojo| 10| NS 9o ZES TAHFLICE,

Nexus 3232C A2/ X[0f| M 2. E AQX|2|A E2HAEHN A 2E AKX E2{AHE
OO 22|0|MSt7| QI8 ZEE AMot2{H LIS THA|E 2N Q.

CHA|
1. n1_clus1 % n2_clus1 LIFE AN - E9| 22|X ZEZ 00| 12{|0|MStL|LCE,

network interface migrate -vserver vserver-name -1if lif-name source-node
source-node-name -destination-port destination-port-name

€ EHFMR

CH2 oflet 20| ZF 22 Lo tiol FES L&sHof ghCt.

cluster::*> network interface migrate -vserver cluster -1if nl clusl
-source-node nl

-destination-node nl -destination-port ede

cluster::*> network interface migrate -vserver cluster -1if n2 clusl
-source-node n2

-destination-node n2 -destination-port ede

2. 22 AH QAHHO|ATL §SHQZ 00| 22| 0| HE|R=X] 2HQISHM K.

=
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network interface show -role cluster
OE EHFAH R

CS olo[A= OFo| 3|0 M0] 2tZ El = n1_clus1 X n2_clus1 LIFS| "=" AEf7t "HAI"0| £} SS
Ho{FL|C}

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ede false

nl clus?2 up/up 10.10.0.2/24 nl
ede true

n2 clusl up/up 10.10.0.3/24 n2
ede false

n2 clus?2 up/up 10.10.0.4/24 n2
ede true

4 entries were displayed.

3. 9CHA|0ll A Oto] 23j|0| M El n1_clus1 X n2_clus1 LIFO| CHSE 2{AE ZEE ZSZLICL
network port modify -node node-name -port port-name -up-admin false
HE EHFAHR

CHS ollek 20| 2 ZEOf CHal BHES HAsHoF LT

cluster::*> network port modify -node nl -port eda -up-admin false
cluster::*> network port modify -node n2 -port ed4a -up-admin false

4. YA 2{AH QIE{H0|AL HAY S QIS L.

=

84



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

HZd HAE AR 2 MR 2 E BAIS=E BE:
network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2
none

2= ONTAP EzZ|A

D= ONTAP 22|A9 HR OISS MEY & JESLICH cluster ping-cluster -node <name>
HZMS Btolshe may-
_=2Oo=2 /|- - O O-

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl eda 10.10.0.1
Cluster nl clus2 nl ede 10.10.0.2
Cluster n2 clusl n2 eda 10.10.0.3
Cluster n2 clus2 n2 ede 10.10.0.4

Local = 10.10.0.1 10.10.0.2
Remote = 10.10.0.3 10.10.0.4
Cluster Vserver Id = 4294967293
Ping status:....
Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s) ................
Detected 9000 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.0.3
Local 10.10.0.1 to Remote 10.10.0.4
Local 10.10.0.2 to Remote 10.10.0.3
Local 10.10.0.2 to Remote 10.10.0.4
Larger than PMTU communication succeeds on 4 path(s) RPC status:
1 paths up, 0 paths down (tcp check)
1 paths up, 0 paths down (ucp check)

L E n19 e4alilA #HO|E2 22|EL|Ct

A FAHS HESHL Nexus 3232C A(X[0f|A X[@3t= |0[=2 AHEBH0] A9(X| C12] & M 40GbE ZE

H—

(O Ol TE 1/7)E n19] edaoll HHE 2 YALICE
= n29] e4atiiAf Ho|2E LalgLict.

M 782 AmstD KgEls H0l22 A8 e4aS C19| TS ALG TH5 8 40GDE EE, EE 1/80 HAY

4+ QBLICk

-

. C10IK BE LE 7 TES SASHBILICE

Cisco 0| CHSt XEM|3t LIS CI2 710|EE A X38HM|R. "Cisco Nexus 3000 A|2|= NX-OS EHad &z
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O 2HFAMR
CHE ool A= RCFOIM X|3t= 78 & AF23H0d Nexus 3232C 22 AE A9|X| C1 3 C20|M ZE

1~300| EM3lE|= A2 H0{ELIC NX3232 RCF v1.0 24pl0g 26pl00g.txt:

Cl# configure

Cl (config)# int el/1/1-4,el/2/1-4,el/3/1-4,el1/4/1-4,el/5/1-4,el/6/1-
4,el/7-30

Cl (config-if-range)# no shutdown

Cl (config-if-range)# exit

Cl (config) # exit

4, 2t L CO|M K HI 22 AE ZE e4aS SAMSEILICH
network port modify -node node-name -port port-name -up-admin true

HE EHFMR

cluster::*> network port modify -node nl -port ed4a -up-admin true
cluster::*> network port modify -node n2 -port eda -up-admin true

5. & LLE RRO0|M SHAE T} ZESSH=X| 2elstM Q.

network port show -role cluster
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g EHFMR

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n2
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -

4 entries were displayed.

6. 2t L-=of cHsl Oro| J2|0|MEl 2 E S AH A5 HE LIFE & S&LICLH
network interface revert -vserver cluster -1if 1lif-name

g HHFAHR

CtZ ofl2t 20| ZH LIFE 7HEXCe = 5 ZEZ &[=2{0F gLt

cluster::*> network interface revert -vserver cluster -1lif nl clusl
cluster::*> network interface revert -vserver cluster -1lif n2_clusl

7. BE LIF7} O|H| & ZEZ F|S0IZH=X| EQISHN| 2.
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network interface show -role cluster

O0t2 1s Home 0= 20| EA|IE[O{OF BfL|Ct true LIEE BE ZE CHSH current Port &. HEAE
20| false, ZEJ| S &[X| QUSLICEH

oE HHFANR

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster
nl clusl up/up 10.10.0.1/24 nl
eda true
nl clus2 up/up 10.10.0.2/24 nl
ede true
n2 clusl up/up 10.10.0.3/24 n2
eda true
n2 clus2 up/up 10.10.0.4/24 n2
ede true
4 entries were displayed.
8. 2t LEo| SHAH ZE HAAZ HAIRLICH
network device-discovery show
olE 2HFAHR
cluster::*> network device-discovery show
Local Discovered
Node Port Device Interface Platform
nl /cdp
eda Cl Ethernetl/7 N3K-C3232C
ede n2 ede FAS9000
n2 /cdp
eda Cl Ethernetl/8 N3K-C3232C
ede nl ede FAS9000
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[{e]
AN

FL-E0| Z40||M clus22 EE ed4aZ 0O10|12{|0|MEtL|Ct

network interface migrate cluster -1if 1if-name -source-node source-node-name
-destination-node destination-node-name -destination-port destination-port-
name

HE EHFAHR

CHS oflet 20| Z LIFE VX = 8 ZE = 010]12|0]dslof eiL|Ct.

cluster::*> network interface migrate -vserver cluster -1if nl clus2
-source-node nl

-destination-node nl -destination-port eda

cluster::*> network interface migrate -vserver cluster -1if n2 clus2
-source-node n2

-destination-node n2 -destination-port eda

10. & L C DZ0f|A 22{AE| ZE clus2 LIFE ZS28tL|C},
network port modify

HE EHFAHR

CHE oloilM= X" E ZETL S 20| BHE= AE EHELICEL false F 2 E BRI ZEE
=2HL|C}
o =] .

cluster::*> network port modify -node nl -port ede -up-admin false
cluster::*> network port modify -node n2 -port ede -up-admin false

. 22 AH LIF &EIE &QI5tHIR.

=

network interface show
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g EHFMR

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
eda true

nl clus2 up/up 10.10.0.2/24 nl
eda false

n2 clusl up/up 10.10.0.3/24 n2
eda true

n2 clus?2 up/up 10.10.0.4/24 n2
eda false

4 entries were displayed.

12. .. E n12] ede0f| A #H[0|ES 22|HLICH.

A TS HESI Nexus 3232C A9|X| 2RO Xl A|0|S2 AHZ35H0] A9|X| C22| & M| 40GbE ZE

(Ol Aol = ZE 1/7)8 =E n19] edel| HEY = ASLICL
13. E n29| e4e0f| M 0|2 S 22T}

Nexus 3232C 29| X| ZH0j| Z{glol H0| =S AtE3I0] HH L HS HZESHL edeS C29| LIS ALE Jtstt
40GbE ZE | ZE 1/80| HZ< & USLICL

14. C20IM HE L E HE ZES 2ottt

€ EHFMR

CtS ofloll M= RCFUIA X[ @ISt 7182 AFE3H0] Nexus 3132Q-V 22 AE AKX C1 % C20M ZE
1~300| EM3lE|= A2 E0ELIC NX3232C_ RCF v1.0 24pl0g 26pl00g.txt :

C2# configure

C2 (config) # int el/1/1-4,el/2/1-4,el/3/1-4,el/4/1-4,el/5/1-4,el/6/1-
4,e1/7-30

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config) # exit
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15. 2t LEo| M & H| 22{AE ZE e4eE ZoELICE
network port modify

HE EHFAMR

CHE OloiM = 2f = E0iM & Bl S AR ZE edelt EH3tE= AE EHFLICL

cluster::*> network port modify -node nl -port ede -up-admin true
cluster::*> *network port modify -node n2 -port ede -up-admin true*s

16. 2} ..=of cjsh Oto|aefo|MEl R E S2{AH A HE LIFE =[SELICH
network interface revert

HE EHFMR

CtZ oflofl M= Oto[ 20| M El LIF7t & ZEZ S7(&= 282 EHELCH

cluster::*> network interface revert -vserver Cluster -1if nl_clus2
cluster::*> network interface revert -vserver Cluster -1lif n2 clus2

ChE2 272
TEE F 4% 20l|l= CIZS 8 = JASLICL 00| 120[F S 2t=stMR" .

2 E AQX[E[A EHAHUM 2= AQX|E S2{AEZ 00| 18|0|8S 2t=5HM K.

Nexus 3232C A X|2Q] 2. E AQK|2|A 2 AEE 21 E AQIX| 23 AER
Oto|1gj|0|Mst= 22 OHRE[stE{H CHS THAE 2t 2 SHM|R.

£
1. 2= 22AH 45 AZE ZETJL 0[N 8 ZEZ SO0R=X] #elstMa.

network interface show -role cluster

03 Is Home BOll= 240] EA|E[0{OF ELICE true LIBE ZE ZEO| td current Port E. EAlE
40| false , ZEJ} B3| X| Q4QASL|CH

(Eo V=]
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migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html
migrate-from-switchless-complete-migration.html

g EHFMR

cluster::*> network interface show

(network interface show)

Logical
Current Is
Vserver Interface
Port Home
Cluster

nl clusl
eda true

nl clus2
ede true

n2 clusl
eda true

n2 clus2
ede true

Status

-role cluster

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

2. DE BE{AH M HE TEJCIS QX[ Y=X]

network port show -role cluster

10.

10.

10.

10.

10.

10.

10.

10.

0.1/24

0.2/24

0.3/24

0.4/24

3. 2t 2 AH XEJH 2t L0 HEE 2HAE A(X| ZE HSE HAIHL|CE

network device-discovery show

g EHFMR

cluster::*> network device-discovery show

Local Discovered

Node Port Device
nl /cdp

eda Cl

ede C2
n2 /cdp

eda Cl

ede C2

Interface

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

Current

Node

nl

nl

n2

n2

Platform

N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C
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94

M 8l DL E 22 AE AYIKE EASLIC

system cluster-switch show

HE EHFAMR

cluster::*> system cluster-switch show

Switch Type Address
Model

Cl cluster—-network 10.10.1.101
NX3232CV

Serial Number: FOX000001
Is Monitored: true
Reason:

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version 7.0(3)I6 (1)
Version Source: CDP

C2 cluster-network 10.10.1.102
NX3232CV

Serial Number: FOX000002

Is Monitored: true

Reason:

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version 7.0(3)I6 (1)
Version Source: CDP 2 entries were displayed.

AQX2[A SHAE HXI7F AQKE|A SHAH SMHE HIZEotz HIYEX] 2Q5HA K.

network options switchless-cluster show

o

=

A 22 AH QHM|0|Ao| AEY S 2ISHM K.



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

HZd HAE AR 2 MR 2 E BAIS=E BE:
network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2
none

2= ONTAP EzZ|A

D= ONTAP 22|A9 HR OISS MEY & JESLICH cluster ping-cluster -node <name>
HZMS Btolshe may-
_=2Oo=2 /|- - O O-

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl eda 10.10.0.1
Cluster nl clus2 nl ede 10.10.0.2
Cluster n2 clusl n2 eda 10.10.0.3
Cluster n2 clus2 n2 ede 10.10.0.4

Local = 10.10.0.1 10.10.0.2

Remote = 10.10.0.3 10.10.0.4

Cluster Vserver Id = 4294967293

Ping status:....

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s) ................

Detected 9000 byte MTU on 32 path(s):
Local 10.10.0.1 to Remote 10.10.0.3
Local 10.10.0.1 to Remote 10.10.0.4
Local 10.10.0.2 to Remote 10.10.0.3
Local 10.10.0.2 to Remote 10.10.0.4

Larger than PMTU communication succeeds on 4 path(s) RPC status:

1 paths up, 0 paths down (tcp check)
1 paths up, 0 paths down (ucp check)

1. [[7EHA] ZHS 20| A MM S XSt 2 AutoSupport HIAIXIE = E5H0] CrA| 2datetL|Ct,

system node autosupport invoke -node * -type all -message MAINT=END

!

lee 2ooI7te?

fIX| Oro|az|o| Mg gttt 2ofl= O3S +¥E

>
$0

ALK WA

Cisco Nexus 3232C S2{AE AQX| 1A|

S AEO|M ZE0| Q= Cisco Nexus 3232C ALX|E wA|sta{™ CH2 ¢

O= o7t =|X| §b= EKIRILICE.

HE 27 Alet
oA

N

|Z 22{2Et HESH I 90| Ch3a 22 E40[ A=K 2elSHA K.
* Nexus 3232C 22{AH QZat= £ AQX| ER0M S=&10 AHSHA ZSHLIC

Cisco O|C{ 4l 22| X[ H|0[X|0ofl= A2X[0f £X|El |4 RCF 5! NX-OS H{ZFO| JAELICE
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../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html

© RE 22{AH ZEE ZE MEfO{of FLICt
© 5 AQIX| ol 22| HZo| Uojof BfLC

* BE 22{2AH =2 AHI0|A(LIF)= 2tS EHO[H OFO| 2|0 M| X| gi& LT

WH|E Cisco Nexus 3232C A2|X|= CtSat 22 EAZ 71X 12 J}ELICH

kl

te| HIE|IZ HZO| ASELCt.

r

© WA AQAK|of Ciet 2& H20| st

* HEst RCF U NX-0S 29 H|A| 0|0|X|7} A X|of| 2=E/LC},

==

A8[X|9| x7| AHEAF FolTt 2R EASLIC

* "Cisco O|C{tll AQ[X["
e "Hardware Universe"

* "HWUO| gl =71 &2 & THIE 2X5t= ol 2Rt HEE= FAYLI"

NetApp AtE S ZR|0|M 2& 22 S Sdelot 22X S uAg o LIS AYS S AS Y| AFHLICH

* SX|&2| Z0ll= AutoSupport 431 FM Q.

* RX| 2| 7|2 S AO|A MM S H|ZMotstHE FX| 22| M0 FX| 22| AutoSupport E2|HRLICY. O]
XA 7|8t 2ME ’.E.*EF_OWIB."SU92. o|ekEl RX| 22| 7|12t SOt XHE H|0|A MM S ofF|st= " XhA|Et
e

D E CLI MlMof| chHet MM 2242 gHd3teiLIch MM 2242 EMatst= WHof chet X[E2 0] 7|& XI&E 249
"NM EH 2" MM S HESIHIR."ONTAP A|AEIO| CHSE X[ Mo HZ S 2[sl PUTTYE FASH= B,

ALK E wASHA R

WH| MXt= O ALIZ|RQE HERL|CH

* 2HAEE H20| F 712 Nexus 3232C 22AE AQ[X|(CL1 & CL2)0f| P& Y| 7o =2 M EL|CE
* S{AE AQ|X| CL2Z C22 nHIE AlZAL|CH1~21EHA|):

° Zf LEO|M S AR AQX| CL20| HEE 22{AH LIFS 22 AE AQ(X| CL10| HEE S2{AH ZEZ
aro| 20| MBfL|Ct.

° 5‘31*51 ALK CL22| BE ZEO|A 0|2 HZES B3 WHE SHAE AR[X| C22 St ZE|
AHOIESS CHAl AZELICH.

° 2t =0l M Ofo|T2f|o| M El S AH LIFE ESELICH

Oof Ao 2+5tHoq
O WA Xt M= F HMf Nexus 3232C S2{AE AL|X| CL2E MER 3232C A9|X| C2E WA|gL|CH
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O xte| ool M= Ci2 ALK & L E HHHS ALS LT
* 4749 =E&= n1, n2, n3, n4IL|LC}.
* n1_clus1 E n19| 2 AH A{X| C10]| HZE A H| S2{AH =2| AEHO|A(LIF)RILICH
* n1_clus2= £ n12| 2HAH AQ|X| CL2 = C20]| HAE A H| Z2{AE LIFQL|CH
* n1_clus3= E n1.-2| 2{AE ALQX| C20| HAE F Huj LIFLICH
* n1_clus4d= L= n12| EHAH AX| CL10| HEE S My LIFILICE.

10GbE % 40/100GbE EES| = LSOl AL 7h5 8t & 714 THU(RCF)0N F2IEI0f YBLICE Cisco®
S2IAE HEYT ASIX HE 74 T CIREE".

O] wA| =Ate| Gl = 4712 LEE ALETILICEH £ F 271= 4712 10GB 22| A “§ HZ ZE(e0a, eOb,
e0c, e0d)E AFEELICL LIHX| & =& £ 74| 40GB 22{AH 4% HZE T E(eda U ede)E AIETILICE E
xS A| R "Hardware Universe" SEHE0]| St SHIE S2{AE ZEE &QISHA| Q.
1CHA|: 22{AE ZEE HA[SI AQ|{X|Z Ot0|O2||0| MEL|CE

1. 0] 22{AE{0| N AutoSupport ZA3HEl 2L AutoSupport HIAIX|E S &0 X5 H|0|A MM S AX|EHL|Ct

system node autosupport invoke -node * -type all - message MAINT=xh

X

rir
e

X 2| 7|1 ZH(AIZh LT,

@ AutoSupport HIAIX[= 7|& X[EEO| O] RX| 22| 2HE L] fX| 22| 7|2 St X3 #Hlo[~
AH0| A= =5 BfLICt.

2. 780l A= ZA|of Cist HEE HEAILICH

network device-discovery show
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3.

g EHFMR

cluster::> network device-discovery show

n2

n3

n4

2} 22{AH QIE{H[0|A9| 22| E

a. HEQ3 ZE &

Local
Port

/cdp
ela
elb
elc
e0d

/cdp
eda
ede

/cdp
eda
ede

Discovered

Device

CL1
CL2
CL2
CL1

CL1
CL2
CL2
CL1

CL1
CL2

CL1
CL2

dE EAELICH

network port show -role cluster

Interface

Ethernetl/1/1
Ethernetl/1/1
Ethernetl/1/2
Ethernetl/1/2

Ethernetl/1/3
Ethernetl/1/3
Ethernetl/1/4
Ethernetl/1/4

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

Platform

N3K-C3232C
N3K-C3232C
N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C
N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C

N3K-C3232C
N3K-C3232C
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g EHFMR

cluster::*> network port show -role cluster

(network port show)
Node: nl

Ignore

Health

Node: n2

Ignore

Health

Node: n3

Ignore

Health

Health

Cluster
Cluster
Cluster
Cluster

Health

Cluster
Cluster
Cluster
Cluster

Health
IPspace
Status

Broadcast Domain Link MTU

Cluster up 9000
Cluster up 9000
Cluster up 9000
Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000
Cluster up 9000
Cluster up 9000
Cluster up 9000

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

Cluster up 9000

Cluster up 9000

auto/40000

auto/40000



Node: n4

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -

b. =2| QIE{H|O|A(LIF)0]l CHet HEE HAIRLICE

network interface show -role cluster
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g EHFMR

cluster::*> network interface show -role cluster

Logical Status Network Current

Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
ela true

n3 clus2 up/up 10.10.0.10/24 n3
ele true

n4 clusl up/up 10.10.0.11/24 n4
ela true

n4 clus2 up/up 10.10.0.12/24 n4
ele true

C. AMEl S AH AKX EAIRLICE

[

system cluster-switch show
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O 2HFAMR

CHE £3 ol 23 AH 29X E EAIRLICE

cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3232C

Serial Number: FOX000001
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

CL2 cluster-network 10.10.1.102
NX3232C
Serial Number: FOX000002
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)
Version Source: CDP

4. MZ2 Nexus 3232C 22| X|0f] 2=t RCFet 00| X|7F EX|=|0f RA=XK] 2Qlst 1 HRot ALO|E AHZ X} HOlE

SeELICh
a. NetApp X|# AO|EE 0| SSHAM|L.
"mysupport.netapp.com”
b. * Cisco O| Ll A2|X|* H[O|X|2 0|Z5t0] HOM HRot AT EL 0| HTS &QI5tM|R.
"Cisco 0|4l AQ{X|"

c. MHH MM RCFE CH2EESINIR.
d. 49 HO|X|0| M AL+ 225t 2t0|MA Aokl S23t = *CHRZE H|0|X| 2 o|SELICH
C

€. * Cisco® S2{AH U 22| HEYA AKX &#=x A ojY
A2TEQOE CIREESHN K.

"Cisco® S| AH 8 2| HESRZ AKX H= 718 Ot CHR2ZE"

5. 2HAH LIFE WA AQIX| c20 HZE 22X & ZEZ 00| 12||o|MefL|LCt,

F2 2= H|o|X|of| M SHHE BT 2| O|0]X]|
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g EHFMR

cluster::*> network interface
-source-node nl -destination-
node nl -destination-port e0a
cluster::*> network interface
-source-node nl -destination-
node nl -destination-port eOd
cluster::*> network interface
-source-node n2 -destination-
node n2 -destination-port ela
cluster::*> network interface
-source-node n2 -destination-
node n2 -destination-port eOd
cluster::*> network interface
-source-node n3 -destination-
node n3 -destination-port eda
cluster::*> network interface
-source-node n4 -destination-
node n4 -destination-port eda

6. 2 AE ZEQ| HEfet T X|HE sMIR.
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=

migrate

migrate

migrate

migrate

migrate

migrate

network interface show -role cluster

CHS oflet 20| 2= S AH LIFE JHEE Q= 00| 120|481 OF LTt

-vserver

-vserver

-vserver

-vserver

-vserver

-vserver

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

node-name -destination-node node-name -destination-port port-name

-1if

-1if

-1if

-1if

-1if

-1lif

network interface migrate -vserver vserver-name -1if Ilif-name -source-node

nl clus2

nl clus3

n2 clus2

n2 clus3

n3 clus2

n4_ clus2



g EHFMR

cluster::*> network interface show

(network interface show)

Current
Vserver
Port

ela

el0d

e0d

ela

ela

e0d

e0d

eda

eda

eda

eda

Logical
Is

Interface

nl clusl
true

nl clus2
false

nl clus3
false

nl clusé4
true

n2 clusl
true

n2 clus2
false

n2 clus3
false

n2 clus4
true

n3 clusl
true

n3 clus2
false

n4 clusl
true

n4 clus2

false

Status

Network

-role cluster

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

- H2l 291K CL20f| E2E|H ez HEE 25{AH

network port modify -node node-name -port port-name -up-admin false

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

As HZ ZEZ ZRELICH

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n4

n4
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g EHFMR

CHZ oo M= 2E =E0M S22AH d= 32 ZEJ S=E AS 20 FLICL

cluster::*> network port modify -node nl -port eOb -up-admin false
cluster::*> network port modify -node nl -port eOc -up-admin false
cluster::*> network port modify -node n2 -port eOb -up-admin false
cluster::*> network port modify -node n2 -port eOc -up-admin false
cluster::*> network port modify -node n3 -port ede -up-admin false
cluster::*> network port modify -node n4 -port ede -up-admin false

o
ro

A 22 AH QEM|o|Ao| HEYS 2ISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

HZd HAE AR 2 MR 2 E BAIS=E BE:
network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus?2
none
n3
.n4

2= ONTAP EzZ|A

D= ONTAP 22|A9 HR OISS MEY & JSLICH cluster ping-cluster -node <name>
HZMS Btolshe may-
_=2Oo=2 /|- - OO

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local

Host is
Getting
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster

Local

Remote

nl

addresses from network interface table...
.1

nl clusl
nl clus2
nl clus3
nl clusé4
n2 clusl
nZ2 clus2
n2 clus3
n2 clusé4
n3 clusl
n3 clus2
n4 clusl
n4 clus2

10.10.0.11
10.10.0.12 Cluster Vserver Id

nl
nl
nl
nl
n2
n2
n2
n2
n4
n3
n4
n4

ela
e0b
elc
eld
ela
eOb
elc
e0d
ela
ele
ela
ele

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

Basic connectivity succeeds on 32 path(s)

Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU

Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local

Local

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

0.

O O O O O O O O O O O O O O o o o o o o o

W W W wWw w w NN PR PR PR

to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to

on 32 path(s):

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

Remote

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

O O O O O O O O O O O O O O O o o o o o o o

.10
.11
- L2

R O 00 J o

O O O O O O O O O o o o

O J o U b w DN

.9
.10
11
.12
10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10

4294967293 Ping status:



Local
Local
Local
Local
Local
Local
Local
Local
Local
Local

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

8 paths up,

8 paths up,

0 paths down
0 paths down

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
Larger than PMTU communication succeeds on 32 path(s) RPC status:

O O O O O O O o o o

BB D DD W W

.4

to
to
to
to
to
to
to
to
to
to

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

25| ISL2 CL1 & ¢2 AQ|X|Z oto|az|o|M

1.

S AE AQX| CL10M ZE 1/311} 1/32E ZE=28tL|C}

Cisco HHO| CHSt XtA|St LHE

E EHFMR

CL1
CL1
CL1

(
(
(
(
(CL1
(

) #
) (
) (
) (
) (
) #

configure
Config)# interface el/31-32
config-if-range) # shutdown

o

—

CHE 7101=

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

EE=

config-if-range) # exit

Config)# exit

ST AE A9(X| CL20] HEE

S AE ALQX| CL29| ZE e1/31
HZ L

St ZEO|

CHAl

Cisco HZ0|| CHet XtM|st

LHE

BE AlolE

20

—

X e1/320]| A ISL(A

CHS 7H01=

S HA OIS 2

- 2{AH AR(X| CL10I|AM ISL ZE 1/311F 1/328

C = XX
= o=

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

O O O O O O o o o

(tcp check)
(udp check)

gLct.

.11
.12

.8
-9
.10
11
0.

12

—

X2+

E LCo| uH|

SIM| 2. "Cisco Nexus 3000 A|2|= NX-OS H

3) AOIE2 MAHE CHE uA|

SHMIR. "Cisco Nexus 3000 A|2| = NX-0OS &

AQ|X| C201 CHA| HE

o

22|K| Cc29

E

2d XbxXn

[ e

Lot
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O 2HFAMR

(CL1) # configure

(CL1) (Config)# interface el/31-32
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

3. CL10{|A ISLO| ZtSSH=X] &QIsHM| L.
Cisco HHO| CHet XtM|St LIE 2 CHS 710|EE HZTSIM|K. "Cisco Nexus 3000 A|2|Z= NX-OS B& &z,
IZE Eth1/31 & Eth1/32= LIS 2 EAISHOF &LICL (p) &, ISL ZETZI ZE Rf'dof| HEE|0] JACH= 20| IL|CE.

HE EHFAHR

CL1# show port-channel summary
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M

- Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

6. S2{AE AQ|X| C20/|lM ISLO| ES3Et=X] 2QlstM| K.

Cisco HZO0|| CHSH XEM|St LIS CI2 710|EE & XSHM| K. "Cisco Nexus 3000 A|2|= NX-OS &2 &hx |
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g EHFMR

IE Eth1/31 % Eth1/32= (P)E EAISHOF BLICE O|= S ISL XZEJI 25 ZE x{fdo HEE K JASS
o|OgfL|Ct.

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only) s -
Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

7. BE L0 WK 29X C20] HEE 2= SAH &4z AE ZES =2 FZLCL
network port modify -node node-name -port port-name -up-admin true

0 EHFMR

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port eOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port eOc -up-admin true
cluster::*> network port modify -node n3 -port ede -up-admin true
cluster::*> network port modify -node n4 -port ede -up-admin true

3CHA|: ZE LIFE Rl HE ZEZ &[F2|7|

1. BE E0j|M Oro| 20| MEl 2E 22 AH 4= HE LIFE =SELICH

network interface revert -vserver cluster -1if 1if-name



2. 22{AH M5 HZ ZEJLO|N S22 S0IUHEX]
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g EHFMR

CHS o2t 20| 2= S2{AH 4= AZ LIFE /HEXHQRE E[S2{0F LTt

cluster::
cluster::
DF>
WD
F>

cluster:
cluster:
Cluster:
Cluster:

*>
W

WD

network
network
network
network
network
network

network interface show

interface
interface
interface
interface
interface
interface

revert
revert
revert
revert
revert
revert

=

—vserver
—-vserver
-vserver
—vserver
—-vserver
-vserver

SfOISHMIR.

cluster
cluster
cluster
cluster
cluster
cluster

-1if
-1if
-1if
-1if
-1if
-1if

nl clus2
nl clus3
n2_ clus2
n2 clus3
n3_clus2
n4_clus2



g EHFMR

CtE ool M= LIEE ZEJ RS A3HMO R E|SHAZS EHELICH current Port E2| AE{V}
CHE2t Z&LICE true O|A Is Home E. ZEO| 20| Y= B false LIFE SH &KX $USLIC.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
eOb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus?2 up/up 10.10.0.12/24 n4
ede true

3. SYAH ZEJI AAEZIU=K| &HlstM K.

network port show -role cluster
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g EHFMR

cluster::*> network port show -role cluster
(network port show)

Node: nl

Ignore

Health

Node: n2

Ignore

Health

Node: n3
Ignore
Health

Port
Status

Cluster
Cluster
Cluster
Cluster

Cluster
Cluster
Cluster
Cluster

Broadcast Domain Link MTU

Cluster
Cluster
Cluster
Cluster

Broadcast Domain

Cluster
Cluster
Cluster
Cluster

Broadcast Domain

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps)

Admin/Oper

Cluster
Cluster

up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000

auto/40000
auto/40000

Health

Status

Health

Status

Health

Status



o

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -

A 22 AH QHM|0|Ao| HAY S 2QISHM K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIH AAE Az CHE MR DEE HA[SH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2-clusl
none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus?2
none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl
none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus?2
none
n3
.n4

D= ONTAP 2|2
D= ONTAP 22|A9 HR OISS MEY & JSLICH cluster ping-cluster -node <name>

o5 =L L— .
HEGS efelsts BE:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local

Host is
Getting
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster
Local =
Remote

nl

addresses from network interface table...
.1

nl clusl
nl clus2
nl clus3
nl clusé4
n2 clusl
nZ2 clus2
n2 clus3
n2 clusé4
n3 clusl
n3 clus2
n4 clusl
n4 clus2

10.10.0.11
10.10.0.12 Cluster Vserver Id

nl
nl
nl
nl
n2
n2
n2
n2
n4
n3
n4
n4

ela
e0b
elc
eld
ela
eOb
elc
e0d
ela
ele
ela
ele

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

Basic connectivity succeeds on 32 path(s)

Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.
Local 10.10.

0.

O O O O O O O O O O O O O O o o o o o o o

W W W wWw w w NN PR PR PR

to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to

on 32 path(s):

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

Remote

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

O O O O O O O O O O O O O O O o o o o o o o

.10
.11
- L2

R O 00 J o

O O O O O O O O O o o o

O J o U b w DN

.9
.10
11
.12
10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10

4294967293 Ping status:
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8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)
ATHA|: R E ZEQ} LIF7t 2HI27| 010| a2 ME|A=X| ZelgtL|Ct
1. OHS P S LSt -0l A= ZX[of Chet HEE HA|
CHE HE2 O = M=2E AAHY = ASFLIC

118

o

o

Local
Local
Local
Local
Local
Local
Local
Local
Local
Local

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.
Larger than PMTU communication succeeds on 32 path(s)

O O O O O O O o o o

SO s D D D D W W

.4

to
to
to
to
to
to
to
to
to
to

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

network device-discovery show

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

network port show -role cluster

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

O O O O O O o o o

network interface show -role cluster

system cluster-switch show

.11
.12

.8
-9
.10
11
0.

12

RPC status:



g EHFMR

n2

n3

n4

cluster:

::> network device-discovery show

Local
Port

ede

/cdp
eda
ede

Discovered

Device

Cl
Cc2
C2
Cl

Cl
C2
C2
Cl

Cl

C2

Cl
C2

(network port show)

Broadcast Domain Link MTU

:*> network port show -role cluster

Node: nl

Ignore

Health

Port IPspace
Status

ela Cluster
e0b Cluster
elc Cluster
el0d Cluster
Node: n2

Ignore

Health

Cluster
Cluster
Cluster
Cluster

Interface Platform
Ethernetl/1/1 N3K-C3232C
Ethernetl/1/1 N3K-C3232C
Ethernetl/1/2 N3K-C3232C
Ethernetl/1/2 N3K-C3232C
Ethernetl/1/3 N3K-C3232C
Ethernetl/1/3 N3K-C3232C
Ethernetl/1/4 N3K-C3232C
Ethernetl/1/4 N3K-C3232C
Ethernetl/7 N3K-C3232C
Ethernetl/7 N3K-C3232C
Ethernetl/8 N3K-C3232C
Ethernetl/8 N3K-C3232C

Speed (Mbps) Health
Admin/Oper Status

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -
Speed (Mbps) Health
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Broadcast Domain Link MTU Admin/Oper

Status

Cluster
Cluster
Cluster
Cluster

up 9000
up 9000
up 9000
up 9000

Broadcast Domain Link MTU

auto/10000
auto/10000
auto/10000
auto/10000

Speed (Mbps) Health

Admin/Oper Status

Cluster
Cluster

up 9000
up 9000

Broadcast Domain Link MTU

auto/40000
auto/40000

Speed (Mbps) Health

Admin/Oper Status

Port IPspace
Status

ela Cluster
e0b Cluster
elc Cluster
e0d Cluster
Node: n3

Ignore

Health

Port IPspace
Status

eda Cluster
elde Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

cluster::*> network interface show

Logical
Current Is
Vserver Interface

Port

Cluster
Cluster

Status

up 9000
up 9000

-role cluster

Network

Admin/Oper Address/Mask

auto/40000 -
auto/40000 -

Current

Node

nml clusl
ela true

nl clus2
e0b true

up/up

up/up

10.10.0.1/24

10.10.0.2/24

nl

nl



elc

e0d

ela

eOb

elc

el0d

eda

ede

eda

ede

nl clus3
true

nl clus4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clusé4
true

n3 clusl
true

n3 clus2
true

n4 clusl
true

n4 clus2

true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

cluster::*> system cluster-switch show

Type

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

nl

nl

n2

n2

n2

n2

n3

n3

n4

cluster—-network

FOX000001
true

None

Cisco Nexus Operating

CDP

cluster-network

Switch
Model
CL1
NX3232C
Serial Number:
Is Monitored:
Reason:
Software Version:
Software, Version 7.0 (3)I6 (1)
Version Source:
CL2
NX3232C

Software,

C2
NX3232C

Serial Number:

Is Monitored:

Reason:

Software Version:

Version Source:

Serial Number:

FOX000002
true
None

Cisco Nexus Operating
Version 7.0(3)I6 (1)

CDP

cluster—-network

FOX000003

10.

10.

10.

10.1.101

System

(NX-08)

10.1.102

System

(NX-08S)

10.1.103
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2.

3.

Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0(3)I6 (1)

Version Source: CDP 3 entries were displayed.

XS HAHEX 42 22 whEl S2{AH A9({X| CL2E AMFIELICEH
system cluster-switch delete -device cluster-switch-name

HAEDH S AE ALX[IF ZLEHEE=X] 2Ql5tM K.

|

system cluster-switch show

g EHFMR

CHS GloM = 21AH 22(X[7t 2LIHZE| = 0|fE E0ELICL Is Monitored ¥EIE true.

cluster::> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX3232C

Serial Number: FOX000001
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S3)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

C2 cluster-network 10.10.1.103
NX3232C
Serial Number: FOX000002
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version 7.0 (3)I6 (1)
Version Source: CDP

4. Xt Alo|A MHE XISt B2 AutoSupport HIA|X|E S ESH0] CHA| 2 AM3}5HM K.
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system node autosupport invoke -node * -type all -message MAINT=END



rhge sotea?
AQIXIS NP SO CHS S 23T 4+ YALICL"ASIK| Mef DLIEZ 74",

Cisco Nexus 3232C 22{AE AQX|E AQX|2|A HEZ WA

ONTAP 9.3 0| &0l M= AKX E S2{AH HERII A= EHAHUM F 71l =EJF &F
HZHE ZPAE{Z 0H0| 30| M S 2 QA L|CEH

HE QF Arg

Jto|=2tel
Ct2 X|&E HESIN K.

* 2L ASIX|2|A S2AE THOE 010|120 Mot AL FE gl0] IIYELICH thERO| LS 2
0| M8 22{AE M 917 TEJLE O UX|S 2 o0 HE S2AH NS HZ EEJH 4K, 671 £ 8

S O B2 9 AL O] BAIE AR Y 5= JUASLICH
* FHOl¥e LEOIME AQIXIE|A 2R A 42 HE IS AHEE + SlELICHL

© SRIAE| N 01 AQIX|S ALSSHT ONTAP 9.3 O[AS M%ets 7|20 2= SR{AE{} Ak 2L, A9IKE
== 2H0f| SEHO0|D AL A2 WA 4 YALITH

[ E I

CIS AFSHO| QI=X| EHOISHN|R.

- SRIAE AQK|Z GBE £ NS mEE PAE Y BAAEQILICL EL SUS ONTAP Y2|AE
Assiof gt

2 iSOl Hast so B8 SeiAe X5} 2l00), 0/S S8 ALY THE NS 52 Seiae Y o
20| HZELICH OIS S0, 2 S0 M8 22AH 4 912 BEJL £ ) s AAHOE 52 T} = of

ALt

22{X| oro|Z12f|of

= BXOME 2= SHAHM S22 AQK|E ®AHSHE A2|X|0f Cigh 2t AES THEH =0 thist =
A
=
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../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html
../switch-cshm/config-overview.html

Nodel ClusterSwitch1 Node?

{________________‘___J ClusterSwitch2 [::__————-———-—-—-—-—J

—P
MNode ' Mode2
Of|AlOf| 2t5tHod

Ct2 ZXto] ol M= "e0a"2t "e0b"E 2L ZEZ AE%= LEE B FLICH A|A”0] K2} =271 M2 OHE
S A ZEE A8 AS 5 ASLICH

1¢HA|: OF0|2|0]d ZH|

o Ng0 = HASHHH LHZS YHSHMR. v Al&dtets HIAXIZF EA|ZH:

1.

2}
1
o

=

set -privilege advanced

Vg ZEZE *> LIEFEL(C
2. ONTAP 9.3 0| &0l M= A2(X| gl= 2HAEC At &X| 7|50| 7|2X Q2 2d3tE|0] AFLICH.
oF HHES HASI A9(X[2|A 22AE YR 7L SYStE[J=X| 2ol = ASLC
network options detect-switchless-cluster show
ol E 2HFAHR

CHS ofldl 32 ST SM0| 2detz[of JY=X| HFEE 2o FL|C

cluster::*> network options detect-switchless-cluster show

(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

"AQK|2|A S AE X FMLIL HHE AL false NetApp X[IE 0 22[tM2.
3. 0] 23{AE{0f|M AutoSupport ZA sl AL AutoSupport HIA|X|E S50 X5 70| A MM S AX|EHL|CE.
system node autosupport invoke -node * -type all -message

MAINT=<number of hours>h
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OfC| n QX B2 7|7k A2t EtRIQILICE. O]
SOt XHS A[0|A NS RIS £ Y=E L

CHS ool M -2 2A12E S XS Al HdS AR

HE EHFMR

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

20| ZE gl #ojg 4

1. 2} A9Ix|o] SRAE EES 180 24810] 1219| S2{AE| EEJ} 22AF A9IX12 HZE| D 1529
S2|AE EEJL SAE| A9|K|22 AHETE BLICH o[2{3t D5 MAto| Syt W,
2. SR|AE EES AWt Y3 el MEHS HOIBLICt

network port show -—-ipspace Cluster

SHAE ZEJ} "e0a" U "e0b"Ql Lo E2| C}2 0f|0f| A Bt
152 "node1:e0b" & "node2:e0b"=Z AIHEIL|CE A|A
o

JE2 "node1:e0a" & "node2:e0a"2 AlHE| 1 L2
E2 &lofl
UZS 5 AELIC.

et =0t M2 CHE 22{AH ZES AME5t

Node1 C|u5ter5wilch1 MNode2

ClusterSwitch2

>

HEOf 20| A=K 2RISHM L. up ">3" Bt ZL0f| i3 healthy "HZ SEH" E0f CHoH.
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g EHFMR

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore

Health

Port
Status

IPspace

Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

3. B= 2HAH LIF7L 8 ZEO JA=X| &lstM K.

126

"is-home" €0| Y=X|

9000

9000

SRISHYAR. true ZF E2{AH LIFO]| CHaH:

auto/10000

auto/10000

network interface show -vserver Cluster -fields is-home

healthy

healthy



g EHFMR

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true

Cluster nodel clus2 true

Cluster node2 clusl true

Cluster node2 clus2 true

4 entries were displayed.

Ofot

ZEO| gl= SEAH LIF7L /e B2 s LIF

muin
Ofot

EZEZ E[SELICL

network interface revert -vserver Cluster -1if *

- 2o{AH LIFO| ther t3 =[S2]7| S HIZ-getgL o).

network interface modify -vserver Cluster -1if * -—-auto-revert false
O|™ CHA|Of| LIBE RE ZEJHER AX|0f HEEO] Y=X| &2lstN .

network device-discovery show -port cluster port

"HME HA|" 2 TETV AZE AR AL[X|Q| 0|F0[0{0F 2rL|Ct.

HE EHFAHR

CHE ool M= 22| AE ZE "e0a"2} "e0b"7t 22{AE AQ{X| "cs1"t "cs2"0fl SHIZH| HEEO| JSS
B ELICH

cluster::> network device-discovery show -port ela|e0b
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
e0b cs2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.
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ISHM| 2.

2o
= -

(=)
| B ES

A0

4 22 AH HH| 0|

6. 2
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

HZd HAE AR 2 MR 2 E BAIS=E BE:
network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>
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T [[72HAN) 224 2E7F H AR

2.

130

clusterl:

Host 1s node?2

Getting
Cluster
Cluster
Cluster
Cluster

Local

Remote = 169.254.209.69 169.254.49.125

Cluster Vserver Id 4294967293

= 169.254.47.194 169.254.19.183

Ping status:

Basic connectivity succeeds on 4 path(s

Basic connectivity fails on 0 path(s)

Detected 9000

Local
Local
Local

Local

169.254.
169.254.
169.254.
169.254.

byte MTU on 4 path(s):

47 .

47

19.
19.

Larger than PMTU
RPC status:

2 paths up,
2 paths up,

cluster ring show

oL|
T

HI
rin

a

i

®

2 0AH &7

HMH HESRZ ZHE YKot
202 O|L{o]] HEFOF CHA|

194 to Remote

.194 to Remote

183 to Remote
183 to Remote

communication

0 paths down
0 paths down

SO AL &

19| ZEOf| A%(X[2[A 74

efolgfLct.

—

169.254.
169.254.
169.254.
169.254.

:*> cluster ping-cluster -node local

addresses from network interface table...
nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
node2 clus2 169.254.19.183

nodel e0a
nodel e0b
node2 e0la
node2 e0b

)

209.69
49.125
209.69
49.125

succeeds on 4 path(s)

(tcp check)
(udp check)

F0|0{OF ZfL(Ct.

4= AL

® IS0 EE ABS UL} k53t 8 Wa), o5 Sof

HZSHOF LICt.

a. 1512 ZEO|M 2= 0|22 SAl0| Z2ILIC.

CHS olloilA #AHIolE2 2

Sl AlSE LI,

I.

LEO| IE "g0a"0f|A 22|=1

S AH B2 Z 29| A(X|Q EE "e0b"E



Nodel

ClusterSwitch1

Node2

ola

>

alb

ClusterSwitch2

eda

— -

aln

b. 21§19 ZEE MZ SX|1

Aoz A

'c'>'|-|_| |:_|-

CI2 olol|lA, =E19| "e0a"= = E29| "e0a"0l| HZAEIL|CT

Nodel

alla

@0t

A[X|2|A 2 AE HESS

ClusterSwitch2

Node2

>

SM2 OHSO0|M HSHELICH false OIAl true . Z[CH 457t 22 £ JASLICH
AQK[2[A FM0| AHE[N J=X| HRISHMR. true :

network options switchless-cluster show

CHZ oflofl M= A9IX[2[A S2{AE7L 2-detE0f

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

2{ 22| AF| QIE{H 0] 22| &

[0

AQ
o=

true

2USHMIR.

ASE EHFLICL
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIH AAE Az CHE MR DEE HA[SH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

2 E ONTAP ZzZ|A
D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>

o 5 =L L— .
HZHE Folots FY:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

@ CHE A2 Foi7t7] Fofl 25 10iA EH AZ0| M2 2Sot=X] &helstr| sl |4 22 St
7|Cte{oF SfL|Ct.
1. 18 29 ZEO st AX|2|A 742 HFeLC
£ =0

@ A HESZ ZHE UX[SH{H 1520 ZE HAAS BACHIL 7ttt of wa|, of
20 O|Ltjoff AEOf CEA] X Z3H{OF BHL T},

a. 1829 ZEOM 2= #H[0|=2 SAIof 22[EfLICE

CHS ool M= 2f =9 ZZE "e0b"0f| M #|0|S0| 22|=|1, 22{AF EHE2 "e0a" ZE 2t X HAS
Soll AlSE LT,
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Nodel MNode2

ela ala

e0b ClusterSwitch2 e0b

=

b. 129 ZEE M= SX|11 A0|22 HEFLICL

CHS OlolM, ==12] "e0a"= ==22| "e0a"0f| HEE[L, .L=E12] "eOb"E ==22| "e0b"0fl HAEL|L}.

—

Model Node2

ela ela

elb elb

3EHAI: 7 =l

1. & LEO| IEJI SHIZA| HAE|U=X| EOISHM .

network device-discovery show -port cluster port
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g EHFMR

CHS OloM = 221 AH ZE "e0a"2t "e0b"7t 2e{AE TIEL{Q| oy ZEO| SHIZH HEE0 JASS
B ELICH

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

eOb node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

- S AH LIFO| tit Xt =[S2]7|E ChAl 2detetLct
network interface modify -vserver Cluster -1if * -auto-revert true
- BE LIF7EEHO| A=K &elstde. R = FE 28 = ASLICHL

network interface show -vserver Cluster -1if 1if name
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O 2HFAMR

"Is Home" €0| A= ZR LIF7t Z| SR ELICE true , BAIE THZ nodel clus2 12|10
node2 clus2 CtZ Ol0flA:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

S AH LIFSTt 5 ZER S0tX| g2 3 22 LE0M +522 E[SLICH
network interface revert -vserver Cluster -1if 1if name

4. & L EO| A|AH 2E0N 2o 22{AH MEHE =HOIStMR.

=

cluster show
OE EHFA R

CHe HloM = & & 252 epsilon0| EA|ELICE false :

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

5.

o

A 22 AH QEM|0|Ao] HEHS 2QISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

HZd HAE AR 2 MR 2 E BAIS=E BE:
network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. X& #Alo|A MHEZ AX|TH 2L AutoSupport HIAIX|E SE5H0] CHA| 2435HN 2.
system node autosupport invoke -node * -type all -message MAINT=END

XS LHE 2 22 & ESHMIK. "NetApp KB 2A1 1010449: 02zl RX| 22| 7|2t S0 XH5 H|o|A MMS
AX|St= A

L od -

2. Ut FS CHA| ZE|XI2 HFELICH

set -privilege admin

Cisco 3232C AEZ|X| A9 K|

Cisco Nexus 3232C AE2|X| ALK 1A

Z220| = Cisco Nexus 3232C AEZ|X| AQX|E uwH[st2{™ CFS HHAE [EMR. 0l
Hrsl|7F E|X| Qb= AXHL|CE
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dE 27 At

7|1Z HERZ F40ll LSt 22 §40| L0{0F Bt

* Cisco 0|4l A2|X] Hio[X[ofl= A2|X|0f| EX|E %| 4 RCF 3! NX-OS HZFO0| IELCt.

* 5 ALK 2F0f| 22| HZO0| QL0{OF FfLICY.

() == 2882 et 2=El0] A9IKS DABOF BT HS HoliR

WH|2 Cisco Nexus 3232C AQX|= CIE23t 242 EME JhX{0f gL}

+ 22| WES|T HH0| ZHSefof BHLiCt,

—_

Kl

M 22| X|of| cHet 2

MU

H 20| 7hsdtiof L.
* MEot RCF 3! NX-0S 2& || O|0|X|E A2|X|0f| Z=38H{OF LT},
IKIS| 27| ALE X} F2|7t 2t =2 &[0{0F BLCt.

il

>

AQXIE WASHMR

O] HXtOME & HI Nexus 3232C AE2|X| AQ|X| S2E MER 3232C AQX| NS2Z2 WH[ELICH & LEE=

node12} node28!L|Ct.

1A WA AKX 7L S221K] 2elstM| R

1. 0] 22{AE{0| M AutoSupport E243}HEl 2L AutoSupport HIAIX|E S =38t X5 #H|0|A
system node autosupport invoke -node * -type all - message MAINT=xh

X

rir
e

X 2| 7|1 ZH (A ZH LT,

@ AutoSupport HIAIX[= 7|& X[&E| 0] RX| 22| 2HS Sef RA| 22] 7|12 S

AHO| A= =5 BfLICt.

2. AEE|X| L E XEO| HEHE 2QI5to] AER|X| A9|X| S10] HEE|0| A=X| &Hl5HM K.

storage port show -port-type ENET

PPN = ([ ES
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3.

140

g EHFMR

storage::*> storage port show -port-type ENET

Speed VLAN
Node Port Type Mode (Gb/s) State Status ID
nodel
e3a ENET storage 100 enabled online 30
e3b ENET storage 0 enabled offline 30
e7a ENET storage 0 enabled offline 30
e7b ENET storage 0 enabled offline 30
node?2
e3a ENET storage 100 enabled online 30
e3b ENET storage 0 enabled offline 30
e7a ENET storage 0 enabled offline 30
e7b ENET storage 0 enabled offline 30

ME 290K S12 A Y & U=K| =Hel5tM L.

network device-discovery show



g EHFMR

storage: :*> network device-discovery show

show 1ldp neighbors

Node/ Local Discovered
Protocol Port Device
Platform
nodel/cdp

e3a S1
NX3232C

eda node?
A700

ede node?
A700
nodel/11ldp

e3a S1

eda node?

ede node?2
node2/cdp

e3a S1
NX3232C

eda nodel
A700

ede nodel
A700
node2/11dp

e3a S1

eda nodel

ede nodel

. MAHSICt show 11dp neighbors & AP[X|0f|A
2IoI5tAM| K.

(LLDP:

ChassisID)

o
o

24
o

2
=

Al
=

0%t

Interface

Ethernetl/1

eda

ede

Ethernetl/1

eda

ede

Ethernetl/2

eda

ede

Ethernetl/2

eda
ede

AFF-

AFF-

AFF-

AFF-
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g EHFMR

S1# show 1lldp neighbors

Capability codes:
(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (O) Other

Device ID Local Intf Hold-time Capability Port
ID

nodel Ethl/1 121 S e3a
node?2 Ethl/2 121 S e3a
SHFGD2008000011 Ethl/5 121 S ela
SHFGD2008000011 Ethl/6 120 S ela
SHFGD2008000022 Ethl/7 120 S ela
SHFGD2008000022 Ethl/8 120 S ela

2B Aol 78

1. [[BIME A|AEIQ| Mt IES SHOISHH|Q.
storage shelf port show -fields remote-device, remote-port

HE EHFAHR

storage::*> storage shelf port show -fields remote-device,remote-

port

shelf 1id remote-port remote-device
3.20 0 Ethernetl/5 S1

3.20 1 = =

3.20 2 Ethernetl/6 Sl

3.20 3 = =

3.30 0 Ethernetl/7 S1

3.20 1 = =

3.30 2 Ethernetl/8 S1

3.20 3 = =

2. T ALIX| s20| HEE 2= AHO|SE HMARLIC

3. IE 70|22 | 29X NS20|| CHA| HZ LT,
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3CHA|: AQX| NS22| 2= EA| 72 =l

1. AEE|X| = ZEO| HEHE 2Ql5HM Q.

storage port show -port-type ENET

€ EHFMR

storage::*> storage port show

VLAN
Node
ID

Port

30

30

30
node?2

30

30

30

30

2. B ARIX|TL RE AH2 THSEHA|

e3a

e3b

eTa

e7b

e3a

e3b

eTa

e7b

ENET

ENET

ENET

ENET

ENET

ENET

ENET

ENET

EIQISHAI K.

network device-discovery show

-port-type ENET

storage

storage

storage

storage

storage

storage

storage

storage

Speed

(Gb/s)

100

100

100

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

online

offline

offline

online

online

offline

offline

online
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g EHFMR

storage::*>
Node/
Protocol
Platform

nodel/cdp

NX3232C

A700

A700

NX3232C
nodel/11dp

node2/cdp

NX3232C

A700

A700

NX3232C
node2/11dp

network device-discovery show

Local Discovered
Port Device (LLDP: ChassisID)
e3a S1

eda node?2

ede node?2

e7b NS2

e3a S1

eda node?2

ede node?2

e7b NS2

e3a S1

eda nodel

ede nodel

e7b NS2

e3a S1

eda nodel

ede nodel

e7b NS2

3. AEE|X| AJARIQ] MEt ES SHOI5HM Q.
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—

Interface

Ethernetl/1

eda

ede

Ethernetl/1

Ethernetl/1

eda

ede

Ethernetl/1

Ethernetl/2

eda

ede

Ethernetl/2

Ethernetl/2

eda

ede
Ethernetl/2

storage shelf port show -fields remote-device,remote-port

AFF-

AFF-

AFF-

AFF-



g EHFMR

storage::*> storage shelf port show -fields remote-device,remote-

shelf id remote-port

3.20 0 Ethernetl/5
3.20 1 Ethernetl/5
3.20 2 Ethernetl/6
3.20 3 Ethernetl/6
3.30 0 Ethernetl/7
3.20 1 Ethernetl/7
3.30 2 Ethernetl/8
3.20 3 Ethernetl/8

4. X3 20|A Md S AX|TH 22 AutoSupport HIAIX|E = E5H0] CHA|

system node autosupport invoke -node * -type all

CHE2 2Ae7te?

"AQIX| AEf BLIEE PA"

remote-device

NS2
S1
NS2

ErariEgiicl

-message MAINT=END
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