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1.

4.

0] 22{AE{0f|M AutoSupport ZASHEl AL AutoSupport HIA|X|E S ZE5I0] X5 70| A MM S AX|EHL|CE.
system node autosupport invoke -node * -type all -message MAINT=x h

7IM _x_& Rl 2e| 7|ZHAIZhH > LICt

@ AutoSupport HA|X| = 7|& X[ E0] O] RX| 22| XS &e] RAI 22| 7|12 Set xS #AH|0[A
dH0] AH| = =5 FfLICt.

ASER| 2= HAIXIZ}LIEILIR S Q2ielo] At £FS TFQ2 HHHLICL
set -privilege advanced

g ZEZE(*>)0| LIEFEL|CE.

-2 2 AH dz HE A0X[0f ol 2f =20 YE 2L 42 HZE QAHI0[A =5 EAIRLIC

network device-discovery show -protocol cdp

g 2HFAMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-02/cdp

ela csl Ethl/2 N3K-
C3232C

elb cs2 Ethl/2 N3K-
C3232C
clusterl-01/cdp

ela csl Ethl/1 N3K-
C3232C

e0b cs?2 Ethl/1 N3K-
C3232C

4 entries were displayed.

2t S2{AH QIE{Mo|AS] 22| = 2 HENE SfelgfLct

a. HESQIZ ZE £42 FAIRLIC

network port show —-ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000
healthy

elb Cluster Cluster up 9000 auto/10000
healthy

Node: clusterl-01

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000
healthy

e0b Cluster Cluster up 9000 auto/10000
healthy

4 entries were displayed.

a. LIFOf| cHst MEE EAIZLICH network interface

show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.

5.

o

4 22 AH QIEM|0| Ao HEYS 2QISHA K.

=



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HEA[SH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol R £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-02 clus2
none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-01 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-01 clus2
none

5= ONTAP Ez[A

D= ONTAP Z22|A9| AR CISE2 MEY = UELICE cluster ping-cluster -node <name>
HZHMS Bfolsts B
L=2OoO=2 /|- L OO-

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. SOISIM|R auto-revert HHEE BE Z2{AH LIFWA ZMSIEIL|ICE network interface show
-vserver Cluster -fields auto-revert

HE EHFMR

clusterl::*> network interface show -vserver Cluster -fields auto-

revert
Logical
Vserver Interface Auto-revert
Cluster
clusterl-01 clusl true
clusterl-01 clus2 true
clusterl-02 clusl true
clusterl-02 clus2 true

4 entries were displayed.
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A
1. 22{AH A9IXIE 2E| HIEHYI0| AZSLICE

—

2. \t83ICt ping NX-OS £2ZEQ|0{2} RCFE S AESH= AMH0)| CHet

ER
rulo
fot
o
el;
rr
ox
J
o
=
il

g 2HFANR

Of GiIM|OIM = AQAKIZHIP 4 172.19.2.19] MHO|| =&Y & QU=X| =elgtL|Ct,

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. S2R{AH AQIX|of| HZEE 2t =0 22{AE ZEES HA[RLICH

network device-discovery show
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g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
clusterl-02/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
clusterl-03/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*>

4. 2t 2|AE ZEQ| B2l % 2Y MES ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show -role cluster



12

g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false
clusterl::*>

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| A=K &lstM K.

=

network interface show -role cluster



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & S2AH ALX|0f TSt YEE & HA[SH=X| 2helgL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
C3232C

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs?2 cluster-network 10.233.205.91 N3K-
C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
clusterl::*>

- S AE LIFOIM XS E[S2(7|E HIZ2-getetL|Ch S A LIFE THEH S2{ A AQX|Z Foi =X =1 Chat
A2|K|0M F220|= EAHE +ASt= St olie ?Ix[of Hof [AS LI

network interface modify -vserver Cluster -1if * -—-auto-revert false

. NX-0S 2ZE¢|0{2t EPLD O|O|X|E Nexus 3232C AQ|X|0f| S AtetL|LCt,
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g EHFMR

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.4.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.4.bin /bootflash/nxo0s.9.3.4.bin
/code/nxo0s.9.3.4.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.4.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.4.img /bootflash/n9000-
epld.9.3.4.img

/code/n9000-epld.9.3.4.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS AZEQ0{9] A3l HMZ SQISHAM|R.

show version
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g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2019, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (3)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxos.9.3.3.bin
NXOS compile time: 12/22/2019 2:00:00 [12/22/2019 14:00:37]

Hardware

cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)

Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .

Processor Board ID FOCXXXXXXGD

Device name: cs?2
bootflash: 53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 36 second(s)

Last reset at 74117 usecs after Tue Nov 24 06:24:23 2020
Reason: Reset Requested by CLI command reload

17



System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

8. NX-OS O|0|X|E & X|gLIct.

O|0|X| mUS HAX[SHH AL/ X|E MFEE S Ot 0|0 X[ o] 2=E LTt
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g EHFMR

cs2# install all nxos bootflash:nx0s.9.3.4.bin
Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.4.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxos.9.3.4.bin.

[l 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.4.bin.

[l 100% -- SUCCESS

Performing module support checks.
[l 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module bootable Impact Install-type Reason

1 Yes Disruptive Reset Default
upgrade is not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt)
New-Version Upg-Required
1 nxos 9.3(3)
9.3(4) yes
1 bios v08.37(01/28/2020) :v08.32(10/18/2016)

v08.37(01/28/2020) no

Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y
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Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.
cs2#

9. A9|%7} HEEIE = NX-0S ATE0{9] M S 2OIStAIR.

show version
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g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (4)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 06:28:31]

Hardware
cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)
Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .
Processor Board ID FOCXXXXXXGS

Device name: rtpnpi-mcc01-8200-ms-Al
bootflash: 53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 14 second(s)

Last reset at 196755 usecs after Tue Nov 24 06:37:36 2020
Reason: Reset due to upgrade
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System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

10. EPLD O|0|X|E 120 =311 AQ(X|S KR SLICE
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g EHFMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA Ox11

cs2# install epld bootflash:n9000-epld.9.3.4.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required

1 SUP MI FPGA 0x12 0x12 No

1 SUP IO FPGA Ox11 0x12 Yes

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.
Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

1 SUP Success

Module 1 EPLD upgrade is successful.
cs2#

11. NX-OS HZF 9.3(11)2 2 ¥ 13j|0|=8t= AL EPLDS ¥ 13|0| =8H{0F BLICt golden O|O|X|S CHA| st
AZNSED AQIX|E AEEISHL|CH O K| O™ 12CHA |2 AL E L|C,

Tod LS — —



HC}'EPLD ¥02|0|= ZE[A L E, Z2|A 9.3(11)" AEM[SH LHE 2.
ol E 2HFAHR
cs2# install epld bootflash:n9000-epld.9.3.11.img module 1 golden

Digital signature verification is successful
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : MI FPGA [Programming] : 100.00% ( 64 of 64 sect)
Module 1 : IO FPGA [Programming] : 100.00% ( 04 of 04 sect)
Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.
cs2#

12. AQIXE MEET 2015t MER WO EPLD7} ¥3MO2 2EE|UEK] OIS Q.
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O 2HFAMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA 0x12

13. 22{AEQ 2HAE ZE MEHE QIS
a. SPAHS EE SE0M S2|AH ZEJHAE 0|10 Y

network port show -role cluster

o
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g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
cluster01-2/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
cluster01-3/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
c3232cC

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 N3K-



C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating S
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of o]Hofl EF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE 5= ASLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S %STP-2
Unblocking port port-channell on VLANO0092.
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2
Blocking port-channell on VLANOOOl. Inconsi
2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2
Blocking port-channell on VLANOO0S2. Inconsi

14. S2AETL YUK 2AQISHH L.

cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility
clusterl-01 true true
clusterl-02 true true
clusterl-03 true true
clusterl-04 true true

4 entries were displayed.
clusterl::*>

15. AQIK| cs10lM 6~14CHAIE gBHEBIL|CE

16. 2HAE LIFOIM Xt& E[E2|7|15 g4stetLct.

network interface modify -vserver Cluster -1if *

ystem (NX-0S) Software,

-UNBLOCK _CONSIST PORT:
Port consistency

-BLOCK_PVID PEER:
stent peer vlan.

-BLOCK PVID LOCAL:
stent local vlan.

—auto-revert true
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17.

S2AH LIFJI 8 ZEZ £S04

network interface show -role cluster

HE EHFAMR

clusterl::*> network interface show

Current Is
Vserver
Port

Logical

Interface

Statu

-role cluster
s Network

Admin/Oper Address/Mask

Current

Node

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 clusl

el0d

clusterl-01 clus2

e0d

clusterl-02 clusl

e0d

clusterl-02 clus2

el0d

clusterl-03 clusl

eOb

clusterl-03 clus2

eOb

clusterl-04 clusl

e0b

clusterl-04 clus2

eOb

up/up
true
up/up
true
up/up
true
up/up
true
up/up
true
up/up
true
up/up
true
up/up
true

8 entries were displayed.

clusterl::*>

S AE LIF7I E ZEZ S0IQX| %2 2L 22 L COf|A

network interface revert

-vserver Cluster

169.

169.

169.

169.

1609.

169.

169.

169.

TS E[SELIC

-1if <1if name>

254.

254.

254.

254.

254.

254.

254.

254.

.4/23

.5/23

.8/23

.9/23

.3/23

.1/23

.6/23

.7/23



x4 IFY(RCF) 72 MX| EE= gOg[0|=

Nexus 3232C A2QIX|E A

2 MESH = &% M Ot(RCF)S AX|eL|Ct A9 X|of 7|&
RCF It HEO| MX|EH Y= R

CF X2 ¢ ag|0|=gfL|Ct.

XA 7| 2ME HRSHM R A HES RAISHHAM Cisco 4= HZE A%[X[9] #4E X[2= YH" RCFE
AX[StALE 0] =2 off XEM|SE LIES LOLEMR.

A& 7tset RCF 714
Ct2 HOlAM= Chst 240 AF8E & = RCFE AL Fote 7ol ME JH58t RCFE MEISHN Q.

7% ZE Sl VLAN ALZ0]| Ciot iAo I8 2 RCF2| B 3! S8 &1 At MM S HESIN K.

RCF 0|2 29
2-228{AH-HA-E2|0[30}2 37 2HAEH+HA ZEE AME5t= L EE 6t X4 8719 LE7H U=
= 7H2l ONTAP 22{AE & X[ glL|C},

4-Z22{AE{-HA-E2{|0|30I2 =7 SHAH+HA EZEE ME%= LEE Tol6t] £[A 4719 LEJH U=
47H9| ONTAP 22 AEE X|EL|Ct.

1-22{AE-HA BE TE=40/100GbEE M E[0] JSLICH ZEO|A 37 2 AE/HA
Ezjmle XL AFF A320, AFF A250 2 FAS500f A| AE!Of|
LQBHL|CH St HIE IE= ME 22{AH ZTEZ AEE £ USLICH

- o =

1-23 AE-HA-E|0|30}2 T E = 4x10GbE 22|0| 20}, 4x25GbE E2{|0| 2012 (100GbE A L|X|2]
RCF 1.6+), 40/100GbEO| SH| L HEL|CH 37 SSAE/HAEZEE
A8 LEo| ZEM 37 S22 AE/HA E2fTl S X|RELICH AFF
A320, AFF A250 & FAS500f A|AE! EESH DE TEE M8 S2{AFH
TEE ANEE = JSLICH
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Wo| AL 100GbEZ 7 A& LIEL

fa| 4x10GbE ZE(E2|0|3012)2t 40/100GbE L EE CI2H &Yt = JHX|
RCF S&QIL|C}t. AFF A320, AFF A250 2! FAS500f A|AEIS X|Q|st ZE
FAS/ AFF =7} X|ElL|C},

AEZ|X| DE TEE= 100GbE NVMe AEZ|X| HE| SHA| LM E[0] Q&L

A& 7+5% RCF

Ctg B 3232C A91XI0 A8 7H5 ¢ ROFE Liget 2telLiCh 740 3= ROF B8 Hefeti|. ek Cisco
olCisl ASIA]" KBt LS

31


https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch

RCF O|&

S AH-HA-EH2{|0|30}2 RCF v1.xx

22| AE-HA RCF v1.xx

XEA RCF vi.xx

Z2{AE RCF 1.xx

HotE 2M
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H=E 74 OY(RCF) €%

Nexus 3232C A9|X|E XS AHot = X M O (RCF)2 AX|etL|Ct,
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o
>t
1
0x
10
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_| =5}
1%
158]
-
iul

HHSHA 2Bt 2HAE(ZO0 RELE RASE 27 213).

&2l RCF.
* RCFE X/ wfj A(X[0f| 2&2= AZHOF LTt

o| Zoj| &stod
O] HX}toi| A= ONTAP H& 3t Cisco Nexus 3000 Al2|= AQIX| HHE BT AtEdlof ghL|Ct ga| XI™E X g
ONTAP B™HE ALELCt.

of B} ol &s &2 ISL(2%%] 2 &3 ) 2 RSHX| SELICt Ol= RCF HE HF Q= Qs ISL HZ|
LAFHoZ JeF2 0|E = A7| W20 & * A&l |"°'|—|Ef St = 22AH ZYS 7Hs5H 5to| fldh LS
XM= the 29X M HAE sHotE S ZE 22{2H LIFE 298 THEH ﬁTIIIE Oro| 2|0 Mgt LTt

EXIE 2t=RSHAIZ] HHEHLICEH"NX-0S 3! RCF 2X| =H[" & S2&|ot L}3 Of2fl HHAIE =M.

1EHA: 22{X]0f RCF £ X|

1. SSHLt 2&E 248 AF2510] Switch cs20| 2321 CL,

2. FTP, TFTP, SFTP = SCP & dlLte| & ZZ2EES
SAFSILICE Cisco HE0l| CHot XtAet LHS12 e 7tol=
T Hx.

AHE5I0{ RCFE A QK| cs229| EEZ2A|0)|
2 XXM, "Cisco Nexus 3000 A|2|= NX-OS

O 2HFAMR

Of ofloll M= TFTPE AFE3t0{ RCFE A %[X| cs22| FEZHAI0 ZASH= WS HHFSLICH

cs2# copy tftp: bootflash: vrf management

Enter source filename: Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TETP get operation was successful

Copy complete, now saving to disk (please wait)...

3. O|H0j| CHRZE RCFE R EZ2HA|0 M ERLICE.

Cisco | CHSt XHM|Bt LHE2 s 710|EE & Z6HM|R. "Cisco Nexus 3000 A|2[Z= NX-OS & &z,

-
ot

33


prepare-install-cisco-nexus-3232c.html
prepare-install-cisco-nexus-3232c.html
prepare-install-cisco-nexus-3232c.html
prepare-install-cisco-nexus-3232c.html
prepare-install-cisco-nexus-3232c.html
prepare-install-cisco-nexus-3232c.html
prepare-install-cisco-nexus-3232c.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-3000-series-switches/products-installation-guides-list.html

34

O 2HFAMR

| K=l

0l 01|01|A1'—RCFlIr 2 B0 ELICL Nexus 3232C RCF vl.6-Cluster-HA-Breakout.txt
AR[X| cs20]| HX| &

cs2# copy Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout.txt running-
config echo-commands

(D ROFS! 8 43N, 3 AN 8l Ml MUE KB UM, AdlHlol SU1E 243
5SS R0t 0] XA 9T L2tof BiLic

HiL] &2 ZAIZILICEH show banner motd @&, ARX|Q] SHIE M1 252 &QISHHH T2
ool X|&lS 411 t2fof gL|Ct,

o

P AbSt

RCF I}0| SHIE Z| & T QIX| =HlstM K.
show running-config
SHIE RCFI JA=X| 2elsty| 2fsl £ S =tele wf Ch2 HE7F SHHEX| 2QI5HN K.

° RCF Hi
o LEOIFTE MY
° ALEXL HO

EH2 AMOIE Fd0of| wap FEHELCH ZE Q™S 2Qldt dX|eh RCFO| tiel £ HE Ao A=K
%Eﬂi:&iig EESIN| Q.

AQX| FLGof| Ol ALE X} Fo|E ChA| MERILICH EXSICH'Z0|=E 8! 714 1B A AE" R7I2 HQot
HE Aol ot XA L2 -E—QIOHHIR.

712 4 M8 BEE MERLICL write erase.cfg REZEHA0] U= DA YJLICE

o]

() cras Tusor siuict * kSR 0|2 B HILMS * 2| 1P T4 7| Ho|ER 0| * A91%] OIS

r

cs2# show run | section "switchname" > bootflash:write erase.cfg
cs2# show run | section "hostname" >> bootflash:write erase.cfg
cs2# show run | i "username admin password" >> bootflash:write erase.cfg

cs2# show run section "vrf context management" >> bootflash:write erase.cfg

cs2# show run | section "interface mgmtO" >> bootflash:write erase.cfg
RCF HT™ 1.12 0| &2 HX|5l= 22 Ci2 BES AN K.

cs2# echo "hardware access-list tcam region racl-lite 512" >>
bootflash:write erase.cfqg


cabling-considerations-3232c.html
cabling-considerations-3232c.html
cabling-considerations-3232c.html
cabling-considerations-3232c.html
cabling-considerations-3232c.html
cabling-considerations-3232c.html
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cabling-considerations-3232c.html
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cabling-considerations-3232c.html

cs2# echo "hardware access-list tcam region gos 256" >>

bootflash:write erase.cfg

XA 718 EME HESIHR "HA HES FXISHHEA Cisco &= HE A9|X|2] FEE XR=
LHE2.
9. CI2S &QUSHUAIR. write erase.cfg OIMTHE DHUO| MM SLICH.

show file bootflash:write erase.cfg
10. L&SICt write erase X MEE HE XR&=

cs2# write erase

Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n)

1. o|™oll MEE 7|2 THE AlZF ol SARLICH

cs2# copy bootflash:write_ erase.cfg startup-config

12. AQIK| cs2E MEEISIM R:
cs2# reload

This command will reboot the system.

13. ARIK| cs10lM 1~12EHAIE BHEBtL|CH

14. ONTAP 22{AH9| RE L EO| ST AF ZES A9

20HA AR(X] AZE =l

1. 22{AH ZEO| HEE ALK ZEI}*ES*SI=X|

show interface brief | grep up

ey
o o

[n] ¥y

(y/n)?

|X] cs1 & cs20i| HASHL|CE

" Kbt
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g EHFMR

csl# show interface brief | grep up

Ethl/1/1

1 eth access up none
10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --

[¢]
Ot

2. cs11t cs2 AO|Q] ISLO| ZtS3H=X| ZHRl5HA| 2.

r

show port-channel summary

HE EHFMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)
csl#

3. 2AE LIF7I 8 ZEZ &|S0IZH=X| E0IsHA|R.

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Statu

Admin/Oper Address/Mask

-role cluster
s Network

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

clusl up/up
true
clus2 up/up
true
clusl wup/up
true
clus2 up/up
true
clusl wup/up
true
clus2 wup/up
true
clusl wup/up
true
clus2 up/up

true

8 entries were displayed.

clusterl::*>

S AFE LIFS7} 2 ZER S02X|

ol HO A
A2 ER 32

-vserver <vserver name> -1if <1if name>

. S AEJ} MAbOIX

O -

cluster show

SISHAIR.

=

169.

169.

254

169.

169.

169.

169.

169.

169.

2 EE2|MK. network

254.

254.

254.

254.

254.

254.

254.

3.4/23

.3.5/23

3.8/23

3.9/23

1.3/23

1.1/23

1.6/23

1.7/23

interface revert
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

3CH7|: ONTAP 22{AH &Y
NetApp System ManagerE AH&5t0{ Mf S2{AEE MW A2 AL

System Manager= =& 22| IP A &t S2{AE X7|3H 22 AS M *, OD2EZE 1M X7 AEE|X]
ID2H|XY S Eeste] S2{AH HE 8l g 2[$h ZHHstn #|2 YIEZE MSLICH

EZSIC} "System ManagerE AHE5H0] A 22{AE0| ONTAP 4" A X|A2 7|8 XN K.

RCFE &X[et =0l LhS

o

e & JSLICE "SSH 7S =elsti|a".

& 74 OrY(RCF) & 180|=
A

9IX|0fl 7]Z RCF I+ B{H0| MX|=|0f Q= HS RCF HHS aao|=gtLict.

* 2G| ASots ERMAH(Z00 LRELE RAFSH 2Rt 8LS).
&2l RCF.

* RCF TS YO|0|Este B2 Adts £E 0|0|X|E gtdot= RCF2| R E F#40| ZRELICE

#ixjl 2 o|D|X|2 gt

IS S 2E 7242 M OF otz 2 RCFE CHAl HE3t7| Tof| HASHOF gLt
O|FH| ot g= xR 0

| QAR ASLEL|C

O] Xt B0ll= 2 £ ISL(2%IX| 2F 213)0| HRSHK| &LICt O]= RCF M HAHOZ Il ISL

@ HEO| LAHLZ FeS O|1E + A7 HEof EAE 7|sULItt. ST gle ELAH 23S 285}
floll CH2 XM= e A9|X|0M HAE 5= S 2= SHAE LIFE 23 LHEH
AQ|X| 2 Oto|azf|o|detLct.
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ME A9/%| ALEQ0] BIHT RCFE AX|5P7| Mol A9IX| HHES X121 7|2 242 43
(D #uck 290% 452 N9e 52 2a2 ALBSH0] A9IX0] AZefo SpALL 7| 7 FE
B Esfor LIk,

1EHA|: 20| = FH|
1. 22AE AQX|0f| HEE 2t L =9| E2{AE ZES HA|RLICEL
network device-discovery show

HE EHFAHR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

e0d cs?2 Ethernetl/7 N3K-
C3232C
clusterl-02/cdp

ela csl Ethernetl/8 N3K-
C3232C

eOd cs?2 Ethernetl/8 N3K-
Cc3232cC
clusterl-03/cdp

ela csl Ethernetl/1/1 N3K-
Cc3232cC

e0b cs?2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
C3232C

clusterl::*>

2. 2t 2o{AH ZEQO| #2| 3 2F HEHE =elgtLct.
a. BE SAH ZEJ F4 JEIZ ZSoh=X| 2eloth K.

network port show -role cluster
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g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Ignore

Health Health
Port IPspace
Status Status
ela Cluster
healthy false

e0d Cluster

healthy false
Node: clusterl-02

Cluster

Cluster

Broadcast Domain

up

up

9000 auto/100000

9000 auto/100000

Speed (Mbps)

Link MTU Admin/Oper

Ignore

Health Health
Port IPspace
Status Status
ela Cluster
healthy false

e0d Cluster

healthy false

Cluster

Cluster

8 entries were displayed.

Node: clusterl-03

Broadcast Domain

up

up

9000 auto/100000

9000 auto/100000

Speed (Mbps)

Link MTU Admin/Oper

Ignore

Health Health
Port IPspace
Status Status
ela Cluster
healthy false
e0b Cluster
healthy false

Node: clusterl-04

Ignore

Cluster

Cluster

up

up

9000 auto/10000

9000 auto/10000



Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false
clusterl::*>

b. @E Z2{AE QEHO|A(LIF)7I & ZEN U=X| &2ISHH L.

network interface show -role cluster



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & S2AH ALX|0f TSt YEE & HA[SH=X| 2helgL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true
Switch
Model

csl
NX3232C
Serial Number:
Is Monitored:
Reason:
Software Version:

Version

Version Source:
cs2
NX3232C
Serial Number:
Is Monitored:
Reason:

Type Address

cluster-network 10.233.205.92
FOXXXXXXXGS

true

None

Cisco Nexus Operating System (NX-0S) Software,

9.3(4)
CDP
cluster-network 10.233.205.93
FOXXXXXXXGD
true
None

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version
9.3(4)
Version Source: CDP

2 entries were displayed.

3. 22AH LIFOIM Xt& = S2[7| S Hlg-geteot.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

2CHA: E 31 d

1. 2 AE AQK| cs20| M LEQ| 22{AEH ZEO HZE TEE EFTHL|CL

43



cs2> enable

cs2# configure

cs2 (config) # interface ethl/1/1-2,ethl/7-8
cs2 (config-if-range)# shutdown

cs2 (config-if-range) # exit

cs2# exit

HIEST HF SHIS YRR ABE BE JIAE EES B SR X4 T3
(D =MBEZSMR "A%Ix] OS YIA0IE & Z24AE| LIFS 0jo| 20|42 mf =7} F2ig
si0fik & LITh P LIB 2.

. S22 AEH ZEJ 22AE AQK| cs10f| SARE XEZ MO EX|E|U=X| SIFgLICH H = M ZE 2
olAL|C}
M- .

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 ela false

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 ela false

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 ela true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 ela false

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 ela false

8 entries were displayed.

clusterl::*>

3. 22 AEJ} MAOIX| =t

=

cluster show

OlSHM| 2.
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4.
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g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

OFZ| MZSHA| QIUCHH CHZ BH| £ S HAE MU0 SAISHO Bl A(X] 749 AH2E KESIN K.
show running-config

oAXl| AtO|2] AFEX} ™ol FVF AtAE 7|ZELICE running-config 2|11 AFE B2 RCF DY (0f]: =29
SNMP 7 4)

712 74 ME dEE MELYLICH write erase.cfg FEZZHA|0] U= TFAJLICE

() cres usol stuict ~ ALBRE 0|2 3 HlLMS * 22| 1P F4 * 7|2 Ao ER0| * A91%] OIS

cs2# show run | section "switchname" > bootflash:write erase.cfg

cs2# show run | section "hostname" >> bootflash:write erase.cfg

cs2# show run | i "username admin password" >> bootflash:write erase.cfqg

cs2# show run | section "vrf context management" >> bootflash:write erase.cfg
cs2# show run | section "interface mgmtO" >> bootflash:write erase.cfg

RCF H7T 1.12 0|22 Y2||0|=5t= E R LS BES 25t K.

cs2# echo "hardware access-list tcam region racl-lite 512" >>
bootflash:write erase.cfg

cs2# echo "hardware access-list tcam region gos 256" >>
bootflash:write erase.cfg

22 SQISHIAR. write erase.cfg O&THE IHUO| xHI M ELICH
show file bootflash:write erase.cfg

HEHSICH write erase WA MEE 2HE X H

o

cs2# write erase



10.

1.

12.

13.

14.

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

OjFofl MZE 7|2 &S AlE 0| ZALICE

cs2# copy bootflash:write_ erase.cfg startup-config

AL|X| cs2E MR L C:

cs2# reload

This command will reboot the system. (y/n)? [n] y

2| IP FA00 CHA] F2E 4= A E[H SSHE Sl 22| X|0f 22 Q1EfL|C}.
SSH 7|t 2HAEl S AE MU S=S AC0|EBOF & == JUELICE

FTP, TFTP, SFTP EE= SCP & oL M& T2 EZSS AL25I0] RCFE A2|X| cs22| FEZ2iAl0]

e
S AFRILICt. Cisco 'I'Ewﬂ Lot XiMet 82 S 7H0| =5 HZSHM|R. "Cisco Nexus 3000 A|2|= NX-OS
T HE"I0|E

HE EHFAHR

O] 0iloil M= TFTPE A83H0] RCFE ARIK| cs22| REZEA|0f SAISH: HHE HoFLIC

cs2# copy tftp: bootflash: vrf management
Enter source filename: Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TFTP get operation was successful
Copy complete, now saving to disk (please wait)...

O|Hofl Ct2Z =9t RCFE FEZ2HAl0 HEEILICE

Cisco | CHSt XEM|Bt LI 2 ST 710|EE EHZSHM|R. "Cisco Nexus 3000 A|2[= NX-OS H&E &=z
7l0|E

O 2HFAMR

0| olofl M= RCF IS HO{ELICE Nexus 3232C_RCF vl.6-Cluster-HA-Breakout.txt
ALQIX| cs20i| MX| B

cs2# copy Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout.txt running-
config echo-commands
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@ RCFQ| EX| HuArel, S HuAleh 8l B MMS XtAIS] eioM| K. 22X|o| SHIE Fdut
HESS 2ESEH 0| X[HE 41 wfatof ghuct.

15. RCF I{0| SHE Z| 4l H{TQIX| 2I5IM K.
show running-config
SHHE RCFIt JAE=X| 2lsh7| 9l 2215 2ol mfj LS Y27t SHHEX| 2HelstM| K.

° RCF Hi{
o LCQIHE MY

° AEX HO|

EH2 MOIE Fdof| wap FEHELICH ZE - S 2Qlst @X|eh RCFO| tiel £ HE Aol A=K
E Elﬁ LEE HZESHMR.

16. AQ|X| 24oj| O|F Q| ALEXt HO|E CHA| HERLICH FERSHCHAO|SE U 74 13 At HE" FIIZ HQot
B Atehof| CHet XiAfet LHE 2 E2[5HMIR.

17. RCF {1t AQ|X| MH0| SHIEX| 2QI%t = running-config IF'Y S startup-config IHA 0| S AFEHL|CE.

Cisco HEO| CHot ATt LHE2 ST 710|EE & ZSHM|R. "Cisco Nexus 3000 A|2[= NX-OS E&E &H="
7I0|E

cs2# copy running-config startup-config
[He##H#HHHHHHHAASAHAHHH AR AR A A S HHHHHHHHEH] 1002 Copy complete

18. *‘-?Iil cs28 MFEELICE AQXI7t MERE = S =0 EUE "SSAE ZE CHR2" O|HIEE FAY =
M

cs2# reload
This command will reboot the system. (y/n)? [n] y

19. 22{AE{Q| 22{AH XE MENE FoletLCt.

a. 2H{AHQ BE L EO0|M e0d ZETL &E F0| 10 FARIX| &QI5HN K.

network port show -role cluster
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g EHFMR

clusterl::*> network port show -role cluster
Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
e0b
healthy

Health
IPspace
Status

false
Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false
Node: clusterl-04

Ignore

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000
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=
ol
A

. SRAE{0M ASIX| MEHS 2

alo

Broadcast Domain Link MTU Admin/Oper

Speed (Mbps)

Health Health
Port IPspace
Status Status
ela Cluster
healthy false

eld Cluster

healthy false

8 entries were di

=

).

Cluster

Cluster

splayed.

QIBHLICHLIFZt eOdOfl $IX|SHA]|

up

up

oto O

LS ——

9000 auto/100000
9000 auto/100000
2 AQK| cs27t HAIE|X| &2

A
T



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7
N3K-C3232C

eOd cs?2 Ethernetl/7
N3K-C3232C
cluster01-2/cdp

ela csl Ethernetl/8
N3K-C3232C

e0d cs?2 Ethernetl/8
N3K-C3232C
cluster01-3/cdp

ela csl Ethernetl/1/1
N3K-C3232C

e0b cs2 Ethernetl/1/1
N3K-C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2
N3K-C3232C

e0b cs?2 Ethernetl/1/2
N3K-C3232C

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90
N3K-C3232C

Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
9.3(4)
Version Source: CDP
cs?2 cluster-network 10.233.205.91
N3K-C3232C
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Serial Number: FOXXXXXXXGS
Is Monitored: true
Reason: None

Software Version: Cisco Nexus Operating System (NX-0S)

Software, Version

9.3(4)

Version Source: CDP

2 entries were displayed.

®

®

SHAH LBV HAOZ HE|J(HK| £[CH 520] AE £

O|Fofl AQ|X|0ll EEEI RCF H{ZFO 2} cs1 AQIX| 2L0|M CI2 £HE 2 4 UBL|CE
2020 118 17 16:07:18 cs1 %$ VDC-1 %$ %STP-2-UNBLOCK_CONSIST PORT:
VLANO0920| A EE port-channel1 Xttt A LE At o| S1E|JASL|CH 2020 118
172 16:07:23 cs1 %$ VDC-1 %$ %STP-2-BLOCK_PVID_PEER: VLANOOO10{l A port-
channel12 AtEHL|CE D0 VLANO| 2t=|X| & LICt 2020 1128 172 16:07:23 cs1
%$ VDC-1 %$ %STP-2-BLOCK_PVID _LOCAL: VLAN00920|A port-channel12
KtetetL|ct 22 VLANO| 2HE|X| ob&LCt.

SLCt

$0

20. 22{AH AK| cs10f|AM EQ| 2AE ZEQ HEE ZEE SZRIL|CE

O 2HFAMR

CHS GIF0IAM = 1EEAIS| QIE{H[O|A Of|X| £ S AFEEILICEH

csl(config)# interface ethl/1/1-2,ethl/7-8
csl (config-if-range)# shutdown

21. 2HAE LIFJ 291X] cs20f| =AEE ZEZ 00| J2f|0| M| =X| goletL|ct R £ F 2 & A&

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 e0d false

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eld true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d false

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOb false

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOb false

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true

8 entries were displayed.

clusterl::*>

-role cluster

22. SAEIF HAYQUX| ZolstA Q.

=

cluster show



g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

23. AQIK| cs10| M 4~19CHAIE HESRIL|CH.

24. 22{AH LIFOIM XIS = 22712 8ot gLict

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert true

3CHA:

Z2iAE HIESIT T4 U S2AAE A6 2ol

1. So|AE ZEO HZ

[
[>
o
Ras
H
(m
N

*
i)l
omn

*
Of
rir
Ral
fot
ro
Of
=
=0)

show interface brief | grep up

HE EHFAHR

csl# show interface brief | grep up

Ethl/1/1

1 eth access up none
10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --

2. cs11} cs2 AFO|Q] ISLO| ZtS5H=X| ZHQI5HA| 2.
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show port-channel summary

HE EHFAHR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32(P)
csl#

3. 23 AH LIF7} & ZEZ F|S0IH=X| SQISHNI L.

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Statu

Admin/Oper Address/Mask

-role cluster
s Network

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

clusl up/up
true
clus2 up/up
true
clusl wup/up
true
clus2 up/up
true
clusl wup/up
true
clus2 wup/up
true
clusl wup/up
true
clus2 up/up

true

8 entries were displayed.

clusterl::*>

SHAH LIFS7I 2 ZEZ S0tX| 2
-vserver vserver name -1if 11

S AEIF HAMQIX

O -

cluster show

SISHAIR.

=

name

AR #3502 E|E2|N K.
£

169.

169.

254

169.

169.

169.

169.

169.

169.

network

254.

254.

254.

254.

254.

254.

254.

3.4/23

.3.5/23

3.8/23

3.9/23

1.3/23

1.1/23

1.6/23

1.7/23

interface revert



of

rio

£ ENFAMR

clusterl::*> cluster show

Eligibility

Node Health
clusterl-01 true
clusterl-02 true
clusterl-03 true
clusterl-04 true

4 entries were displayed.
clusterl::*>

true
true
true

true

4 22 AH QHM|0| Ao AAYE &CISHA K.

o =
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist

MM AMNE ANZBHCIE ME MEE HA|ISHE @3 network interface check cluster-

connectivity start J2|1 network interface check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

0 HAHSH7| Foj| R = St 7|CHE|HAL. show MIF HEE HAISH= EEYLIC

clusterl::*> network interface check cluster-connectivity show

sSource
Packet
Node Date LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2
none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2

none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2
none

clusterl-03

clusterl-04

2= ONTAP Ez[|A

DE ONTAP 22|A9 AR LIS AIE &

$0

58

Destination

LIF

clusterl-02 clusl

clusterl-02 clus2

clusterl-01 clusl

clusterl-01 clus2

&LICE cluster ping-cluster -node <name>



HEY

mjo
Jiot

ol5h= H&: cluster ping-cluster -node <name>

clusterl::*> cluster ping-cluster -node local

Host is clusterl-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0a
Cluster clusterl-03 clus2 169.254.1.1 clusterl-03 e0Ob
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 eOb
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 e0Oa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 eOd

Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0Oa

Cluster clusterl-02 clus2 169.254.3.9 clusterl-02 e0d

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8
169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

w W w w kL PP

Basic connectivity succeeds on 12 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):

Local 169.254.1.3 to Remote 169.254.1.6
Local 169.254.1.3 to Remote 169.254.1.7
Local 169.254.1.3 to Remote 169.254.3.4
Local 169.254.1.3 to Remote 169.254.3.5
Local 169.254.1.3 to Remote 169.254.3.8
Local 169.254.1.3 to Remote 169.254.3.9
Local 169.254.1.1 to Remote 169.254.1.6
Local 169.254.1.1 to Remote 169.254.1.7
Local 169.254.1.1 to Remote 169.254.3.4
Local 169.254.1.1 to Remote 169.254.3.5
Local 169.254.1.1 to Remote 169.254.3.8
Local 169.254.1.1 to Remote 169.254.3.9

Larger than PMTU communication succeeds on 12 path(s)
RPC status:

6 paths up, 0 paths down (tcp check)

6 paths up, 0 paths down (udp check)
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SSH 714 = =it

CSHM(Ethernet Switch Health Monitor) ! 23 % 7|2
AL{X|0| A SSH B! SSH 7|7t &4t J=X| 2RIt K.

T
1. SSHII 2d3te|0] A=A ZRISHMIK.

(switch) show ssh server
ssh version 2 is enabled

2. SSH 7|7} 2d3tE|0] U=X] 2QISHHIR.

show ssh key
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(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBe jx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2VIZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbgVIewCdgWgxzrIY5BPP5GBAxQJIMBiOwWEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

FIPSE Zdste mf Ltz S ALE3I0] AQ(X[0| M HIE 5 25622 HAGOF YLILt. ssh key

ecdsa 256 force.=2LC}"FIPSE AI20610] HEQIT Hot 24" XbAM|SH LHE L.

HE = UASLICE "A9|K| HEf ZLEHZE 74

1
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3232C EAH AKX E & 7|24 2 MMAMSHEH 3232C

A9IX| MEE

- K™ 2&2 ALRS10] A9IX|0] HZsHOF BHLICH
+ 0| Zfgle Ea| YEYI | T4 HAFSLC
A
1. 7|E 242 XIS

L|C}.

write erase
(cs2)# write erase

Warning: This command will erase the startup-configuration
Do you wish to proceed anyway? (y/n) [n] y

2. AQIX| AZES0IS ChA| ZESIAIR:

reload

(cs2)# reload
This command will reboot the system (y/n)? [n] y

AlAEIO| HEEIE| T 74 ORAAF ARHEILICE SEis)

S SotItS DRH|NYS FEID Yt NES
A2 B A S LITE 2" S BIAIXIZH LIERLR (G/ORLI2)[n] ol Ch3t ErsHO] G2l 2=, 14 Klsstaiet of 2
Sefsfor gLk,
chee SoteiUt
AQIK|S HUHS S0

TSt kel R AFol SEA| =6 =ELIC.

2ES XIOF gLt
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