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O] EXI0|A= ONTAP E& 1} Cisco Nexus 3000 A|2| = AQX| HHEZ D5 AL2SHOF BILICH EE| X[™EX| b= 3t
ONTAP HHZ AtEgtL|C}.

|

1. 0] 22{AE0f|A AutoSupport &83tHEl 22 AutoSupport HIAX|E S E510] X}E 7|0|A MM S A|BL|Ct.
system node autosupport invoke -node * -type all -message MAINT=x h

O7IM _x_& &Kl 2e| 7|ZHAIZhHYLICt

@ AutoSupport HIA|X|= 7|= K| E0| O] RX| 22| ZHE el RX| 22| 7|2F St Xt A o|A
MHo| AX|E == gfL|Ct.

2. AKX 2= HIAIXIZ} LIEFLIH *y*E 25t Yot £F2 1502 HAFeLC
set -privilege advanced
g TETE(*> )0| LIEFLICE

3. 2 22 AH 4z HE AL(X|0l| CH3 2 =of LM E 22AH 4T HE QIED0|A 5 HAIFLICH
network device-discovery show -protocol cdp

g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-02/cdp

ela csl Ethl/2 N3K-
C3232C

e0b cs?2 Ethl/2 N3K-
C3232C
clusterl-01/cdp

ela csl Ethl/1 N3K-
C3232C

elb cs2 Ethl/1 N3K-
C3232cC

4 entries were displayed.
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a. HEQ3X®

Im

network port show -ipspace Cluster

HE EHFAMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02
Port IPspace
ela Cluster
healthy
eOb Cluster
healthy
Node: clusterl-01
Port IPspace
ela Cluster
healthy
e0b Cluster
healthy

Broadcast Domain

Cluster

Cluster

Broadcast Domain

Cluster

Cluster

4 entries were displayed.

a. LIFofl chst

MHEHE HA|ZLI|CH network interface

Speed (Mbps) Health
Link MTU Admin/Oper Status
up 9000 auto/10000
up 9000 auto/10000

Speed (Mbps) Health
Link MTU Admin/Oper Status
up 9000 auto/10000
up 9000 auto/10000

show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HEA[SH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Hoj| R £ St 7|CiE| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-02 clus2
none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-01 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-01 clus2
none

5= ONTAP Ez[A

D= ONTAP Z22|A9| AR CISE2 MEY = UELICE cluster ping-cluster -node <name>
HZHMS Bfolsts B
L=2OoO=2 /|- L OO-

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. SOISIM|R auto-revert HHEE BE Z2{AH LIFWA ZMSIEIL|ICE network interface show
-vserver Cluster -fields auto-revert

HE EHFMR

clusterl::*> network interface show -vserver Cluster -fields auto-

revert
Logical
Vserver Interface Auto-revert
Cluster
clusterl-01 clusl true
clusterl-01 clus2 true
clusterl-02 clusl true
clusterl-02 clus2 true

4 entries were displayed.
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HE Q7 ALKt

AlZtst7| o

ChS AL S 2QISHU AR, * AQ[X| Ao oixf U], * ™3| 2F5H= EHAE (20| LFLE FASE 2X|7t 813).
* "Cisco O| Ul AKX o[ X[". X|2E|= ONTAP % NX-OS I:|'| % AQIX| 22 EE XA, * "Cisco
Nexus 3000 Al2|= AL|X|", Cisco 29| X FO2|0|= Sl CH2 20| = EXtof| CHet MA| A= Cisco & AFO|EO|| A
MSEl= oie 2ATEQ0] 5! ¥O20|= 7I0|EE HZTSHUAIL.

AT EQOE HX[SHMR

O| EXtofl A= ONTAP E&E1} Cisco Nexus 3000 A|2|= A|X| BHE 25 ALESlOf efL|Ct Ee| X|™H = X| b= of
ONTAP HHZ AtEefL|C}.

"NX-OS 5! RCF AX| ZH["0| A HXIE 22t = o2l THAIE [MEMAIL.

|
1. SHAE AQIXE 22| HE o AZAFLIC

—_

2. AF83ICt ping NX-OS AZEQ|0{2t RCFE SAESH= MH0|| Lot HAS &lsh= HFEYULICH
0 E 2HFMR

| Of|H|oi M= ARAKITHIP T4 172.19.2.12] MHO|| EEE  J}=X| =lgiL|ct

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. Z2AH ARX|of HAE 2 LEo| 22{AH EEE EAFLICL

network device-discovery show
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g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
clusterl-02/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
clusterl-03/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*>

4. 2t 2|AE ZEQ| B2l % 2Y MES ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show -role cluster
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g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false
clusterl::*>

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| A=K &lstM K.

=

network interface show -role cluster



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & S2AH ALX|0f TSt YEE & HA[SH=X| 2helgL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
C3232C

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs?2 cluster-network 10.233.205.91 N3K-
C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
clusterl::*>

- S AE LIFOIM XS E[S2(7|E HIZ2-getetL|Ch S A LIFE THEH S2{ A AQX|Z Foi =X =1 Chat
A2|K|0M F220|= EAHE +ASt= St olie ?Ix[of Hof [AS LI

network interface modify -vserver Cluster -1if * -—-auto-revert false

. NX-0S 2ZE¢|0{2t EPLD O|O|X|E Nexus 3232C AQ|X|0f| S AtetL|LCt,
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g EHFMR

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.4.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.4.bin /bootflash/nxo0s.9.3.4.bin
/code/nxo0s.9.3.4.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.4.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.4.img /bootflash/n9000-
epld.9.3.4.img

/code/n9000-epld.9.3.4.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS AZEQ0{9] A3l HMZ SQISHAM|R.

show version

16



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2019, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (3)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxos.9.3.3.bin
NXOS compile time: 12/22/2019 2:00:00 [12/22/2019 14:00:37]

Hardware

cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)

Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .

Processor Board ID FOCXXXXXXGD

Device name: cs?2
bootflash: 53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 36 second(s)

Last reset at 74117 usecs after Tue Nov 24 06:24:23 2020
Reason: Reset Requested by CLI command reload

17



System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

8. NX-OS O|0|X|E & X|gLIct.

O|0|X| mUS HAX[SHH AL/ X|E MFEE S Ot 0|0 X[ o] 2=E LTt
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g EHFMR

cs2# install all nxos bootflash:nx0s.9.3.4.bin
Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.4.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxos.9.3.4.bin.

[l 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.4.bin.

[l 100% -- SUCCESS

Performing module support checks.
[l 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module bootable Impact Install-type Reason

1 Yes Disruptive Reset Default
upgrade is not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt)
New-Version Upg-Required
1 nxos 9.3(3)
9.3(4) yes
1 bios v08.37(01/28/2020) :v08.32(10/18/2016)

v08.37(01/28/2020) no

Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y

19



Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.
cs2#

9. A9|%7} HEEIE = NX-0S ATE0{9] M S 2OIStAIR.

show version
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g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.37
NXOS: version 9.3 (4)
BIOS compile time: 01/28/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 06:28:31]

Hardware
cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)
Intel (R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory .
Processor Board ID FOCXXXXXXGS

Device name: rtpnpi-mcc01-8200-ms-Al
bootflash: 53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 14 second(s)

Last reset at 196755 usecs after Tue Nov 24 06:37:36 2020
Reason: Reset due to upgrade
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System version: 9.3(3)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

10. EPLD O|0|X|E 120 =311 AQ(X|S KR SLICE
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g EHFMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA Ox11

cs2# install epld bootflash:n9000-epld.9.3.4.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required

1 SUP MI FPGA 0x12 0x12 No

1 SUP IO FPGA Ox11 0x12 Yes

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.
Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

1 SUP Success

Module 1 EPLD upgrade is successful.
cs2#

11. NX-OS HZF 9.3(11)2 2 ¥ 13j|0|=8t= AL EPLDS ¥ 13|0| =8H{0F BLICt golden O|O|X|S CHA| st
AZNSED AQIX|E AEEISHL|CH O K| O™ 12CHA |2 AL E L|C,

Tod LS — —



HC}'EPLD ¥02|0|= ZE[A L E, Z2|A 9.3(11)" AEM[SH LHE 2.
ol E 2HFAHR
cs2# install epld bootflash:n9000-epld.9.3.11.img module 1 golden

Digital signature verification is successful
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes Disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : MI FPGA [Programming] : 100.00% ( 64 of 64 sect)
Module 1 : IO FPGA [Programming] : 100.00% ( 04 of 04 sect)
Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.
cs2#

12. AQIXE MEET 2015t MER WO EPLD7} ¥3MO2 2EE|UEK] OIS Q.
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O 2HFAMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x12
I0 FPGA 0x12

13. 22{AEQ 2HAE ZE MEHE QIS
a. SPAHS EE SE0M S2|AH ZEJHAE 0|10 Y

network port show -role cluster

o
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g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 N3K-
C3232C

eOd cs?2 Ethernetl/7 N3K-
C3232cC
cluster01-2/cdp

ela csl Ethernetl/8 N3K-
Cc3232cC

e0d cs?2 Ethernetl/8 N3K-
C3232C
cluster01-3/cdp

ela csl Ethernetl/1/1 N3K-
C3232C

e0b cs2 Ethernetl/1/1 N3K-
C3232C
clusterl-04/cdp

ela csl Ethernetl/1/2 N3K-
C3232C

e0b cs?2 Ethernetl/1/2 N3K-
Cc3232cC

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 N3K-
c3232cC

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 N3K-



C3232C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating S
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of o]Hofl EF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE 5= ASLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S %STP-2
Unblocking port port-channell on VLANO0092.
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2
Blocking port-channell on VLANOOOl. Inconsi
2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2
Blocking port-channell on VLANOO0S2. Inconsi

14. S2AETL YUK 2AQISHH L.

cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility
clusterl-01 true true
clusterl-02 true true
clusterl-03 true true
clusterl-04 true true

4 entries were displayed.
clusterl::*>

15. AQIK| cs10lM 6~14CHAIE gBHEBIL|CE

16. 2HAE LIFOIM Xt& E[E2|7|15 g4stetLct.

network interface modify -vserver Cluster -1if *

ystem (NX-0S) Software,

-UNBLOCK _CONSIST PORT:
Port consistency

-BLOCK_PVID PEER:
stent peer vlan.

-BLOCK PVID LOCAL:
stent local vlan.

—auto-revert true
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17. 2B{AE LIF7I 2 ZER Z|SO0I=X] SOISHN .
network interface show -role cluster

HE EHFAMR

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 eld true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d true

clusterl-02 clus2 wup/up 169.254.3.9/23
clusterl-02 eld true

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 elb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl wup/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 elb true

8 entries were displayed.
clusterl::*>

SHAE LIF7I 8 ZEZ SO0I2X| Y2 E2 22 kLM =522 = SELICL

network interface revert -vserver Cluster -1if <lif name>

M

22 f9e7te?

NX-OS AL EQ0|E EX[ot = "HZE 74 Y (RCF) 24| E£= P30 ="g = AFLIC

HZx 74 IHE(RCF) 2%

Nexus 3232C £2|X|E X5 8¢t = H=x 714 OIY(RCF)S EX[&fLICt.
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o SHAULICE.
* 2HHGHH| 2SSt 2HAE(Z0| LFELE SAISE 2X71 H2).
* ?i%e| RCF.
* AQ|X|of CHst 24 HZA. RCFE MX|g uf ZestL|Ct.
o| =fefof 2tstod
0| Zx}oi A= ONTAP H& 1t Cisco Nexus 3000 A|2|= AQ|X| HHE D& ALES{Of BHLIC 2| X[™HEX| =

ONTAP EHZ AtETL|CY.

O] X} Z0ll= =& 2 ISL(2%(A] 2F &3 )0| L RSIX| gt&LICH Ol= RCF HT #HYE E I8l ISL AZo|
LAHCZ Fgs Ul’é! = A7 I mzof 4 * A&l I%%ILIEf St = 22AH ZYS 7Hs6H 5to| floh LS
XM= the 29AX[0M HAE sAotsE S ZE 22{AH LIFE 2F THELH A9 IiIE Oro| 2|0 M gL Tt

o

"NX-OS 8! RCF 2% ZH|"0|M ZXIE 2t2et < Oof2lf HHAIS MEHAL.

r

1CHA|: A2|X|0f| RCF AX|
1. SSHLI Z1&E 248 AF25I0] Switch cs20i| 21218t C},
2. FTP, TFTP, SFTP &£ SCP & 3lLte| M4 DREZS
7to|=

SAELICE Cisco B0 CHSE XtAeH LIE2 S
oY Hx,

A2 RCFE ARIK| cs22| EEZziAl0]
E A ZSHM|R. "Cisco Nexus 3000 A|2|= NX-0OS

0 EHFAMR

Of ofloll M= TFTPE AHE3I RCFE £%1X| cs22| FEZ2HAI0f ZASH=: WS HHESLICEH

cs2# copy tftp: bootflash: vrf management

Enter source filename: Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TETP get operation was successful

Copy complete, now saving to disk (please wait)...

3. O|Hof| CHRZESt RCFE R ESeiAlof HEL|Ct

Cisco HEO| CHSt XHM|Bt LHE 2 s 710|EE HZ6HM|IR. "Cisco Nexus 3000 A|2[= NX-OS H& &z

-
ot
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O 2HFAMR

| K=l

0l 01|01|A1'—RCFlIr 2 B0 ELICL Nexus 3232C RCF vl.6-Cluster-HA-Breakout.txt
AR[X| cs20]| HX| &

cs2# copy Nexus 3232C_RCF_vl.6-Cluster-HA-Breakout.txt running-
config echo-commands

(D RCF2| Installation notes, Important Notes & banner A4S EX{5| 210{0F fL|Ct. A QX2
SHIE 74 9l ZE g &elsta{H o|2{$t X| &g ¢ wt2tof gfL|Ct.

|'°H-||:|' show banner motd Y. AQ[X[Q] SHIE M1 2ES &Qlst2{H 52 & AL

4. HiH EH2 HA
HE A wetof gt

otz ol X

5. RCF7} 2HIE £[4 HFQIX| &IstMIR.
show running-config
SHIE RCFI JA=X| 2elsty| 2fsl £ S =tele wf Ch2 HE7F SHHEX| 2QI5HN K.

° RCF Hi
o LEOIFTE MY
° ALEXL HO

EH2 AMOIE Fdof| waf FEtELCH ZE ™S 2ldt
%Eﬂi:&iig EESIN| Q.

=
>
|
O
M
=2
)
rot
m
re
oY
>
00t
=)
$0
rir
Ral

6. AKX F-g0of| o|T Q| AtZXt FO|S Al ML Tt

=~

7. 712 8 B 2 E MEYLICH write erase.cfg REE2 A0 = THAQLICE

(D) ctes Puefor gL~ ALBR} 0| U H|UHS * 2| 1P T4 72 HOIE9I0] * A9/%] OIS

cs2# show run | section "switchname" > bootflash:write erase.cfg
cs2# show run | section "hostname" >> bootflash:write erase.cfg
cs2# show run | i "username admin password" >> bootflash:write erase.cfg

cs2# show run

section "vrf context management" >> bootflash:write erase.cfg

cs2# show run | section "interface mgmt0" >> bootflash:write erase.cfg
8. RCF HT 1.12 0| &2 MX|ot= 22 CIS HHS HASIM L.

cs2# echo "hardware access-list tcam region racl-lite 512" >>
bootflash:write erase.cfg
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cs2# echo "hardware access-list tcam region gos 256" >>
bootflash:write erase.cfg

XA 719 2N E HESHMR "¢ A HES FXISHHA Cisco = HZE AKX 74
LHE2.
9. CI2 S HQISHMAIR. write erase.cfg OATHE IHAO| XY T SLICE.

show file bootflash:write erase.cfg

aTH

10. 2HSIC write erase S MEE LM S X|2E= HH:
cs2# write erase
Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

11. o|™ol| MFE 7|2 +4E AE 40| SARRLICH
cs2# copy bootflash:write_ erase.cfg startup-config

12. AQIX| cs2E MEESHAM &:
cs2# reload

This command will reboot the system. (y/n)? [n] y
13. AQIX| cs10lM 1~12EHA| S gt=2 | Ct,
14. ONTAP 23 AE{Q| BE L EO| S AE ZEE AQ[X| cs1 U cs20] HATHL|C.
20HA|: AKX HE =l
1. 22{AEH ZEQ HA

show interface brief | grep up
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g EHFMR

csl# show interface brief | grep up

Ethl/1/1

1 eth access up none
10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --

[¢]
Ot

2. cs11t cs2 AO|Q] ISLO| ZtS3H=X| ZHRl5HA| 2.

r

show port-channel summary

HE EHFMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)
csl#

3. 2AE LIF7I 8 ZEZ &|S0IZH=X| E0IsHA|R.

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Statu

Admin/Oper Address/Mask

-role cluster
s Network

Current

Node

Logical
Current Is
Vserver Interface
Port Home
Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

clusl up/up
true
clus2 up/up
true
clusl wup/up
true
clus2 up/up
true
clusl wup/up
true
clus2 wup/up
true
clusl wup/up
true
clus2 up/up

true

8 entries were displayed.

clusterl::*>

S AFE LIFS7} 2 ZER S02X|

ol HO A
e

-vserver <vserver name> -1if <1if name>

. S AEJ} MAbOIX

O -

cluster show

SISHAIR.

=

169.

169.

254

169.

169.

169.

169.

169.

169.

2 EE2|MK. network

254.

254.

254.

254.

254.

254.

254.

3.4/23

.3.5/23

3.8/23

3.9/23

1.3/23

1.1/23

1.6/23

1.7/23

interface revert
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

3CHA|: ONTAP S{AE M

NetApp System ManagerE AHE510{ Mf S AEHE AW A2 AL

D2HMdS T f04 531*E1 “‘* “;-c' TS flet ZES D 22 %i% I1|4—°“—IEL

RCFE #X[gt 20| LSS +8Y &= AFLICL "SSH 7= =elotMe".

SSH 7142 =el5tM|

CSHM(Ethernet Switch Health Monitor) X 23 £& 7|52 A8t 2R S2{AH
ALIX|0| M SSH & SSH 7|7t g stE|of O'E | &tolstM| L.

T
1. SSHII 2d3te|0] A=A =l K.

(switch) show ssh server
ssh version 2 is enabled

2. SSH 7|7} 2d3t=|0] U=X| 2QISHMIR.

show ssh key
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g EHFMR

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBe jx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2VIZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbgVIewCdgWgxzrIY5BPP5GBAxQJIMBiOwWEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

FIPSE Zdste mf Ltz S ALE3I0] AQ(X[0| M HIE 5 25622 HAGOF YLILt. ssh key

ecdsa 256 force.=2LC}"FIPSE AI20610] HEQIT Hot 24" XbAM|SH LHE L.

HE = UASLICE "A9|K| HEf ZLEHZE 74

1
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3232C AEZ|X| AQX[E BE &t A| 7|24/ 2= RA™HTL|C}
3232C AEE|X| AQK|E SZ &£t A| 7| 2302 I SHH 3232C AE2|X| ALK
MHE X[R{OF BL|C}.

* ME ZEE MEDHH A9 K|of| HEBHOF LTt
Ao

el HER IS 78S MAFRLIT

=2od

1. 7= 148 XgLiCh,
write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

2. AQIK| ALESO|S CHA| ZEBHHIR:

reload

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

A ARIO| M REIE| T S OFHARZE A|RHEILILE, 2RI5H= Sot "Ats Z2H|X'd

A SSTAZISLI "R BIAIX| 7} LIEFLFR! (6/ObL] R)[n['oll Ch3F Ero] '0fol 2
Seisof ghct

=
E MEYe = @7 Aretof| w2t "t S = ASLICH
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