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$ VDC-1 %$ %POAP-2-POAP INFO: - Abort Power On Auto Provisioning
[yes - continue with normal setup, skip - bypass password and basic
configuration, no - continue with Power On Auto Provisioning]
(yes/skip/no) [no]l: y

Disabling POAP....... Disabling POAP

2019 Apr 10 00:36:17 switch %$ VDC-1 %$ poap: Rolling back, please
wait... (This may take 5-15 minutes)

-—-—- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]:

OFFit HlUHS B

—

o

HEotAH *y*S UHSIMR.

Do you want to enforce secure password standard (yes/no) [yl: ¥y

- AHEZt admin?| HIZHS S =5t 2HQI5HA| Q!

Enter the password for "admin":

Confirm the password for "admin":

- *OI*E Y=st0] 7|2 AlA” Y Chet §AHE FLICH
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive

entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no):

8. CtE 20 AI™E HEMa:

Create another login account (yes/no) [n]:

9. i7| M8 U 47|-47| SNMP HRLIE| EXtE S EELICH

Configure read-only SNMP community string (yes/no) [n]:

Configure read-write SNMP community string (yes/no) [n]:

10. 2HAE A2(X| 0|F2 FEELICL

Enter the switch name : cs2

. o of 22| QlEmo|AS gLt



Continue with Out-of-band (mgmt0) management configuration? (yes/no)

[yl: y

MgmtO IPv4 address : 172.22.133.216

MgmtO IPv4 netmask : 255.255.224.0

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : 172.22.128.1

12. Z 1P &M 2

—

Configure advanced IP options? (yes/no) [n]: n

13. Telnet AH|A FM:

Enable the telnet service? (yes/no) [n]: n

14. SSH AMH|AQL SSH 7| 71 4:

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa

Number of rsa key bits <1024-2048> [1024]: 2048

15. CHE 4d™E FHstMla:

Configure the ntp server? (yes/no) [n]: n
Configure default interface layer (L3/L2) [L2]: L2

Configure default switchport interface state (shut/noshut) [noshut]:
noshut

Configure CoPP system profile (strict/moderate/lenient/dense)

[strict]: strict

16. AR(X| HEHE =telstn 148 MEELICH

—



Would you like to edit the configuration? (yes/no) [n]: n

Use this configuration and save it? (yes/no) [y]l: y

[] 100%

Copy complete, now saving to disk (please wait)...
Copy complete.
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2. 0| 22{AE{0| A AutoSupport X4 3tE H<L AutoSupport HIAIXIE SE6H0] AtE A|0|A HMS AX|FLICE
system node autosupport invoke -node * -type all -message MAINT=xh

071N _x_= | 22| 71ZH A ZH LT

@ AutoSupport HIAIX[= 7|& X[EEO| O] RX| 22| 2HSE L] R 22| 7|2 St X3 #Hlo[~
AH0| A= =5 BfLICt.

Ch2 B2 2412 S XS #0| A HES AFELC)

— —

clusterl:> **system node autosupport invoke -node * -type all -message
MAINT=2h**

3. 2t 2HAH Mz AF ALX|0f CHs 2t =0 FHE SHAH d% HE AEH0|A 5 HEAHLICH network
device-discovery show -protocol cdp

HE EHFAMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node?2 /cdp

ela csl Ethl/2 NOK-
C92300YC

e0b cs?2 Ethl/2 NOK-
C92300YC
nodel /cdp

ela csl Ethl/1 NOK-
c92300YC

elb cs2 Ethl/1 NOK-
C92300YC

4 entries were displayed.

4. 2t 22{AH QIEm0o[A9 22| = 2F HES gfeletCt.

a. UEYI ZE £H2 FAELICE network port show -ipspace Cluster
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clusterl::*> network port show -ipspace

Node: node2

Health
Port
Status

Broadcast Domain

Cluster

Speed (Mbps)

Link MTU Admin/Oper

ela Cluster
healthy
eOb Cluster
healthy

Node: nodel
Health

Port
Status

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000
up 9000 auto/10000
Speed (Mbps)

Link MTU Admin/Oper

ela Cluster
healthy
eOb Cluster
healthy

Cluster

Cluster

4 entries were displayed.

b. LIFO|| et HEE HEA|EL|Ct network interface show

up 9000 auto/10000

up 9000 auto/10000

-vserver Cluster
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clusterl::*> network interface show

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16
ela true

nodel clus2 up/up 169.254.49.125/16
e0b true

node2 clusl up/up 169.254.47.194/16
ela true

node2 clus2 up/up 169.254.19.183/16

eOb true

4 entries were displayed.

4 22 AH QIEM|0| Ao HEYS 2QISHA K.

=

-vserver Cluster

Current

Node

nodel

nodel

node?2

node?2



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

HE 2HAH LIFOM XtE 57 B0 2getz|o] A=X| 2elsth L.

network interface show -vserver Cluster -fields auto-revert
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clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl true

nodel clus2 true

node2 clusl true

node2 clus?2 true

4 entries were displayed.
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2. AH83ILt ping NX-0S 2L EQ0{2t RCFE SARSH: MH{0f TSt (S Stolsts FYYLICE

0.

oE 2HFMR

Ol M ME AQXIZLIP A 172.19.2.12] MHO| ZEE 4 Q=X| EQIgtL|C},

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. NX-OS AZE<||0{2} EPLD O|0|X|E Nexus 92300YC A2{X|0f| SAletL|CE

12
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cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.2.2.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.2.2.bin /bootflash/nx0s.9.2.2.bin
/code/nx0s.9.2.2.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.2.2.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.2.2.img /bootflash/n9000-
epld.9.2.2.img

/code/n9000-epld.9.2.2.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

4. NX-0OS 2T E|0{o] Mall S 2QIsHN| L.

show version
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cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.31
NXOS: version 9.2(1)
BIOS compile time: 05/17/2018
NXOS image file is: bootflash:///nxo0s.9.2.1.bin
NXOS compile time: 7/17/2018 16:00:00 [07/18/2018 00:21:19]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0O220329V5

Device name: cs?2
bootflash: 115805356 kB
Kernel uptime is 0 day(s), 4 hour(s), 23 minute(s), 11 second(s)

Last reset at 271444 usecs after Wed Apr 10 00:25:32 2019
Reason: Reset Requested by CLI command reload



System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

5. NX-OS O|0|X|E &X|gLIct.

O|0|X| mUS HAX[SHH AL/ X|E MFEE S Ot 0|0 X[ o] 2=E LTt
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cs2# install all nxos bootflash:nxos.9.2.2.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.2.2.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxo0s.9.2.2.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxo0s.9.2.2.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module Dbootable Impact Install-type Reason

1 yes disruptive reset default upgrade is

not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt New-
Version Upg-Required

1 nxos 9.2(1)
9.2(2) yes

1 bios v05.31(05/17/2018) :v05.28(01/18/2018)
v05.33(09/08/2018) yes



Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[l 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

2019 Apr 10 04:59:35 cs2 %S VDC-1 %$$ SVMAN-2-ACTIVATION STATE:
Successfully deactivated virtual service 'guestshell+'

Finishing the upgrade, switch will reboot in 10 seconds.

6. AQX|7F HEEIEl & NX-0S 2T EQ|0{Q| Af M E =HolstAM| K.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: version 9.2 (2)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxos.9.2.2.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0220329V5

Device name: cs?2
bootflash: 115805356 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 52 second(s)

Last reset at 182004 usecs after Wed Apr 10 04:59:48 2019



Reason: Reset due to upgrade
System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

7. EPLD O|0|X|E ¥20|=38l 1 A9XIE HELH
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g EHFMR

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.2.2.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version
Required
1 SUP MI FPGA 0x07 0x07
No
1 SUP IO FPGA 0x17 0x19
Yes
1 SUP MI FPGA2 0x02 0x02
No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) 2 [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

Upg-



1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

8. ARX|E MLt = CHA| 201510 MER HT Q| EPLD7t 43X o2 ZEE|U=X| &lstM K.

g 2HFAMR

cs2# *show version module 1 epld*

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

22 2017tR?
NX-OS 2ZEQ|{E &X|st =0|= Ct

ajo
o

HZ 74 OIE(RCF) 2%

Nexus 92300YC £ 2|X[E X5 Bt = RCFE X/ &= JUASLICL O] EX}IE AES
)

RCF HH S ga20|=g == JASL|Ct

XAl 79t TH% EXSIMR"HA AZ S X|SIHA Cisco 45 HZE AQ|X[Q M E X|RE= YH" RCFE
MX[SHAHLE 20| =S Il XpA|TH LIS 2LOIEM|R.
o] 2t0of| £+stoq
O] EXte| M= CHS AKX B! == HHHS AFESILICE

* & Cisco 29/X|2| 0|52 CtEZ1t ZELICE cs1 d2[1 cs2.

* LC O|E2 L3t Z#&LICH nodel 12|11 node2 .

* 22{AH LIF 0|E2 Ct33t Z&LICH nodel clusl,nodel clus2,node2 clusl,d2[1

node2 clusZ2.

* J0I=2 clusterl::*> DETEL= 22 AEQ| 0|22 LIEFHL|LCY,
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®

|

1. 2 AH AQX|H| HEE 2t =E9| 22{AE XEE HA|ELICL network device-discovery show

* 0| HX}ol= ONTAP HH 1} LIS F 7IX|2 2 & AF28H0F SHL|LC}. "Cisco Nexus 9000 A|2|=
AQIK|" 2] BAIE|X| b= ot ONTAP HHE S ALEELICH

LS

* O] EXtE +&ot7| Tof| 29|X| 2| 2[4 #HO[ A=K| 2QUSHA K.

-

* O] Zxt Soll= s Sl ISL(A%1X| ZH E3)0] 2RSHX| g45LIT. Ol= RCF HEH HFC = QI3
ISL HE LAHo= Feks 0[E £ 7| W20 A E 7| Lct St 8ls 22{AH 238
BEFE17| 2l Chs ZAMO|M = thed 29| X0l A BHAIE +Aot= SO ZE EHAE LIFE 29
OEL| A9|X|= Ofo|2fo|defLct.

HE EHFAHR

clusterl::*> *network device-discovery show*

Node/ Local Discovered

Protocol Port Device (LLDP: ChassisID) Interface
Platform

nodel/cdp

C92300YC

C92300YC
node2/cdp

C92300YC

ela csl Ethernetl/1/1 NIK-
e0b cs?2 Ethernetl/1/1 NIK-
ela csl Ethernetl/1/2 NIK-
e0b cs?2 Ethernetl/1/2 NI9K-

C92300YC
clusterl::*>

2. 2 2{AE ZEQ| 22| gl 2F HEHE lgtct.

22

o

a. BE S2AH ZEJL HA HEHE R S6H=X| &QISHMR. network port show -ipspace Cluster
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g EHFMR

clusterl::*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

elc Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

elc Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
clusterl::*>

b. BE Z2{AE QAHHO|A(LIF)7t & ZE Y=X| &2ISIMR. network interface show -vserver
Cluster
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g EHFMR

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
elc true

nodel clus2 up/up 169.254.3.5/23 nodel
eld true

node2 clusl up/up 169.254.3.8/23 node?2
elc true

node2 clus2 up/up 169.254.3.9/23 node?2
e0d true

clusterl::*>

C. 2AEKI} & 22{AK AX|0f CiSt WHE RF EAISH=X| &QIEL|C} system cluster-switch
show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*

Switch Type Address
Model
csl cluster—-network 10.233.205.92

N9K-C92300YC
Serial Number: FOXXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
9.3(4)
Version Source: CDP

cs?2 cluster-network 10.233.205.93
N9K-C92300YC
Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
9.3(4)
Version Source: CDP

2 entries were displayed.

- 2 AH LIFOIM XS E[S2(7| S HIE-getelL|C).

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

- S AH AQ{X| cs20f| M =EO| SR AH ZEO| HEE ZES SRELCL

cs2 (config) # interface el/1-64
cs2 (config-if-range) # shutdown

. E2AH ZEJ 22{AH AK| cs10| SARE ZEZ 00| 2|0 ME|QY=X] telgh|ch & X e A% £
UELICE network interface show -vserver Cluster
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g EHFMR

clusterl::*> *network interface show -vserver Cluster*

Logical
Current Is
Vserver Interface
Port Home

Cluster

nodel clusl
elc true

nodel clus2
elc false

node2 clusl
elc true

node2 clus2
elc false

clusterl::*>

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

6. S AE{7I HAQIX| ZQISIMR. cluster show

€ EHFMR

clusterl::*> *cluster show*

Node Health Eligibi
nodel true true
node?2 true true

clusterl::*>

7. OFE| XEBHK| UTHR CHS THO| 523 HAE

show running-config

lity

I}

8. A% cs29| TS Malotm 7|2 MHES LB

@ MER2 RCFE YO|0|ESHAHL HEL
x| =

AQX[E CHA| 2ot 29K 2

a. 142 HelotMR:
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G A91X| MHS X|2D J|2 742

=& ZEof AZsfof gL|C.

169.254.

169.254.

169.254.

169.254.

.4/23

.5/23

.8/23

.9/23

Current

Node

nodel

nodel

node?2

node?2

Lol SAFSH 2l 2|K| 2| AH2 S MEBHAIR.



g EHFMR

(cs2)# write erase
Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] vy

b. AQIX|E ML R:

HE EHFAHR

(cs2)# reload

Are you sure you would like to reset the system? (y/n) y

9. FTP, TFTP, SFTP EE= SCP & ¢Lte| M& T2 EZ S A2 RCFE A9|X| cs22| EEZe Al
EAFSELIC}. Cisco D=|E401| CHSH XpM|SH LIS st 7f0|_ A XSHM|R. "Cisco Nexus 9000 A|2|= ALQ[X["
Jto|=

0| ofloll M= TFTPE ALE3I0{ RCFE A%IX| cs22| FEZ2HAI0 ZASH= WHE HHELICL

cs2# copy tftp: bootflash: vrf management

Enter source filename: /code/Nexus_ 92300YC_RCF v1.0.2.txt
Enter hostname for the tftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

tftp> progress

Progress meter enabled

tftp> get /code/Nexus 92300YC RCF v1.0.2.txt /bootflash/nxos.9.2.2.bin
/code/Nexus 92300YC R 100% 9687 530.2KB/s 00:00

tftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

10. ool Ct2 2 =% RCFE REZ2 A0 ML},
Cisco HH0f| L XpAISH LHE 2 8liTt 710| =5 HZ=38IM|Q. "Cisco Nexus 9000 A[2|Z= A2|K|" 7t0|=

0| of|of| A= RCF U2 E{FLICL Nexus 92300YC_RCF_v1.0.2.txt APX| cs20] HX| &:
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1.

28

cs2# copy Nexus 92300YC_RCF_v1.0.2.txt running-config echo-commands

Disabling ssh: as its enabled right now:
generating ecdsa key (521 bits)......
generated ecdsa key

Enabling ssh: as it has been disabled

this command enables edge port type (portfast) by default on all
interfaces. You

should now disable edge port type (portfast) explicitly on switched
ports leading to hubs,

switches and bridges as they may create temporary bridging loops.

Edge port type (portfast) should only be enabled on ports connected to a
single

host. Connecting hubs, concentrators, switches, bridges, etc... to
this

interface when edge port type (portfast) is enabled, can cause
temporary bridging loops.

Use with CAUTION

Edge Port Type (Portfast) has been configured on Ethernetl/l but will
only
have effect when the interface is in a non-trunking mode.

Copy complete, now saving to disk (please wait)...

Copy complete.

2Kl M RCFIt 45 ML 2 HRtE|U=X] 2ASHMIR.

show running-config



cs2# show running-config

!Command:

show running-config

'Running configuration last done at: Wed Apr 10 06:32:27 2019
!Time: Wed Apr 10 06:36:00 2019

version 9.2 (2) Bios:version 05.33

switchname cs2
vde cs2 id 1

limit-resource
limit-resource

limit-resource

vlian minimum 16 maximum 4094
vrf minimum 2 maximum 4096

port-channel minimum 0 maximum 511

limit-resource udroute-mem minimum 248 maximum 248

limit-resource u6route-mem minimum 96 maximum 96

limit-resource md4route-mem minimum 58 maximum 58

limit-resource moéoroute-mem minimum 8 maximum 8

feature lacp

no password strength-check

username admin password 5
S5SHYOKk3F9SYdCZ81QJ1Rto1EFa0sKP5I0O/LNG1k9C41SJfi5kesl
6 role network-admin

ssh key ecdsa 521

banner motd #

*  Nexus

* Ports

*  Ports

*  Ports

@ KNBoZ RCFEXHEY I 2F: VSHEIS =

92300YC Reference Configuration File (RCF) v1.0.2 (10-19-2018)

1/1 - 1/48: 10GbE Intra-Cluster Node Ports

1/49 - 1/64: 40/100GbE Intra-Cluster Node Ports

1/65 - 1/66: 40/100GbE Intra-Cluster ISL Ports

SASE LI,

RSLICH HIAIX[Z} LHEHE A2 = Ol &=
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1. RCF I}Y0| SHIE %

r=
T
ra
o
Ral
ot
=
o
0)
5
O
=
o]
c
=]
5
=
o]
Q
Q
O
5
Fh
=
«Q

2HIE RCF7} QX &Qlsty| fls £ 2 =ole ml CHS ME 7t SHIEX| 2HRIsHM| Q.
° RCF HiiL
o LCOQIHE MY

° AEX HO

S22 Ao|E P40] et LapELICh ZE MHS oISt MX|3H RCFO et S $Z Atto] =]
2a|A LES AXHL.

2. & IXI 40l 0|2l AHEX} ’“°IE ChAl HERILICH HESICA0[=2 8! 74 18] A AE" F7t=2 Qo
B Atehof| thet XiAfet LHE2 E2[5HMIR.

3. RCF ™1} AQ|X| MH0| 2HIEX| &Qlst = running-config IFY S startup-config TFA O SAFEFL|CH
Cisco HHO| Ciot XiM|ot LHE 2 s 7H0|EE EZSIMIR. "Cisco Nexus 9000 A|2[= AR[X|" 70| =

cs2# copy running-config startup-config
[] 100% Copy complete

4. ARIK| cs28 MBLYLICH AQXII HREEE|= SO L E0M E0El "SHAE ZE CIR" O[HEE= RAY
[e]] ﬁL_l |:|.
M-

cs2# reload
This command will reboot the system. (y/n)? [n] y

0. 2T AE{Q| S2{AH ZE HENE FelptL|ct.

=

a. 22{AHS BRE LE0f|A e0d EETL AF F0|10 HAQIX| &QISHM|R. network port show
-ipspace Cluster
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g EHFMR

clusterl:

:*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Node: node?2

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

$0 Iy
0jo

)-

Speed (Mbps)
Health
IPspace Broadcast Domain Link MTU Admin/Oper
Status
Cluster Cluster up 9000 auto/10000
false
Cluster Cluster up 9000 auto/10000
false
Speed (Mbps)
Health
IPspace Broadcast Domain Link MTU Admin/Oper
Status
Cluster Cluster up 9000 auto/10000
false
Cluster Cluster up 9000 auto/10000
false

HAE O M ALX| MEHE =QISHLICHLIFZE e0dOll YIXISHA| 2B 2 AR[X| cs27t HAIE|X| 84

(=]
=

A
an
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g Eo{FAM R



clusterl::*> *network device-discovery show -protocol cdp*

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/cdp

ela csl Ethernetl/1
N9K-C92300YC

e0b cs?2 Ethernetl/1
N9K-C92300YC
node?2/cdp

ela csl Ethernetl/2
N9K-C92300YC

e0b cs2 Ethernetl/2

NO9K-C92300YC

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
N9K-C92300YC

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

cs?2
NOK-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.233.205.90

FOXXXXXXXGD

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP
cluster-network 10.233.205.91
FOXXXXXXXGS
true
None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP

2 entries were displayed.
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AQ|X[ofl O|F0f| 2EEE RCF HHO|| M2} cs1 ALK 2&0M CHS EHE 2 = ASLICH

2020 Nov 17 16:07:18 csl %$ VDC-1 %$
UNBLOCK CONSIST PORT: Unblocking port port-channell on
(:) VLANQ092. Port consistency restored.
2020 Nov 17 16:07:23 csl %$ VDC-1 %$ $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOI.
2020 Nov 17 16:07:23 csl %$$ VDC-1 %$$ $STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANO0OO092.

SoAE ALX| cs10|M E9| S2AE ZEO| HEE ZEE

CHS GIF0IM = 1EEAIQ] QIE{H[O]|A Of|X| £ S ALEELICEH

csl (config) # interface el/1-64
csl (config-if-range)# shutdown

S AE LIF7} AQ K| cs20]| SAEIEI TEZ O010|02|0|ME|Y
network interface show -vserver Cluster

HE EHFAHR

x| Eolst

ESTP-2-

clusterl::*> *network interface show -vserver Cluster®

Logical Status
Current Is
Vserver Interface
Port Home
Cluster

nodel clusl up/up
eld false

nodel clus?2 up/up
e0d true

node2 clusl up/up
e0d false

node2 clus2 up/up
eld true

clusterl::*>

SHAET HAQIX| &QISIMR. cluster show

Network

169.

169.

169.

169.

254.

254.

254.

254.

Admin/Oper Address/Mask

.4/23

.5/23

.8/23

.9/23

Inconsistent peer vlan.

Inconsistent local vlan.

2 4 AL,

Current

Node

nodel

nodel

node?2

node2



g EHFMR

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

clusterl::*>

9. ARIX| cs10ilM 7~14EHAIE BH=RILICH

10. 2HAE LIFOIM Xt& E[E2|7|1E g4stetLtt.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert True

1. AQIK| cs12 MEESLICE O|E A 8tH S AH LIF7I 8 ZER E[SOHYLICH AQIX|7} HEEIE = S¢t
LEOM ENE "SHAH ZE CHR" O[HIEE FAZ = ASLIC.

csl# reload
This command will reboot the system. (y/n)? [n] y

12. 22{AH ZEO| AZE AQX| ZET} HSS=X| Zeloth Q.

csl# show interface brief | grep up

Ethernetl/1 1 eth access up none

10G (D) --
Ethernetl/2 1 eth access up none
10G (D) --
Ethernetl/3 1 eth trunk up none
100G (D) --
Ethernetl/4 1 eth trunk up none
100G (D) --

13. cs12t cs2 AO|Q] ISLO| ZHESH=X| 2QISHMR. show port-channel summary



g EHFMR

csl# *show port-channel summary*
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports

Channel
1 Pol (SU) Eth LACP Ethl/65 (P) Ethl/66 (P)
csl#

14. 22{AE LIF7l 8 ZEZ E|S0It=X| SQISHM|R. network interface show -vserver Cluster

€ EHFMR

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
e0d true

nodel clus2 up/up 169.254.3.5/23 nodel
e0d true

node2 clusl up/up 169.254.3.8/23 node?2
eld true

node2 clus2 up/up 169.254.3.9/23 node?2
e0d true

clusterl::*>
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15. 22{AE 7t HAQIX| 2QISIH Q. cluster show

HE EHFAHR

clusterl::*> *cluster show*

Node Health Eligibility
nodel true true
node?2 true true

16. 212 2 AE QEI0|AS] HEHE 2olotAR.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is nodel

Getting addresses from network interface table...
Cluster nodel clusl 169.254.3.
Cluster nodel clus2 169.254.
Cluster node2 clusl 169.254.
Cluster node2 clus2 169.254.
Local = 169.254.1.3 169.254.
Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8
169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

nodel e0a
nodel e0b
node?2 ela
node2 e0b

I—‘(A)U)(,d
I—‘&O(DU‘I»-&

Basic connectivity succeeds on 12 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):

Local 169.254.1.3 to Remote 169.254.1.6
Local 169.254.1.3 to Remote 169.254.1.7
Local 169.254.1.3 to Remote 169.254.3.4
Local 169.254.1.3 to Remote 169.254.3.5
Local 169.254.1.3 to Remote 169.254.3.8
Local 169.254.1.3 to Remote 169.254.3.9
Local 169.254.1.1 to Remote 169.254.1.6
Local 169.254.1.1 to Remote 169.254.1.7
Local 169.254.1.1 to Remote 169.254.3.4
Local 169.254.1.1 to Remote 169.254.3.5
Local 169.254.1.1 to Remote 169.254.3.8
Local 169.254.1.1 to Remote 169.254.3.9

Larger than PMTU communication succeeds on 12 path(s)
RPC status:

6 paths up, 0 paths down (tcp check)

6 paths up, 0 paths down (udp check)

RCFE dX[et 20l LSS +8E & ASFLICL "SSH 78 = =elotMe".

SSH #d& &elsth

CSHM(Ethernet Switch Health Monitor) %! 23 & 7|52 A85t= 32 22 AH
AL|X[0[A SSH 5! SSH 7|7} &M etE|o] U=X] i. SHM|R.

EHA|



1. SSHII 2d3te|0] A= 2lstA| L.

(switch) show ssh server
ssh version 2 is enabled

2. SSH 7|7} 2d3t=|0f A=K =QIBHMIR.

40

show ssh key

HE EHFMR

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDINrD52Q0586wTGJIjJFAb]B1FaA23EpDrZ2sDCew
17nwlioC6HBejx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PqyxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL61lox/YtpKoZUDZIrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521
AAAAE2V)ZHNhLXNoYTItbml zdHAIMjEAAAATbm] zdHAIMIEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfjKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbagVIewCdqWgxzrIY5BPP5GBAxQJIMB1OwEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch)# show feature include scpServer

I
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #



FIPSE &Mt if CHS HH2 AFE5H A X|0|A HIE =8 2562 2 HASHOF &L|C}. ssh
ecdsa 256 force.HL}"FIPSE ALE06I0] HESZ EoF 714" XtA|ot LHE2.

oI7tQ?
—
S goltt 20l = LIS S +AY = JELICEH "AR(X| HEf ZLHE F4".

key
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