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network device-discovery show -protocol cdp

S EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-02/cdp

ela csl Ethl/2 NOK-
C9336C

e0b cs?2 Ethl/2 NOK-
C9336C
clusterl-01/cdp

ela csl Ethl/1 NOK-
C9336C

elb cs?2 Ethl/1 NOK-
C9336C

4 entries were displayed.
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a. HEIZ ZE &M R

>
ot
-
=]

network port show -ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02

Health
Port
Status

Broadcast Domain

Speed (Mbps)

Link MTU Admin/Oper

ela
healthy
e0b
healthy

Cluster

Cluster

Node: clusterl-01

Health
Port
Status

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000
up 9000 auto/10000
Speed (Mbps)

Link MTU Admin/Oper

ela
healthy
e0b
healthy

Cluster

Cluster

Cluster

Cluster

4 entries were displayed.

b. LIFO]| CHet MEE EAISLICE

network interface show -vserver Cluster

up 9000 auto/10000

up 9000 auto/10000



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM AAE A2 CHE MR HE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol R £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
node?2

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolst= o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl1-02
Getting addresses from network interface table...
Cluster clusterl-01 clusl 169.254.
Cluster clusterl-01 clus2 169.254.
Cluster clusterl-02 clusl 169.254.
Cluster clusterl-02 clus2 169.254.
Local = 169.254.47.194 169.254.19.
Remote = 169.254.209.69 169.254.49.125
4294967293

Cluster Vserver Id

Ping status:

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000
Local 169.
Local 169.
Local 169.
Local 169.

byte MTU on 4

254.
254.
254.
254.

19.
19.
47.
47 .

183
183
194
194

to
to
to
to

209.69 clusterl-01
49.125 clusterl-01
47.194 clusterl-02
19.183 clusterl-02
183

on 4 path(s)

0 path(s)

path(s) :

Remote 169.254.209.69
Remote 169.254.49.125
Remote 169.254.209.69
Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down

2 paths up, 0 paths down

DE ZYAE LIFOIM A5 B9 &

[=;
o

(tcp check)
(udp check)
O] 2M3tE|0f Y=X| 2U5HM( 2.

ela
e0b
ela
eOb

network interface show -vserver Cluster -fields auto-revert



O 2HFAMR

clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

clusterl-01 clusl true

clusterl-01 clus2 true

clusterl-02 clusl true

clusterl-02 clus2 true
4 entries were displayed.
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SIXf O CHA ZIZ|AE J|HHO 2 Nexus 9000 A|2| = AQX|2| Cisco NX-OS A EQ||0{0f| CHSE ZEHA
20| =/CHR2O8[0| =0 tHot 2 E MSLCh.

S HO|XIO M *STh 0| =5 MBSt EELH2 S=0|M x| 2|Aek iy "2[AE MELCt
Ofl Alof| 25t
Of Exto| oflofl M= ChS 291K X .= FEYEE AFSHLIC

* & Cisco 29|X[2| O|E2 cs12t cs2LILC.
* L. £ 0|E2 cluster1-01, cluster1-02, cluster1-03, cluster1-042IL|C}.

* 22{AH LIF 0|E2 cluster1-01_clus1, cluster1-01_clus2, cluster1-02_clus1, cluster1-02_clus2, cluster1-
03_clus1, cluster1-03_clus2, cluster1-04_clus1 %! cluster1-04_clus2&{L|C}.

e 102 clusterl::*> TETEE= Z2{AECQ| 0|52 LIEHHL|CE.
ATELIHE AXISINR

O XM= ONTAP &1} Cisco Nexus 9000 A|2|= AQ|X| HHES D= AFRSHOF SHL|CH E2| XM X| gt=
ONTAP BHZ AtEgfLCY.

ChA|
1. 2 AR AQIXE 22| HEYIo| HZFLICE

2. ping BEE ALE5I0] NX-0S AZE9||0{2t RCFE 2 ARSH= M| TS HAS =helgtL|C,
€ EHFMR

Of GiIM|OIM = AQAKIZHIP 4 172.19.2.19] MHHO|| EEE &= U=X| =HelgtL|Ct.

cs2# ping 172.19.2.1 VRF management
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. 22{AH ALX|0 HZEE 2t EO| 2 AH ZEE HAIRL|CEH

network device-discovery show

-
ls

11



g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C-FX2

eOd cs?2 Ethernetl/7 NOK-
C9336C-FX2
clusterl-02/cdp

ela csl Ethernetl/8 NOK-
C9336C-FX2

e0d cs?2 Ethernetl/8 NOK-
C9336C-FX2
clusterl-03/cdp

ela csl Ethernetl/1/1 NOK-
C9336C-FX2

e0b cs2 Ethernetl/1/1 NO9K-
C9336C-FX2
clusterl-04/cdp

ela csl Ethernetl/1/2 NO9K-
C9336C-FX2

e0b cs?2 Ethernetl/1/2 NOK-
C9336C-FX2

clusterl::*>

4. 2t 2|AE ZEQ| B2l % 2Y MES ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show -role cluster

12



g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

13
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Node: clusterl-04

Ignore

Health
Port
Status

ela
healthy
elb
healthy
clusterl:

Health
IPspace
Status

Cluster
false

Cluster
false
3W>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

b. ZE Z2{AE AEMO|A(LIF)7t & ZEO| JY=X|

up

2fISHMIR.

=

network interface show -role cluster

9000

9000

auto/10000

auto/10000



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & S2AH ALX|0f TSt YEE & HA[SH=X| 2helgL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NO9K-
C9336C-FX2

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs?2 cluster-network 10.233.205.91 NOK-
C9336C-FX2
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
clusterl::*>

- S AE LIFOIM XS E[S2(7|E HIZ2-getetL|Ch S A LIFE THEH S2{ A AQX|Z Foi =X =1 Chat
A2|K|0M F220|= EAHE +ASt= St olie ?Ix[of Hof [AS LI

network interface modify -vserver Cluster -1if * -—-auto-revert false

. NX-0S 2AZE¢|0{2t EPLD O|0O|X|E Nexus 9336C-FX2 AQ|X|0f| S AtetL|CE.



g EHFMR

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.5.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.5.bin /bootflash/nx0s.9.3.5.bin
/code/nxo0s.9.3.5.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.5.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.5.img /bootflash/n9000-
epld.9.3.5.1img

/code/n9000-epld.9.3.5.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS AZEQ0{9] A3l HMZ SQISHAM|R.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.38
NXOS: version 9.3 (4)
BIOS compile time: 05/29/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 02:28:31]

Hardware

cisco Nexus9000 C9336C-FX2 Chassis

Intel (R) Xeon (R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory.

Processor Board ID FOC20291J6K

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 42 second(s)



Last reset at 157524 usecs after Mon Nov 2 18:32:06 2020
Reason: Reset Requested by CLI command reload
System version: 9.3 (4)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

cs2#

8. NX-OS O|O|X|E MX[gtL|C}.

O|0|X| mtUS HX[SHH A2/ XE MEE S miotCt O|0|X| o] 2E=E LTt
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g EHFMR

cs2# install all nxos bootflash:nxos.9.3.5.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.5.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxo0s.9.3.5.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.5.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module Bootable Impact Install-type Reason

1 yes Disruptive Reset Default upgrade is
not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt) New-
Version Upg-Required

1 nxos 9.3(4) 9.3(5)
yes

1 bios v08.37(01/28/2020) :v08.23(09/23/2015)

v08.38(05/29/2020) yes



Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.
Warning: please do not remove or power off the module at this time.

[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.

9. AQIX|7F HERE & NX-0S 2L EL0{9] A NS =HI5tM K.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: wversion 9.3 (5)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxos.9.3.5.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware

cisco Nexus9000 C9336C-FX2 Chassis

Intel (R) Xeon (R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory.

Processor Board ID FOC20291J6K

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 42 second(s)



Last reset at 277524 usecs after Mon Nov
Reason: Reset due to upgrade
System version: 9.3 (4)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

10. EPLD O|0|X|E & 12{|0| =311 AQ(X| S KR SLICE

2 22:45:12 2020
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g Eo{FAM R



cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.3.5.img module all
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module Upgradable
Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required
1 SUP MI FPGA 0x07 0x07 No
1 SUP IO FPGA 0x17 0x19 Yes
1 SuUP MI FPGA2 0x02 0x02 No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

25



- 29X[E MEEet = LAl 23l

OF

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

12. 22{AEQ| 2 AR ZE MEHE oIS},

26

=

a. SHAHS BE LE0N SHAH ZEJL &3 0|10 FAMQIX| 2olshN| Q.

|

network port show -role cluster

ol ME2 HH2| EPLD7} M3XOo2 EEE|YUE=X| &



g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C-FX2

eOd cs?2 Ethernetl/7 NOK-
C9336C-FX2
cluster01-2/cdp

ela csl Ethernetl/8 NOK-
C9336C-FX2

e0d cs?2 Ethernetl/8 NOK-
C9336C-FX2
cluster01-3/cdp

ela csl Ethernetl/1/1 NOK-
C9336C-FX2

e0b cs2 Ethernetl/1/1 NO9K-
C9336C-FX2
clusterl-04/cdp

ela csl Ethernetl/1/2 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/1/2 N9K-
C9336C-FX2

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NOK-
C9336C-FX2

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 NOK-



C9336C-FX2
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of o]Hofl EF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE 5= ASLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-UNBLOCK CONSIST PORT:
Unblocking port port-channell on VLANO092. Port consistency
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

13. S2{AE{It HARIX| 2olstM| .
cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

14. AR1X| cs10ll NX-OS £2ZEQ|0|S HX[5l2{H 6~13CHAH|IS BHEEfLICt
15. 2HAH LIFOIM XtE 53 7|52 2d3tsty| Mol 212 22{AH QB 0|29 HE MEIS &IsHYAIR.

S ==

30



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM AAE A2 CHE MR HE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol R £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
node?2

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolst= o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

S AH LIFOIM XS EIS2(7|E gdeteiL ),
network interface modify -vserver Cluster -1lif * -auto-revert true
. 22{AH LIF7I 2 ZEZ E[S0R=X] 2elstM|a.

network interface show -role cluster



SHAE LIF7I 8 ZERZ SO0I2X| Y2 22 22 kLM =522 = SELIC

network interface revert -vserver Cluster -1if <l1if name>

RCF & X]

g EHFMR

clusterl::*> network interface show

Current Is
Vserver
Port

Logical

Interface

Statu

-role cluster
s Network

Admin/Oper Address/Mask

Current

Node

Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0d

clusterl-01

el0d

clusterl-02

e0d

clusterl-02

e0d

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

8 entries were displayed.

clusterl::*>

FAItR?

NX-OS £ZEQ0{E ZR|5t7LE YO0 =3 =0l = L3

clusl up/up 169.254.
true

clus2 up/up 169.254.
true

clusl wup/up 169.254.
true

clus2 up/up 169.254.
true

clusl up/up 169.254.
true

clus2 wup/up 169.254.
true

clusl wup/up 169.254.
true

clus2 up/up 169.254.
true

S U 4 YBLICLEE

E=gagolE

x4 OHY(RCF) 2 €X| £= Y¥g0|=

Nexus 9336C-FX2 % 9336C-FX2-T A2|X|E X3 HFe = HZ
SXLICH A9X[0f 7|= RCF IHE HHO| ZX|=|0f /= B2 RC

1[0 =BfLIC.

.4/23

.5/23

.8/23

.9/23

.3/23

.1/23

.6/23

.7/23


install-upgrade-rcf-overview-cluster.html
install-upgrade-rcf-overview-cluster.html
install-upgrade-rcf-overview-cluster.html
install-upgrade-rcf-overview-cluster.html
install-upgrade-rcf-overview-cluster.html
install-upgrade-rcf-overview-cluster.html
install-upgrade-rcf-overview-cluster.html
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AQX[of CHst 2& HEA AQX|of| HHOZ HaE
AR|K| cs12t AR K[ cs20f O] SEE ET| A
5= NX-OS HEO| AX|=|A&LICH.
ALK 7t ISL HAO| AZE|ASLICE

ONTAP LE S AEH ZEJI HAEZ|X| AUSLICEH

15t 22| X|0f RCF 2%

1.
2.
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SSHLt & 248 AF2510] Switch cs10| 2321 CL,

FTP, TFTP, SFTP EE= SCP & ofLte| M& Z=EEZ S M85 RCFE A9|X| cs12| FEZA[0|
SAFELICE

Cisco | CHSt XEAISt LI 2 ST 710|EE EHZSHM|R."Cisco Nexus 9000 A|2|= NX-OS HE &2
710|1E

0 EHFMR

Of oflofl M= TFTPE AFE3t0 RCFE A%[X| cs12| FEZHAI0 ZASH= WS HHSLICH

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TETP get operation was successful

Copy complete, now saving to disk (please wait)...

- O|H0j| CHR2ZESH RCFE R EEa A0 MLt

Cisco | CHet XHAIBt LI 2 ST 710|EE & ZSHM|R."Cisco Nexus 9000 A|2|= NX-OS HE & ZE"
Jto|=

O] Oi|0iM= RCF I} S HO{FELICE Nexus_9336C_RCF_vl.6-Cluster-HA-Breakout.txt A2|X|
cs10| A% =:

csl# copy Nexus 9336C_RCF _vl.6-Cluster-HA-Breakout.txt running-config
echo-commands

- Bl £33 HAMELICE show banner motd BH. A9[X[2] SHIE #41t 2SS EFSI2{H 0] X|ES ¢

ttatof gk,
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g EHFMR

csl# show banner motd

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkhkhkKh KKk %k

* NetApp Reference Configuration File (RCF)

*

* Switch : Nexus NI9K-C9336C-FX2

* Filename : Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt
* Date : 10-23-2020

* Version : vl1.6

* Port Usage:

* Ports 1- 3: Breakout mode (4x10G) Intra-Cluster Ports, int
el/1/1-4, el/2/1-4

, €1/3/1-4

* Ports 4- 6: Breakout mode (4x25G) Intra-Cluster/HA Ports, int
el/4/1-4, el/5/

1-4, el/6/1-4

* Ports 7-34: 40/100GbE Intra-Cluster/HA Ports, int el/7-34
* Ports 35-36: Intra-Cluster ISL Ports, int el/35-36

*

* Dynamic breakout commands:

* 10G: interface breakout module 1 port <range> map 10g-4x

* 25G: interface breakout module 1 port <range> map 25g-4x

*

* Undo breakout commands and return interfaces to 40/100G
configuration in confi

g mode:

* no interface breakout module 1 port <range> map 10g-4x

* no interface breakout module 1 port <range> map 25g-4x

* interface Ethernet <interfaces taken out of breakout mode>
* inherit port-profile 40-100G

* priority-flow-control mode auto

* service-policy input HA

* exit

*

R R i e b b 2b b b b b I 2b I e dh b e Sh b SR S b b S dh b 4R b db b 2R Sb b db b b db b b b db b 2b db b db Ib I Ib b b db b A b dh db b 4

kX kX kk kKK

o. RCF I}20| SHHE Z| 4l H{TQIX| 2Hl5HM| K.

show running-config
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ZHHE RCF7t A=X[ &elsty| 2fa 25 S =tele o g HE7t SHIEX 2QIstHR.

° RCF Hii{
o LCQIHE MY

° AEX HO

Z32 AMO|E o w2t 2tRLCH ZE HH 2 =telstl AX[$H RCFOf| Ciet E8 HE AFEo| J=X]
EEIE|¢ L EE XX L.

6. SXH AtO|Q| AF2XL MOl 7t AFEE 7|SELICE running-config IFU I AFE S9QI RCF It

7. RCF ™1} AQ|X| AHO0| SHIEX| &Qlst & EASIM|R. running-config MHYS startup-config IHY.

csl# copy running-config startup-config
[ HHE A AR AR A A H AR E R EHHHHHHHE] 100% Copy complete
8. 7|2 M MB HEE MEYLICH write erase.cfg REEZAl0| = THAQJLICE
CHS A S Fdstiof Lot

© AFEX} OIS HIL S
ORECIEN

= 712 HolE¢o]

- A9 018

csl# show run | i "username admin password" > bootflash:write erase.cfg

csl# show run | section "vrf context management" >> bootflash:write erase.cfg
csl# show run | section "interface mgmtO" >> bootflash:write erase.cfg

csl# show run | section "switchname" >> bootflash:write erase.cfg

9. RCF H{T 1.12 0| &2 EX|3t= ER LIS BHS AHSIMIR.

rr

csl# echo "hardware access-list tcam region ing-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region egr-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region ing-12-gos 1280" >>
bootflash:write erase.cfg

N
LK

3

ZME BXZSHMR HH HES FXISIHEA Cisco &= HE ALK LE2 X|2= D" XiAcH

00 1>
fIO u

10. CtS 2 &QISHMAIR. write erase.cfg OATHE MHUO| xHR H&LICH
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show file bootflash:write erase.cfg

1. A2/X| cs20ilM 1~10CHAIE HH=StL|CE
12. ONTAP 22{AE{Q BE LLEO| 2 A ZEE AQX| cs1 U cs20f HAELICY.
2EHA|: A9(X| A Z el

1. 2 A ZEO| HEE AQAX| ZEIEFSH=R] 2 l5HM K.

show interface brief

€ EHFMR

csl# show interface brief | grep up

Ethl/1/1 1 eth access up none

10G (D) --

Ethl/1/2 1 eth access up none
10G (D) --

Ethl/7 1 eth trunk up none
100G (D) --

Ethl/8 1 eth trunk up none
100G (D) --

2. O HEE A8 22{AE BTt SHIE 22 AH VLANO| J=X| SISt 2.
show vlan brief

show interface trunk
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g EHFMR

csl# show vlan brief

VLAN Name Status
1 default active
Ethl/3

Ethl/6, Ethl/7

Ethl/36

Ethl/9/3

Ethl/10/2

17 VLANOO17 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl/10/2

18 VLANQOO18 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl1/10/2

31 VLANOO31 active
Ethl/13

Ethl/16

Ethl/19

Ethl/22
32 VLANOO32 active

Ports

Pol, Ethl/1, Ethl/2,

Ethl/4, Ethl/5,

Ethl/8, Ethl/35,

Ethl/9/1, Ethl/9/2,

Ethl1/9/4, Ethl1/10/1,

Ethl1/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl/10/1,

Ethl/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl1/10/1,

Ethl/10/3, Ethl/10/4
Ethl/11, Ethl/12,

Ethl/14, Ethl/15,

Ethl/17, Ethl/18,

Ethl/20, Ethl/21,

Ethl/23, Ethl/24,



Ethl/25

Ethl/28

Ethl/31

Ethl/34

33 VLANOO33

Ethl/13

Ethl/16

Ethl/19

Ethl/22

34 VLANOO34

Ethl/25

Ethl/28

Ethl/31

Ethl/34

csl# show interface trunk

active

active

Ethl/26,

Ethl/29,

Ethl/32,

Ethl/11,

Ethl/14,

Ethl/17,

Ethl/20,

Ethl/23,

Ethl/26,

Ethl/29,

Ethl/32,

Native
Vlan

Port
Channel

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8
Ethl1/9/1
Ethl1/9/2
Eth1/9/3
Ethl1/9/4
Ethl1/10/1
Ethl1/10/2
Eth1/10/3
Ethl1/10/4

O T T Y S e e e S S S O = W = W =

trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking

Ethl/27,

Ethl/30,

Ethl/33,

Ethl/12,

Ethl/15,

Ethl1/18,

Ethl/21,

Ethl/24,

Ethl/27,

Ethl/30,

Ethl/33,
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Ethl/11 33 trunking ==

Ethl/12 33 trunking ==
Ethl/13 33 trunking ==
Ethl/14 33 trunking -—
Ethl/15 33 trunking ==
Ethl/16 33 trunking ==
Ethl/17 33 trunking -—
Ethl/18 33 trunking ==
Ethl1/19 33 trunking ==
Ethl1/20 33 trunking -—
Ethl/21 33 trunking ==
Ethl/22 33 trunking ==
Ethl/23 34 trunking -—
Ethl/24 34 trunking ==
Ethl/25 34 trunking ==
Ethl/26 34 trunking -—
Ethl/27 34 trunking ==
Ethl/28 34 trunking ==
Ethl/29 34 trunking -—
Eth1/30 34 trunking ==
Ethl/31 34 trunking ==
Ethl/32 34 trunking -—
Ethl1/33 34 trunking ==
Ethl/34 34 trunking ==
Ethl/35 1 trnk-bndl Pol
Ethl/36 1 trnk-bndl Pol
Pol 1 trunking ==
Port Vlans Allowed on Trunk
Ethl/1 1,17-18

Ethl/2 1,17-18

Ethl/3 1,17-18

Ethl/4 1,17-18

Ethl/5 1,17-18

Ethl/6 1,17-18

Ethl/7 1,17-18

Ethl/8 1,17-18

Ethl/9/1 1,17-18

Ethl/9/2 1,17-18

Eth1/9/3 1,17-18

Ethl1/9/4 1,17-18

Ethl1/10/1 1,17-18

Eth1/10/2 1,17-18

Ethl1/10/3 1,17-18



Ethl1/10/4 1,17-18

Ethl/11 31,33
Ethl/12 31,33
Ethl1/13 31,33
Ethl/14 31,33
Ethl/15 31,33
Ethl/16 31,33
Ethl/17 31,33
Ethl/18 31,33
Ethl1/19 31,33
Ethl/20 31,33
Ethl/21 31,33
Ethl/22 31,33
Ethl/23 32,34
Ethl/24 32,34
Ethl1/25 32,34
Ethl/26 32,34
Ethl/27 32,34
Ethl1/28 32,34
Ethl/29 32,34
Ethl1/30 32,34
Ethl/31 32,34
Ethl/32 32,34
Ethl/33 32,34
Ethl/34 32,34
Ethl/35 1

Ethl/36 1

Pol 1

®

3. cs12t cs2 ALO|Q] ISLO| ZHE8t=X| 2HQISIA Q.

dm

& ZE 3l VLAN AFZ0)| CHEE ZHM|SH LHE2 RCF2| Hi 3! S8 H10 At MM S HESHM K.

show port-channel summary



O 2HFAMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)

s — Suspended r - Module-removed

b - BFD Session Wait

S - Switched R - Routed

U - Up (port-channel)

p - Up in delay-lacp mode (member)

M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)
csl#

3CH|: ONTAP 22{AH MH
NetApp System ManagerE AFE3t0] A S AHE A AS AHESLICH

System Manager= =& 22| IP _+_ otet 2e{AH X7|3t 2 AZ MM TZ2EE 1M XJ| AEE|X|
DTEH|NYS Zest] SHAH 43 3 4 S flet 2tEstn 4|2 I 2E2E MSgL o

2 JIC} "System ManagerS AFE6H0] M 22{AE{0| ONTAP 74" M3 XA 7|2 TSN K.

A IH(RCF) € 12|0|=

ozt
FA
> -LI

23 22(X[0fl 7|ZE RCF It HFO| EX[E[0f Y= B2 RCF HTES Y20 =-fLIC}.

>
o
>t
1

x
10
o
=
1=
1%
o
~
)

HHSHA 2t St 2HAE(ZO0 RELE RASE 2H7L 2S).

12| RCF.

* RCF TS YO|0|Edt= B2 §dts £E 0|0|X| & 2tHdth= RCFE £ E #40| 2Lt

M RE O|0|X|E EIHSI=E RE 7S HEFWMOF 8tz 32 RCFE CHA| K &3] Tof| HF8H0F SfLCt.
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mio
=
rn
=2
rH
=)
ro
[>
rm
|>
ot
o
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o

O] Ext Boll= == Sl ISL(2%1X| 2t @3)0| RSHA| gi&LILt Ol= RCF HT HZE Q2 QI ISL
HE LAHoz k= 0 U | 27|1E 7|sYLIth ST gls 2AH 2I2 2T
2ol ChS 2Ao| M= Tk 29| X|0| M THAE sdot= Set 2E S2{AH LIFE 23 IHEY
AQ[X|2 Oro| 2|0 gfLICt.

MZ2 29X 2ZES) 0| KT RCFE &X[517| ™ol 22X ¥ S X1 7|2 82 Y
SfLICH 29X 2 E X[2e{H 2E &S A8ot0 AQK|off AEsHof StALE 7|2 7 HE
HEsHof LIt

120 ¢ 32|0| = ZH|

1. 22{AH

networ

AQX[of| HEE 2t 29| SEAE ZES HAILICH

k device-discovery show

45



g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C

eOd cs?2 Ethernetl/7 NOK-
C9336C
clusterl-02/cdp

ela csl Ethernetl/8 NOK-
C9336C

e0d cs?2 Ethernetl/8 NOK-
C9336C
clusterl-03/cdp

ela csl Ethernetl/1/1 NOK-
C9336C

e0b cs2 Ethernetl/1/1 NO9K-
C9336C
clusterl-04/cdp

ela csl Ethernetl/1/2 NO9K-
C9336C

e0b cs?2 Ethernetl/1/2 NOK-
C9336C

clusterl::*>

2. 2t Z2|AF ZEQ| BE| U 2Y MEIS ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show -ipspace cluster
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g EHFMR

clusterl::*> network port show -ipspace cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000
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Node: clusterl-04

Ignore

Health
Port
Status

ela
healthy
elb
healthy
clusterl:

Health
IPspace
Status

Cluster
false

Cluster
false
3W>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| A=K &lstM K.

network interface show -vserver cluster

9000

9000

auto/10000

auto/10000



g EHFMR

clusterl::*> network interface show -vserver cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & S2AH ALX|0f TSt YEE & HA[SH=X| 2helgL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch Type Address
Model
csl cluster-network 10.233.205.90 NO9K-
C9336C
Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
cs?2 cluster-network 10.233.205.91 NOK-
C9336C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

clusterl::*>

3. 2 AHE LIFOIM Xt =S2(7| S HlgdstetLct.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto-revert
false

2C0HA: ZE 3

1. 22 A AQIX| cs10|lM LEO| 22{AE ZEO| HEE ZEE ZTFHLICL
csl> enable
csl# configure
csl (config)# interface ethl/1/1-2,ethl/7-8

csl (config-if-range) # shutdown
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csl (config-if-range) # exit

csl# exit

S 917 BXE YABIRH AZE BE S2AE RES HEA SRSHR. XA Tl
(D 248 gmstda 2902 05 27ei0l= 5 Seliel LIFE nto|uzfoldst uh =5t HEie
HO|HALICE" RAE LhE

2. ZR{AE| LIF7t 22/ A A9IK| cs10] SATE EER Hoj ZAEIYER HolgLich 3 £ BT 2 4
oIAL|CH
M- .

network interface show -vserver cluster

g EHFMR

clusterl::*> network interface show -vserver cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 ela false

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 ela false

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 ela true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 ela false

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 ela false

8 entries were displayed.
clusterl::*>

3. 2 AETI FHQUX| =HQIHHIR.

cluster show
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4.

5.
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

OFE| MEBHX| QIQUITHR CHS B0l Z2S HIAE MU0 ZARSIOY HT) A9|X| TAO| AHES K ESHH|L.
show running-config
a. Sixf ALO[e] AFE XL HO| FIF AFRE 7|EELICE running-config 2|10 AL QI RCF DY (0f: =Z[9

SNMP 74)

b. NX-OS 10.28E| CtS2 AF2SIMIR. show diff running-config FEZ2HA|0f MZEE RCF It o}
H|wdh= BHYLICH 2K b2 B2, M3%t difffcompare =75 AFZSHA| K.

712 4 M8 BEE MERLICL write erase.cfg REZE{A0] U= THAYJLICE
CHS AFZrS LA 6fjof gfL|Ct,

° AFEXH O|Z 2t H|RHS

O  warz

° 7|2 HO|E#0]

=

- A9 018

csl# show run | i "username admin password" > bootflash:write erase.cfg

csl# show run | section "vrf context management" >> bootflash:write erase.cfg
csl# show run | section "interface mgmtO" >> bootflash:write erase.cfg

csl# show run | section "switchname" >> bootflash:write erase.cfg

RCF 7T 1.12 0|& o= 2)|0|=38t= F 2 LS S 2ASHM L.

csl# echo "hardware access-list tcam region ing-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region egr-racl 1024" >>
bootflash:write erase.cfg



10.

1.

12.

13.

csl# echo "hardware access-list tcam region ing-12-gos 1280" >>
bootflash:write erase.cfg

XA 7|8t EME BESIHQ"HEH HES FX[SHHAM Cisco A= HZE AQX|Q FHE X|2= S XtM|Bt
LHE2.
IS 2 SQISHYAR. write erase.cfg O&THE DHUO| xXHL|H&LICH

show file bootflash:write_ erase.cfg

I MEE 2HE X|22{H write erase BHS MABHL|Ct

csl# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

O[Tl MEE 7|2 S AZf ol SAFLICE

csl# copy bootflash:write_ erase.cfg startup-config
ALK E MEESHMR:

switch# reload

This command will reboot the system. (y/n)? [n] y

22| IP FA0| CHA H2Y 5= JqA| =H SSHE Soll 29(X|0l| 2alehLCt.
SSH 7|9t HAEl S AE MU =3 UHO|ESHOF Y = JAELICE

FTP, TFTP, SFTP EE= SCP & oLte| M& Z2EZ S M85 RCFE A9|X| cs12| EEZA[0|
SAFELICE

Cisco | CHSt XtMISH LI 2 ST 710|EE EHZSHM|R."Cisco Nexus 9000 A|2|= NX-OS HE & x"
7l0|E

Of oflofl M= TFTPE AHE3IH RCFE £A%(X| cs12 FEZHAI0 ZASH= WS HHESLICH
csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server Established.

TETP get operation was successful
Copy complete, now saving to disk (please wait)...

O|F0j| Ct2 2 =0t RCFE REZ A0 HEELICEH

Cisco BHO| CHer AtMISE LHE 2 Sl 70| =2 HZSIMR."Cisco Nexus 9000 Al2|= NX-0S BE &HZE".

o a
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0| ool M= RCF Y2 HHELICE Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt A%|X|
cs10| EX| &

csl# copy Nexus 9336C_RCF_vl.6-Cluster-HA-Breakout.txt running-config
echo-commands

@ RCFo| x| HAte, &2 FnAleh Sl B MMS XIMS] oM. A9(X[2 SHHE 41t
S EFotH o X|& S ¢ w2tof BiL(Ct.

14. RCF IHI0| SHHE XA HHQIX| 2QlstA| K.
show running-config
SHIE RCFII UA=X| 2elsty| 2lslf £HE =telet wf CHZ HE 7t SHHEX| 25N K.

° RCF HHfL4

©LC 9 TE NF

° AHER 2

£22 ALO|E P40 njet HrapELIC EE SHS Holshn MX|S RCFO| CHet S5 §Z Argo| Q=X
22|A LEE HXSIN Q.

15. AR(X| 0]l 0| 2| AFXt HO|E CHA| MERILICH HZESICHA0| 22 & 74 12 Al ZHE" FII2 Hast
B ARl CHEE XA[BE LHE2 22I5HMR.

16. RCF HH, AFSXE MOl F71 Atg I AQ|X| HHO| SHFEX| =QI%t = running-config MY S startup-config
0] = AFRHL(CE.

Cisco BHO|| Ciot XiM|ot LHE2 s 7H0|EE & ZSHM|R."Cisco Nexus 9000 A[2|= NX-OS HE EHxE".
csl# copy running-config startup-config
[] 100% Copy complete

17. 291X cs12 MEESLICE A(X|7F PR E = SQF e E0M HE "S2{AH AQ(X| e ZLE" 1 2
"SSAH ZE L2 O[HIEE FAlT = ASLIC.

- T
csl# reload

This command will reboot the system. (y/n)? [n] y
18. 2 AE{Q| 22{AH ZE ME{E =olgfL|Ct.
a. S2AHS BE LE0|M E2{AH ZETL &F F0|10 HAQIX| 2H0I5HM Q.

-

network port show -ipspace cluster
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g EHFMR

clusterl::*> network port show -ipspace cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C

eOd cs?2 Ethernetl/7 NOK-
C9336C
cluster01-2/cdp

ela csl Ethernetl/8 NOK-
C9336C

e0d cs?2 Ethernetl/8 NOK-
C9336C
cluster01-3/cdp

ela csl Ethernetl/1/1 NOK-
C9336C

e0b cs2 Ethernetl/1/1 NO9K-
C9336C
clusterl-04/cdp

ela csl Ethernetl/1/2 NOK-
C9336C

e0b cs?2 Ethernetl/1/2 N9K-
C9336C

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NX9-
C9336C

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 NX9-



19.

20.
21.

58

C9336C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of o]Hofl EF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE 5= ASLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-UNBLOCK CONSIST PORT:
Unblocking port port-channell on VLANO092. Port consistency
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

SAE 7L YYAX| EelotM K.

cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

AQI%| cs20| A 1~19EHA|Z BHESH|C},

S AE LIFOIM ZtS EIS2(7]18 Z4stetLrt.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto-revert
True



22. AQ|K| cs2E MEEISHUAIR.

cs2# reload

This command will reboot the system.

3EA: 2AH HERI 74 8 S2{AH HE

1. 2AE ZEO| HEE AQX| ZEI}*ES*SH=X| &l5IM Q.

show interface brief

g EHFMR

csl# show interface brief

Ethl/1/1 1 eth

10G (D) --
Ethl/1/2 1 eth
10G (D) --
Ethl/7 1 eth
100G (D) --
Ethl/8 1 eth
100G (D) --

grep up

access up

access up

trunk up

trunk up

2. Ofj &t e E7F o HS| HEE O] A=K 2QUBHMIR.

show cdp neighbors

(y/n)?

y

none

none

none

none
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g EHFMR

csl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 133 H FAS2980
ela
node?2 Ethl/2 133 H FAS2980
ela
csl Ethl/35 175 R S I s N9K-C9336C
Ethl/35
csl Ethl/36 175 R ST s N9K-C9336C
Ethl/36

Total entries displayed: 4

3. CI2 H™EE M85t 22{AH =7t 2HIE 22{AH VLANO| JQ=X| ZRISHN K.
show vlan brief

show interface trunk
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g EHFMR

csl# show vlan brief

VLAN Name Status
1 default active
Ethl/3

Ethl/6, Ethl/7

Ethl/36

Ethl/9/3

Ethl/10/2

17 VLANOO17 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl/10/2

18 VLANQOO18 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl1/10/2

31 VLANOO31 active
Ethl/13

Ethl/16

Ethl/19

Ethl/22
32 VLANOO32 active

Ports

Pol, Ethl/1, Ethl/2,

Ethl/4, Ethl/5,

Ethl/8, Ethl/35,

Ethl/9/1, Ethl/9/2,

Ethl1/9/4, Ethl1/10/1,

Ethl1/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl/10/1,

Ethl/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl1/10/1,

Ethl/10/3, Ethl/10/4
Ethl/11, Ethl/12,

Ethl/14, Ethl/15,

Ethl/17, Ethl/18,

Ethl/20, Ethl/21,

Ethl/23, Ethl/24,
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Ethl/25

Ethl/28

Ethl/31

Ethl/34

33 VLANOO33

Ethl/13

Ethl/16

Ethl/19

Ethl/22

34 VLANOO34

Ethl/25

Ethl/28

Ethl/31

Ethl/34

csl# show interface trunk

active

active

Ethl/26,

Ethl/29,

Ethl/32,

Ethl/11,

Ethl/14,

Ethl/17,

Ethl/20,

Ethl/23,

Ethl/26,

Ethl/29,

Ethl/32,

Native
Vlan

Port
Channel

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8
Ethl1/9/1
Ethl1/9/2
Eth1/9/3
Ethl1/9/4
Ethl1/10/1
Ethl1/10/2
Eth1/10/3
Ethl1/10/4

O T T Y S e e e S S S O = W = W =

trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking

Ethl/27,

Ethl/30,

Ethl/33,

Ethl/12,

Ethl/15,

Ethl1/18,

Ethl/21,

Ethl/24,

Ethl/27,

Ethl/30,

Ethl/33,



Ethl/11 33 trunking ==

Ethl/12 33 trunking ==
Ethl/13 33 trunking ==
Ethl/14 33 trunking -—
Ethl/15 33 trunking ==
Ethl/16 33 trunking ==
Ethl/17 33 trunking -—
Ethl/18 33 trunking ==
Ethl1/19 33 trunking ==
Ethl1/20 33 trunking -—
Ethl/21 33 trunking ==
Ethl/22 33 trunking ==
Ethl/23 34 trunking -—
Ethl/24 34 trunking ==
Ethl/25 34 trunking ==
Ethl/26 34 trunking -—
Ethl/27 34 trunking ==
Ethl/28 34 trunking ==
Ethl/29 34 trunking -—
Eth1/30 34 trunking ==
Ethl/31 34 trunking ==
Ethl/32 34 trunking -—
Ethl1/33 34 trunking ==
Ethl/34 34 trunking ==
Ethl/35 1 trnk-bndl Pol
Ethl/36 1 trnk-bndl Pol
Pol 1 trunking ==
Port Vlans Allowed on Trunk
Ethl/1 1,17-18

Ethl/2 1,17-18

Ethl/3 1,17-18

Ethl/4 1,17-18

Ethl/5 1,17-18

Ethl/6 1,17-18

Ethl/7 1,17-18

Ethl/8 1,17-18

Ethl/9/1 1,17-18

Ethl/9/2 1,17-18

Eth1/9/3 1,17-18

Ethl1/9/4 1,17-18

Ethl1/10/1 1,17-18

Eth1/10/2 1,17-18

Ethl1/10/3 1,17-18



Ethl1/10/4 1,17-18

Ethl/11 31,33
Ethl/12 31,33
Ethl1/13 31,33
Ethl/14 31,33
Ethl/15 31,33
Ethl/16 31,33
Ethl/17 31,33
Ethl/18 31,33
Ethl1/19 31,33
Ethl/20 31,33
Ethl/21 31,33
Ethl/22 31,33
Ethl/23 32,34
Ethl/24 32,34
Ethl1/25 32,34
Ethl/26 32,34
Ethl/27 32,34
Ethl1/28 32,34
Ethl/29 32,34
Ethl1/30 32,34
Ethl/31 32,34
Ethl/32 32,34
Ethl/33 32,34
Ethl/34 32,34
Ethl/35 1

Ethl/36 1

Pol 1

®

4. cs11t cs2 AHO|Q] ISLO| ZHs =X 2HOISHNR.

dm

& ZE 3l VLAN AFZ0)| CHEE ZHM|SH LHE2 RCF2| Hi 3! S8 H10 At MM S HESHM K.

show port-channel summary
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g EHFMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)

s — Suspended r - Module-removed

b - BFD Session Wait

S - Switched R - Routed

U - Up (port-channel)

p - Up in delay-lacp mode (member)

M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)
csl#

5. 2HAE LIF7I 8 ZER &[S0IH=X] &QlstM .

network interface show -vserver cluster
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g EHFMR

clusterl::*> network interface show -vserver cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 e0d true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eld true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true

8 entries were displayed.

clusterl::*>

S2{AE LIF7L 3 ZER S0teX| ¢i2 32 22 kRN #3522 ==8L o
network interface revert -vserver vserver name -1lif 1if name
- SHAETL ZYUX| 2HISHH R,

=

cluster show



of

rio

£ ENFAMR

clusterl::*> cluster show

Eligibility

Node Health
clusterl-01 true
clusterl-02 true
clusterl-03 true
clusterl-04 true

4 entries were displayed.
clusterl::*>

true
true
true

true

A 22 AH QIHM|o|Ao| AAY S &CISHA K.

o =
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM AAE A2 CHE MR HE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol R £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
node?2

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolst= o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host is clusterl1-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0Oa

Cluster clusterl-03 clusZ2 169.254.1.1 clusterl-03 eOb
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 e0Ob
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 eOa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 e0Od
Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0a
Cluster clusterl-02 clus2 169.254.3.9 clusterl-02 e0Od

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8
169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):

Local 169.254.1.3 to Remote 169.254.1.6
Local 169.254.1.3 to Remote 169.254.1.7
Local 169.254.1.3 to Remote 169.254.3.4
Local 169.254.1.3 to Remote 169.254.3.5
Local 169.254.1.3 to Remote 169.254.3.8
Local 169.254.1.3 to Remote 169.254.3.9
Local 169.254.1.1 to Remote 169.254.1.6
Local 169.254.1.1 to Remote 169.254.1.7
Local 169.254.1.1 to Remote 169.254.3.4
Local 169.254.1.1 to Remote 169.254.3.5
Local 169.254.1.1 to Remote 169.254.3.8
Local 169.254.1.1 to Remote 169.254.3.9

Larger than PMTU communication succeeds on 12 path(s)
RPC status:

6 paths up, 0 paths down (tcp check)

6 paths up, 0 paths down (udp check)

RCFE ¢130|E0t 20 = LtES =AY = AFLILE"SSH = =I5 Q" .


configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html

SSH 714 = =it

CSHM(Ethernet Switch Health Monitor) ! 23 % 7|2
AL{X|0| A SSH B! SSH 7|7t &4t J=X| 2RIt K.

T
1. SSHII 2d3te|0] A=A ZRISHMIK.

(switch) show ssh server
ssh version 2 is enabled

2. SSH 7|7} 2d3tE|0] U=X] 2QISHHIR.

show ssh key
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g EHFMR

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBe jx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2VIZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbgVIewCdgWgxzrIY5BPP5GBAxQJIMBiOwWEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

FIPSE Zdste mf Ltz S ALE3I0] AQ(X[0| M HIE 5 25622 HAGOF YLILt. ssh key

ecdsa 256 force.=2LC}"FIPSE AI20610] HEQIT Hot 24" XtAM|SH LHE L.

HE = UASLICE "A9|K| HEf ZLEHZE 74

1
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9336C-FX2 5! 9336C-FX2-T S{AE ALX[E & 7|2iUC=E
Mg,

9336C-FX2 % 9336C-FX2-T 22{AEH AKX E & 7|24 2 MAH™SI2{™ 9336C-FX2
5! 9336C-FX2-T AQ|X| M™E X|2[0F gfL|C}.

o
il
18%
=2
)
ot
2

ikl

I
rt
fjo

A8t A9 X|off HZ3HOF BHL|Cf.

ro me

22| WEY 30| FHS YAFELICH

1. 7|Z 742 XLt

write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

2. AQIX| ATESO{E CHA| ZESHM !

reload

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

AIAEIO| TR EIE| T 74 ORADF AISHEILICH BElots S0t "AtS T2u|XdS
A2 ShAI S LITF"2H BIAIXIZE LIERRI (Gl/0FL| 2)[n] ol T3t Erto] ‘ool 2
Seisfor gLt

=
S Mo 20 = TES +AY & ASLICE M GolCt 20 maf.
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