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network device-discovery show -protocol cdp

S EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-02/cdp

ela csl Ethl/2 NOK-
C9336C

e0b cs?2 Ethl/2 NOK-
C9336C
clusterl-01/cdp

ela csl Ethl/1 NOK-
C9336C

elb cs?2 Ethl/1 NOK-
C9336C

4 entries were displayed.
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network port show -ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02

Health
Port
Status

Broadcast Domain

Speed (Mbps)

Link MTU Admin/Oper

ela
healthy
e0b
healthy

Cluster

Cluster

Node: clusterl-01

Health
Port
Status

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000
up 9000 auto/10000
Speed (Mbps)

Link MTU Admin/Oper

ela
healthy
e0b
healthy

Cluster

Cluster

Cluster

Cluster

4 entries were displayed.

b. LIFO]| CHet MEE EAISLICE

network interface show -vserver Cluster

up 9000 auto/10000

up 9000 auto/10000
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clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIH AAE Az CHE MR QEE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
node?2

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolst= o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl1-02
Getting addresses from network interface table...
Cluster clusterl-01 clusl 169.254.
Cluster clusterl-01 clus2 169.254.
Cluster clusterl-02 clusl 169.254.
Cluster clusterl-02 clus2 169.254.
Local = 169.254.47.194 169.254.19.
Remote = 169.254.209.69 169.254.49.125
4294967293

Cluster Vserver Id

Ping status:

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000
Local 169.
Local 169.
Local 169.
Local 169.

byte MTU on 4

254.
254.
254.
254.

19.
19.
47.
47 .

183
183
194
194

to
to
to
to

209.69 clusterl-01
49.125 clusterl-01
47.194 clusterl-02
19.183 clusterl-02
183

on 4 path(s)

0 path(s)

path(s) :

Remote 169.254.209.69
Remote 169.254.49.125
Remote 169.254.209.69
Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down

2 paths up, 0 paths down

DE ZYAE LIFOIM A5 B9 &

(=
o

(tcp check)
(udp check)
0| 23tz U=X| 2USHM( 2.

ela
e0b
ela
eOb

network interface show -vserver Cluster -fields auto-revert
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clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

clusterl-01 clusl true

clusterl-01 clus2 true

clusterl-02 clusl true

clusterl-02 clus2 true
4 entries were displayed.

ChE22 f9e7te?
NX-OS 2 E%I‘HQF RCFE 2X|g ZH|Jt =|H LSS &g = ASLICE "NX-0S 2 ZES|HE ZX[5HH 2"

NX-0S AT E Q|0 AX|
Nexus 9336C-FX2 29 AQ|X[0f] NX-OS AT EQ|0{E MX|6I2{H CI2 HEAIE 2N L.

AZFSE| Hof| LS EAE 2b26HH|2."NX-0S 5! RCF & X| Z=H|" .

dE 27 At

AlZtst7| o
CtES s&oliof 2fLCt

¢ AQIX|HM show install all impact nxos bootflash:<image name>.bi n BEHS HAHSI0] M
NX-OS _JtEET-"O'i OIDlIl AiXI EE:: %’ljﬂ‘”0||:°| %%F; 74EOI.AIA|9 Olnlxl _E'I_jé:IAo% §||.ol_|-6
MEE S HHotH, St/ 22td S Hotety, S2oF S2H0] JA=X| =l

* CHAF NX-OS 2AZEQo] HEHe| 2E2[A LEE HESIH EX 27 AFZ0| QI=X] QIS L.

o AQX| 42| Hx| B 0| /U=X| =l

* 2§AHG| 2FSt= 2E{AETL J=X| QUGN LEDN LFEI §IFALE FALSE 2X|7t SA=X] =),
HIQHEl 2

* "Cisco 0|4l AQ[X| m|O| X"

X == ONTAP 3 NX-OS H{Fof| Chot AQ|X| 22ty BE HZSHM K.
* "AZES0 ¥20|= 8 L2 3|0| = ol ="

Cisco 29X 2108|0|E 8l Ct22{|0| = HX0f| CHSt M| EA= Cisco EIAIO|EO|N XS5 s AT EQ

10


prepare-nxos-rcf-9336c-shared.html
prepare-nxos-rcf-9336c-shared.html
prepare-nxos-rcf-9336c-shared.html
prepare-nxos-rcf-9336c-shared.html
prepare-nxos-rcf-9336c-shared.html
prepare-nxos-rcf-9336c-shared.html
prepare-nxos-rcf-9336c-shared.html
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html

5 ¥O20|E 70| =8 HZSHM K.
* "Cisco Nexus 9000 2! 3000 €18|0|= ! |ISSU OHEEZIA"

SIxf Ol CHAL 22| AE J|HEOE Nexus 9000 A|2| X AQX|2| Cisco NX-OS A E2||0{0f| CHSt STHA
2 12|0| =/CHR |0 =0 CHot HEE M gtLC,

S HO|XIO M *STh F|0| =5 MBSt EECH2 S=0|M oix 22|Aek e Z2[AE MEtstL|Ct
Ofl Alof| 25t
Of xto| oflofl M= LhE 291K & .= BEES AFSHLIC

* & Cisco 22|X|2| O|E2 cs12t cs2LILCE.
* L.C O|E2 cluster1-01, cluster1-02, cluster1-03, cluster1-04L|C}.

* 22{AH LIF 0|2 cluster1-01_clus1, cluster1-01_clus2, cluster1-02_clus1, cluster1-02_clus2, cluster1-
03_clus1, cluster1-03_clus2, cluster1-04_clus1 %! cluster1-04_clus2®!L|C}.

» J9H3 clusterl::*> TEIEL 22{AF9| 0|22 LIERHLICE
LEELE SRR

O| EXtofl M= ONTAP H&E1 Cisco Nexus 9000 A|2| = ARQ|X| HHEZS &= ALE6lOf SL|CH Ee| XI™FE K| b= o
ONTAP HHZ ArEgtL|C}.

A
1. 22{AH AQIX|IE HE| HIEHI0| AZSLICE

2. ping BHE AH2310 NX-O0S 2ZE9|0{2t RCFE T AEISH= AH{0f et HZ S telgfLCt.

g EHFMR

Of GiIH|OIM = AQAKIZHIP 4 172.19.2.19] MHO|| ZEE & U=X| =elgtL|ct,

cs2# ping 172.19.2.1 VRF management
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. 22{AEH AQX|0| HEE 2t LE=9| 2B{AE ZEE HFA|SL|CE,

network device-discovery show
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https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html

g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/7 NOK-
C9336C-FX2
clusterl-02/cdp

ela csl Ethernetl/8 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/8 NOK-
C9336C-FX2
clusterl-03/cdp

ela csl Ethernetl/1/1 NOK-
C9336C-FX2

e0b cs2 Ethernetl/1/1 NO9K-
C9336C-FX2
clusterl-04/cdp

ela csl Ethernetl/1/2 NO9K-
C9336C-FX2

e0b cs?2 Ethernetl/1/2 NOK-
C9336C-FX2

clusterl::*>

4. 2t 2|AE ZEQ| B2l % 2Y MES ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show -ipspace Cluster

12



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
elOb Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

13
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Node: clusterl-04

Ignore

Health
Port
Status

ela
healthy
elb
healthy
clusterl:

Health
IPspace
Status

Cluster
false

Cluster
false
3W>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| A=K &lstM K.

network interface show -vserver Cluster

9000

9000

auto/10000

auto/10000



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0Ob true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & A ALX|0f TSt YEE & HA[SH=X| 2helgtL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NO9K-
C9336C-FX2

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs?2 cluster-network 10.233.205.91 NOK-
C9336C-FX2
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
clusterl::*>

- S AE LIFOIM XS E[S2(7|E HIZ2-getetL|Ch S A LIFE THEH S2{AH AQX|Z Foi =X =1 Cfat
A2K|0M F220|= EAE +ASt= St olie ?Ix[of Hof [AS LI

network interface modify -vserver Cluster -1if * -—-auto-revert false

. NX-0S 2AZE¢|0{2t EPLD O|0O|X|E Nexus 9336C-FX2 AQ|X|0f| S AtetL|CE.



g EHFMR

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.5.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.5.bin /bootflash/nx0s.9.3.5.bin
/code/nxo0s.9.3.5.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.5.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.5.img /bootflash/n9000-
epld.9.3.5.1img

/code/n9000-epld.9.3.5.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS AZEQ0{9] A3l HMZ SQISHAM|R.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.38
NXOS: version 9.3 (4)
BIOS compile time: 05/29/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 02:28:31]

Hardware

cisco Nexus9000 C9336C-FX2 Chassis

Intel (R) Xeon (R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory.

Processor Board ID FOC20291J6K

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 42 second(s)



Last reset at 157524 usecs after Mon Nov 2 18:32:06 2020
Reason: Reset Requested by CLI command reload
System version: 9.3 (4)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

cs2#

8. NX-OS O|O|X|E MX[gtL|C}.

O|0|X| mtUS HX[SHH A2/ XE MEE S miotCt O|0|X| o] 2E=E LTt
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g EHFMR

cs2# install all nxos bootflash:nxos.9.3.5.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.5.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxo0s.9.3.5.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.5.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module Bootable Impact Install-type Reason

1 yes Disruptive Reset Default upgrade is
not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt) New-
Version Upg-Required

1 nxos 9.3(4) 9.3(5)
yes

1 bios v08.37(01/28/2020) :v08.23(09/23/2015)

v08.38(05/29/2020) yes



Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.
Warning: please do not remove or power off the module at this time.

[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.

9. AQIX|7F HERE & NX-0S 2L EL0{9] A NS =HI5tM K.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: wversion 9.3 (5)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxos.9.3.5.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware

cisco Nexus9000 C9336C-FX2 Chassis

Intel (R) Xeon (R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory.

Processor Board ID FOC20291J6K

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 42 second(s)



Last reset at 277524 usecs after Mon Nov
Reason: Reset due to upgrade
System version: 9.3 (4)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

10. EPLD O|0|X|E & 12{|0| =311 AQ(X| S KR SLICE

2 22:45:12 2020
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g Eo{FAM R



cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.3.5.img module all
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module Upgradable
Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required
1 SUP MI FPGA 0x07 0x07 No
1 SUP IO FPGA 0x17 0x19 Yes
1 SuUP MI FPGA2 0x02 0x02 No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

25



- 29X[E MEEet = LAl 23l

OF

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

12. 22{AEQ| 2 AR ZE MEHE oIS},

26

=

a. SHAHS BE LE0N SHAH ZEJL &3 0|10 FAMQIX| 2olshN| Q.

|

network port show -ipspace Cluster

ol ME2 HH2| EPLD7} M3XOo2 EEE|YUE=X| &



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

eOb

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
elb Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/7 NOK-
C9336C-FX2
cluster01-2/cdp

ela csl Ethernetl/8 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/8 NOK-
C9336C-FX2
cluster01-3/cdp

ela csl Ethernetl/1/1 NOK-
C9336C-FX2

e0b cs2 Ethernetl/1/1 NO9K-
C9336C-FX2
clusterl-04/cdp

ela csl Ethernetl/1/2 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/1/2 N9K-
C9336C-FX2

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NOK-
C9336C-FX2

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 NOK-



C9336C-FX2
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of] o]Fofl ZEF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE 5= JAFLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-UNBLOCK CONSIST PORT:
Unblocking port port-channell on VLANO092. Port consistency
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

13. S2{AE{It HARIX| 2olstM| .
cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

14. AR1X| cs10ll NX-OS £2ZEQ|0|S HX[5l2{H 6~13CHAH|IS BHEEfLICt
15. 2HAH LIFOIM XtE 53 7|52 2d3tsty| Mol 212 22{AH QUEI0|A9] HE MEIS &IsHYAIR.

S ==
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIH AAE Az CHE MR QEE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolst= o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

S AH LIFOIM XS EIS2(7|E gdeteiL ),
network interface modify -vserver Cluster -1lif * -auto-revert true
. 22{AH LIF7I 2 ZEZ E[S0R=X] 2elstM|a.

network interface show -vserver Cluster



22 AH LIF7I 8 ZEZ S0t2X|

network interface revert

&z 14 IY(RCF
Nexus 9336C-FX2 AQX|E X

AlZfoto| Hof| Lt XS

s

HHFMR

clusterl::*> network interface show

Current Is
Vserver
Port

Logical

Interface

-vserver Cluster
Status

Network

Admin/Oper Address/Mask

Cluster

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04

clusterl-01 |

e0b

clusterl-01

e0b

clusterl-02

elOb

clusterl-02

e0b

clusterl-03

e0b

clusterl-03

eOb

clusterl-04

e0b

clusterl-04

e0b

up/up
true

clusl

up/up
true

clus?2

up/up
true
up/up
true

clusl

clus?2

up/up
true

clusl

up/up
true
up/up
true

clus?2

clusl

clus2 up/up

true

8 entries were displayed.

clusterl::*>

FAItR?

ATEHE XS

et

—

LS

=0

rr

|t
>t

U2 4R 2 L0

-vserver Cluster

169.254.3.4/23

169.254.3.5/23

169.254.3.8/23

169.254.3.9/23

169.254.1.3/23

169.254.1.1/23

169.254.1.6/23

169.254.1.7/23

TS2Z & ZELIC

-1lif <1if name>

. "RCFE &X[s}C}".

ZSHM|IR."NX-0S 2! RCF X[ Z=H|" .

Current

Node
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* AQ|X| 2t9| ISL(Inter-Switch Link) 2Z0| HZEIL|LCE,

* ONTAP LE E3AH ZEJ} HALX| QUUSLICE

(U

HE. 22{%[0] HH<

o H
T
N

> 0

K| AHO| AZE|ASLICHRE| IP T2t SSHIF 2HE).

AE 7hs¢t RCF 74

* ClusterStorageRCF - A2|X[0f|A 2 E SHAES F 719 AEE|X| FHE XM SLICHCluster-Storage
RCF 1.xx).

1EHA|: 22(X|0| RCF EX|

1. SSHLt 2|&E 243 AH2510] Switch cs10| 23QIHL|CE,

2. FTP, TFTP, SFTP EE= SCP & StLIQ| M4 TR EEZS AIR3I0 RCFE AQX| cs12] EEZ2{A|0f|
SAtgiLICE

Cisco | CHSt XHM|Bt LHE2 s 710|EE EZ6HM|IR. "Cisco Nexus 9000 A|2[= NX-OS &H& &z,
OIE EFAMR

Of oflofl M= TFTPE AHE3t0{ RCFE A%[X| cs12] FEZHAI0 SASH= WS HHSLICH

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TETP get operation was successful

Copy complete, now saving to disk (please wait)...

3. O|M0f| CHREE3t RCFE R EZejAlof Mgt ).
Cisco B0 CHSH XtA|Tt LHE 2 SliiE 710| =8 EZSHM|K. "Cisco Nexus 9000 A|2|= NX-OS HE &=x"

g EHFMR

O] ool M= RCF Y2 HHFELICE Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt
ALK cs10]| AX| S

csl# copy Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt running-
config echo-commands

4. 4 =22 HAMEILIC}E show banner motd EE. AQX[Q] SHIE A X =S HAESHHH 0| X|ES 4D
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[r2of etL|Ct,

HE EHFMR

csl# show banner motd

R b b b b b b b b b b b b I b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i b i b b b b b b b i 4

XKk kkkkkk Kk Kk

* NetApp Reference Configuration File (RCF)

*

* Switch : Nexus N9K-C9336C-FX2

* Filename : Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt
* Date : 10-23-2020

* Version : vl1.6

* Port Usage:

* Ports 1- 3: Breakout mode (4x10G) Intra-Cluster Ports, int
el/1/1-4, el/2/1-4

, €l1/3/1-4

* Ports 4- 6: Breakout mode (4x25G) Intra-Cluster/HA Ports, int
el/4/1-4, el/5/

1-4, el/6/1-4

* Ports 7-34: 40/100GbE Intra-Cluster/HA Ports, int el/7-34
* Ports 35-36: Intra-Cluster ISL Ports, int el/35-36

*

* Dynamic breakout commands:

* 10G: interface breakout module 1 port <range> map 10g-4x

* 25G: interface breakout module 1 port <range> map 25g-4x

* Undo breakout commands and return interfaces to 40/100G
configuration in confi

g mode:

* no interface breakout module 1 port <range> map 10g-4x

* no interface breakout module 1 port <range> map 25g-4x

* interface Ethernet <interfaces taken out of breakout mode>
* inherit port-profile 40-100G

* priority-flow-control mode auto

* service-policy input HA

* exit

*

Rk b b b b (b b (b b b b b b b b b b b b b b (Ib b b b b b b b b I ab b b b b b (Ib b b b b Sb b b b Ib b S b b (Ib b Ib ab (b Sb Ib I Sb db b db Sb b Ib i g

k) khkkkkhkk kK

. RCF 0| SHHE £|4 BT QIX| 2tQl5tA K.



show running-config

ZSHHE RCF7t A=X] &elst| 2fsl 2HE =™ o g HEIH SHEX] 2QIstHIR.
° RCF i
cLESIZE MY
° AHER 2

£ 2 AMO|E Mo w2t Z2tRiL|Ct ZE HHE etelst K|St RCFOf| CHet EX HA AFE0| J=X]
22|A LEE HXSIN Q.
. BIZH ALO|Q] AR} MO =Tt AFES 7|2 8ILICE running-config IFY T} AF2 £9Q1 RCF IHY.

C}.
. RCF HH 1} AQ|X| dH™0| SHIEX| &QIst T SASINR. running-config IMYE startup-config OHY.

csl# copy running-config startup-config

[#H#fHHHEH A AR AR HH AR A FF S H A HHH#] 1003 Copy complete

712 Y MR HEE NEYLICH write erase.cfg REEZHA0| U= TFUALICEH
csl# show run | i "username admin password" > bootflash:write erase.cfg
csl# show run | section "vrf context management" >> bootflash:write erase.cfg
csl# show run | section "interface mgmtO" >> bootflash:write erase.cfg
csl# show run | section "switchname" >> bootflash:write erase.cfg

- RCF {7 1.12 0|&f9] F2 L2 BHS HASHMIR.

csl# echo "hardware access-list tcam region ing-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region egr-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region ing-12-gos 1280" >>
bootflash:write erase.cfg

XA 718 2ME HESIMR"HE A HES FAISIEHAM Cisco = HE A9(X|Q] 742 X|2= UHE" XbMle
LHE2.
L2 2 SQISHYAR. write erase.cfg O&THE IHUO| xH M ELICH

show file bootflash:write erase.cfg
S MEE M S X|22{H write erase HHS MaistL|C

csl# write erase
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Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y
12. o|H0l| MTE 7|2 7 HE2 AIE 80l SAFRL|CE
csl# copy bootflash:write_ erase.cfg startup-config
13. A2IX] cs12 MEELICE.
csl# reload
This command will reboot the system. (y/n)? [n] y

14. AQ|X| cs20{| M 1~13EHA|E S BELICE.

15. ONTAP 22 AEQ BE L EO| Z2B{AE TEE AQX| cs1 U ¢cs20f HATHL|LCY.
2CHA|: AR|X| HE =l

1. 22{AH ZE| HZE AQX| ZEJ} *2tE5*SH=X| &QIsHA L.

show interface brief

g HHFAHR

csl# show interface brief | grep up

Ethl/1/1 1 eth access up none

10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --

2. Ot BH2 AR50 22{AH =71 2HIE Z2{AH VLANO| JA=X| SRISHN K.
show vlan brief

show interface trunk
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g EHFMR

csl# show vlan brief

VLAN Name Status
1 default active
Ethl/3

Ethl/6, Ethl/7

Ethl/36

Ethl/9/3

Ethl/10/2

17 VLANOO17 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl/10/2

18 VLANQOO18 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl1/10/2

31 VLANOO31 active
Ethl/13

Ethl/16

Ethl/19

Ethl/22
32 VLANOO32 active

Ports

Pol, Ethl/1, Ethl/2,

Ethl/4, Ethl/5,

Ethl/8, Ethl/35,

Ethl/9/1, Ethl/9/2,

Ethl1/9/4, Ethl1/10/1,

Ethl1/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl/10/1,

Ethl/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl1/10/1,

Ethl/10/3, Ethl/10/4
Ethl/11, Ethl/12,

Ethl/14, Ethl/15,

Ethl/17, Ethl/18,

Ethl/20, Ethl/21,

Ethl/23, Ethl/24,



Ethl/25

Ethl/28

Ethl/31

Ethl/34

33 VLANOO33

Ethl/13

Ethl/16

Ethl/19

Ethl/22

34 VLANOO34

Ethl/25

Ethl/28

Ethl/31

Ethl/34

csl# show interface trunk

active

active

Ethl/26,

Ethl/29,

Ethl/32,

Ethl/11,

Ethl/14,

Ethl/17,

Ethl/20,

Ethl/23,

Ethl/26,

Ethl/29,

Ethl/32,

Native
Vlan

Port
Channel

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8
Ethl1/9/1
Ethl1/9/2
Eth1/9/3
Ethl1/9/4
Ethl1/10/1
Ethl1/10/2
Eth1/10/3
Ethl1/10/4

O T T Y S e e e S S S O = W = W =

trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking

Ethl/27,

Ethl/30,

Ethl/33,

Ethl/12,

Ethl/15,

Ethl1/18,

Ethl/21,

Ethl/24,

Ethl/27,

Ethl/30,

Ethl/33,

39



Ethl/11 33 trunking ==

Ethl/12 33 trunking ==
Ethl/13 33 trunking ==
Ethl/14 33 trunking -—
Ethl/15 33 trunking ==
Ethl/16 33 trunking ==
Ethl/17 33 trunking -—
Ethl/18 33 trunking ==
Ethl1/19 33 trunking ==
Ethl1/20 33 trunking -—
Ethl/21 33 trunking ==
Ethl/22 33 trunking ==
Ethl/23 34 trunking -—
Ethl/24 34 trunking ==
Ethl/25 34 trunking ==
Ethl/26 34 trunking -—
Ethl/27 34 trunking ==
Ethl/28 34 trunking ==
Ethl/29 34 trunking -—
Eth1/30 34 trunking ==
Ethl/31 34 trunking ==
Ethl/32 34 trunking -—
Ethl1/33 34 trunking ==
Ethl/34 34 trunking ==
Ethl/35 1 trnk-bndl Pol
Ethl/36 1 trnk-bndl Pol
Pol 1 trunking ==
Port Vlans Allowed on Trunk
Ethl/1 1,17-18

Ethl/2 1,17-18

Ethl/3 1,17-18

Ethl/4 1,17-18

Ethl/5 1,17-18

Ethl/6 1,17-18

Ethl/7 1,17-18

Ethl/8 1,17-18

Ethl/9/1 1,17-18

Ethl/9/2 1,17-18

Eth1/9/3 1,17-18

Ethl1/9/4 1,17-18

Ethl1/10/1 1,17-18

Eth1/10/2 1,17-18

Ethl1/10/3 1,17-18



Ethl1/10/4 1,17-18

Ethl/11 31,33
Ethl/12 31,33
Ethl1/13 31,33
Ethl/14 31,33
Ethl/15 31,33
Ethl/16 31,33
Ethl/17 31,33
Ethl/18 31,33
Ethl1/19 31,33
Ethl/20 31,33
Ethl/21 31,33
Ethl/22 31,33
Ethl/23 32,34
Ethl/24 32,34
Ethl1/25 32,34
Ethl/26 32,34
Ethl/27 32,34
Ethl1/28 32,34
Ethl/29 32,34
Ethl1/30 32,34
Ethl/31 32,34
Ethl/32 32,34
Ethl/33 32,34
Ethl/34 32,34
Ethl/35 1

Ethl/36 1

Pol 1

®

3. cs12t cs2 ALO|Q] ISLO| ZHE8t=X| 2HQISIA Q.

dm

& ZE 3l VLAN AFZ0I| CHEE XHM|SH LHE2 RCF2| Hi 3! S8 H10 At MM S HESHM| K.

show port-channel summary



O 2HFAMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)

s — Suspended r - Module-removed

b - BFD Session Wait

S - Switched R - Routed

U - Up (port-channel)

p - Up in delay-lacp mode (member)

M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)
csl#

3CH7l: ONTAP S22{AH X
NetApp System ManagerE AFE3t0] A S AEHE A AS AESLICH

System Manager= = E 22| IP 4 &t S2{AH X7|3t 22 AZS M
DTEHINYS Zaste] SHAH 43 3 242 2ot 7tEst |2 /I EEE MS-LCL

SLICE "AL|X| B ZLEZ 74"

Py
0
M
muin
%
Ras
rot
ot
=2
rir
o
ojo
mjo
4>
OOI'
ot
4>
30

ix A IY(RCF) € 130|=

238 221X|0f| 71ZE RCF It HTO| EX[E[0] = E? RCF TS ¥30[=-fL|Ct.

© 29K ol x| HAYLIC
S| ZrEote SHAE (R0 LFL RASE 2XI7t 81S).

&ixiel RCF.

* RCF TS YO|0|Ests B2 /dts £E 0|0|X|E gtHdt= RCFe| R E #40| ZRELICE

M 2E O|0|X|E B E RE 74 te 22 RCFE LHA| HE3t7| Tol| HASOF ZfL|CE.
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2ol ChE ZAo| M= Tk 29| X|0| M THAE sdot= Set 2E S2{AH LIFE 23 TEY
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1. 22{AH

networ

AQX[of| HEE 2t 29| SEAE ZES HAILICE

k device-discovery show
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g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C

eOd cs?2 Ethernetl/7 NOK-
C9336C
clusterl-02/cdp

ela csl Ethernetl/8 NOK-
C9336C

e0d cs?2 Ethernetl/8 NOK-
C9336C
clusterl-03/cdp

ela csl Ethernetl/1/1 NOK-
C9336C

e0b cs2 Ethernetl/1/1 NO9K-
C9336C
clusterl-04/cdp

ela csl Ethernetl/1/2 NO9K-
C9336C

e0b cs?2 Ethernetl/1/2 NOK-
C9336C

clusterl::*>

2. 2t Z2|AF ZEQ| BE| U 2Y MEIS ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show —-role cluster

44



g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0d Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

45
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Node: clusterl-04

Ignore

Health
Port
Status

ela
healthy
elb
healthy
clusterl:

Health
IPspace
Status

Cluster
false

Cluster
false
3W>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

b. ZE Z2{AE AEMO|A(LIF)7t & ZEO| JY=X|

up

2fISHMIR.

=

network interface show -role cluster

9000

9000

auto/10000

auto/10000



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 e0d true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & A ALX|0f TSt YEE & HA[SH=X| 2helgtL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



s

3. 22{AH LIFOIM XI5 = E2|7| S HIZd

clusterl:

HHFMR

clusterl:
-operational true
Switch

Model

csl
C9336C

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

cs?2
C9336C

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

clusterl::*>

false

2CHA|: TE A

:*> system cluster-switch show -is-monitoring-enabled

Type Address

cluster-network 10.233.205.90 NO9K-
FOCXXXXXXGD
true
None
Cisco Nexus Operating System (NX-0S) Software,
9.3(5)
CDP

cluster-network 10.233.205.91 NOK-
FOCXXXXXXGS
true
None
Cisco Nexus Operating System (NX-0S) Software,
9.3(5)
CDP

stgfLCt.

:*> network interface modify -vserver Cluster -1if * -auto-revert

1. 22AH AQIX| cs10lM =EQ| S2{AH ZEO| HZE ZES ZEYLICL

csl (config)# interface ethl/1/1-2,ethl/7-8

csl (config-if-range) # shutdown
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2. 28 AH LIF7I 22{AH AR(X| cs10f]| SAYHE TEZ Foff ZX|Z[J=X] SolgL|ct R X Hx A2
UG LICE
network interface show -role cluster
OlE HHFAMR
clusterl::*> network interface show -role cluster
Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster
clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true
clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 ela false
clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true
clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 ela false
clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 ela true
clusterl-03 clus2 up/up 169.254.1.1/23
clusterl1-03 ela false
clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true
clusterl-04 clus2 up/up 169.254.1.7/23

clusterl-04

ela

false

8 entries were displayed.
clusterl::*>

3. Z22{AE7}

Haelx

cluster show

2ISHMIR
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4.

7. write_erase.cfg It 0| O| ATHE *HYF=X| =

50

2 FE MR EEER

O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.

clusterl::*>

O+%| X{ZSHA| FQUCHH Ct

gl

show running-config

a.

b. NX-OS 10.2 O|A!
oAt H|Wdk= &

9|
L

g9

B UEE MESHMR
% ot

Ch. 2| &

=L
=

o

=
EEETIEN

k=]
—_

EZ2HA|Q| write_erase.cfg It 0| X ¢t

E ool SASHe] oAz

2l 741 AL Sl RCF It AtO[Ofl U= AFEXE FQ| 3271 Aol =

.show diff running-config £ EZ2iA|0| HZEE RCF
70:"!‘, ELALL| diff &= H|w =7 E ALESHN|K.

ISt

AKX FH9f AHEE MESHA K.

xo| SNMP 74)8

LICE,

"username admin password" > bootflash:write erase.cfg
section "vrf context management" >> bootflash:write erase.cfg
section "interface mgmtQO" >> bootflash:write erase.cfg

>> bootflash:write erase.cfg

csl# show run | 1

csl# show run |

csl# show run |

csl# show run | section "switchname"
RCF H7T 1.12 0|&l2] 2R LIZ BHS HASINIR.

csl# echo

bootflash:

csl# echo

bootflash:

csl# echo

bootflash:

X
LK

|2

—

HO

ofo 1>
fw N

show file

A

"hardware access-1list tcam
write erase.cfg

"hardware access-1list tcam
write erase.cfg

"hardware access-1list tcam
write erase.cfg

HZSINR "2 A

M

o
HES

bootflash:write erase.cfg

SX|SHHA Cisco &=

region ing-racl 1024" >>

region egr-racl 1024" >>

region ing-12-gos 1280" >>

215N 2.
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8. Bz} MEE LM S X|22{H write erase BHS MAHTIL|CE

10.

1.

12.

csl# write erase

Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] y

ool MEzl 7|2 82 AlE 80| SAFELICE

csl# copy bootflash:write erase.cfg startup-config

A9I%|S T ESHAIR:

switch# reload

This command will reboot the system. (y/n)? [n] y

e

—

| 1P =201 CHA| M2 2= UA| =|H SSHE S3ll 22(X[ofl 2a0lgL|Ct

SSH 7|ot 2B El S AE T S5S YHO|Edlof & == ASLICE

FTP, TFTP, SFTP EE= SCP & SILIC| M4 T2EZ2 AIR35I0] RCFE A QK| cs12] HEZ2[A|0f
SAtgILICE

Cisco | CHt XHM|Bt LHE2 ST 710|EE & ZSHM|R. "Cisco Nexus 9000 A|2[= NX-OS E&E & ="
7I0|E.

g EHFMR

0| 0|0l M= TFTPE A83H RCFE ARIK| cs12l REEEA0 SAISH: WHE HOFLIC

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF vl.6-Cluster-HA-Breakout. txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TETP get operation was successful

Copy complete, now saving to disk (please wait)...

13. O|™ofl CHR2ZESH RCFE REZ A0 HE-LICH.

Cisco HEO| CHot XtA|Tt LHE 2 ST 710|EE & ZSHM|R. "Cisco Nexus 9000 A|2[= NX-OS E&E &H="
7}0|E.
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O 2HFAMR

0| of|oii A= RCF ItY S HO{FL|Ct. Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt
ALQIK| cs10i| HX| B:

csl# copy Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt running-
config echo-commands

14. Hji £22 HAHLICH show banner motd BE. AQIX[S SHIE #H1t Z5S BESIH 0| XA 1
tH2tof gfLICt.
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g EHFMR

csl# show banner motd

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkhkhkKh KKk %k

* NetApp Reference Configuration File (RCF)

*

* Switch : Nexus NI9K-C9336C-FX2

* Filename : Nexus 9336C RCF vl.6-Cluster-HA-Breakout.txt
* Date : 10-23-2020

* Version : vl1.6

* Port Usage:

* Ports 1- 3: Breakout mode (4x10G) Intra-Cluster Ports, int
el/1/1-4, el/2/1-4

, €1/3/1-4

* Ports 4- 6: Breakout mode (4x25G) Intra-Cluster/HA Ports, int
el/4/1-4, el/5/

1-4, el/6/1-4

* Ports 7-34: 40/100GbE Intra-Cluster/HA Ports, int el/7-34
* Ports 35-36: Intra-Cluster ISL Ports, int el/35-36

*

* Dynamic breakout commands:

* 10G: interface breakout module 1 port <range> map 10g-4x

* 25G: interface breakout module 1 port <range> map 25g-4x

*

* Undo breakout commands and return interfaces to 40/100G
configuration in confi

g mode:

* no interface breakout module 1 port <range> map 10g-4x

* no interface breakout module 1 port <range> map 25g-4x

* interface Ethernet <interfaces taken out of breakout mode>
* inherit port-profile 40-100G

* priority-flow-control mode auto

* service-policy input HA

* exit

*

R R i e b b 2b b b b b I 2b I e dh b e Sh b SR S b b S dh b 4R b db b 2R Sb b db b b db b b b db b 2b db b db Ib I Ib b b db b A b dh db b 4

kX kX kk kKK

15. RCF L}Y0| SHIE A4 HTQIX| =tQIsHA| K.

=

show running-config
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2HIE RCF7} Q=X &Qlsty| lsif £ 2 &Qle ml CHS ME 7t SHIEX| 2HRIsHM| .
° RCF Hii{
o LCQIHE MY
o AM2 Xt ™9
EH2 AO|E 2 Mof| et HetEL|ct ZE M™ES etolstn MX|ot RCFO| Cist EX HE AE0| =X
2Ig|A LEE XXM L.
16. AQIX| FLA0f| O|HC| AFEX} HO|E CHA| Hg8tL|Ct,
S|
=

17. RCF HZH, AF2X} M| X7 AFSH 9l AQ|%]
ool SArefL(Ct.

Ho| HIEX| &Qlst F running-config IFY S startup-config
Cisco H0f| st XtM|SH LI 2 8Tt 7H0|EE £XSIMIR. "Cisco Nexus 9000 A|2|= NX-OS Had £z
10|

csl# copy running-config startup-config

[] 100% Copy complete

18. AR(X| cs12 MPRELICE AQIX|7F HREE = SO = E0iM 0 E "SHAE AQ(X| &ef ZLIE" F1 3
"SSAE ZE CIR" O[HIEE= FAIZ = AELIC

= 7
csl# reload
This command will reboot the system. (y/n)? [n] y
19. 23 AE<9| S AH ZE AE|E ZOITHICH

a. 2HAES BE LEO0|N SHAE ZEJL &3 0|10 FHQUX| 2RlohN| K.

network port show -role cluster
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g EHFMR

clusterl::*> network port show -role cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

e0d

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

up

up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C

eOd cs?2 Ethernetl/7 NOK-
C9336C
cluster01-2/cdp

ela csl Ethernetl/8 NOK-
C9336C

e0d cs?2 Ethernetl/8 NOK-
C9336C
cluster01-3/cdp

ela csl Ethernetl/1/1 NOK-
C9336C

e0b cs2 Ethernetl/1/1 NO9K-
C9336C
clusterl-04/cdp

ela csl Ethernetl/1/2 NOK-
C9336C

e0b cs?2 Ethernetl/1/2 N9K-
C9336C

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NX9-
C9336C

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 NX9-



20.

21.
22.

58

C9336C
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of] o]Fofl ZEF RCF H{TO]| [h2t cs1 29(X| 20| CHE21F 22 Z30| EAIE 5= JAFLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-UNBLOCK CONSIST PORT:
Unblocking port port-channell on VLANO092. Port consistency
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

SAE 7L YYAX| EelotM K.

cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

AQIX| cs20| M 1~20EHA|1Z BHESH|C},

S AE LIFOIM ZtS EIS2(7]18 Z4stetLrt.

clusterl::*> network interface modify -vserver Cluster -1lif * -auto-revert
True



3CHA|: 2 AE YESLT 7A gl 2| AE| AEf &tol
show interface brief

O EHFMR

csl# show interface brief | grep up

Ethl/1/1

1 eth access up none
10G (D) --
Ethl/1/2 1 eth access up none
10G (D) --
Ethl/7 1 eth trunk up none
100G (D) --
Ethl/8 1 eth trunk up none
100G (D) --

2. Ol = E7F TS| HEE|0] A=X| EHelstMR.

show cdp neighbors



g EHFMR

csl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 133 H FAS2980
ela
node?2 Ethl/2 133 H FAS2980
ela
csl Ethl/35 175 R S I s N9K-C9336C
Ethl/35
csl Ethl/36 175 R ST s N9K-C9336C
Ethl/36

Total entries displayed: 4

3. CI2 H™HEE AME35t0] 22{AH =7t 2HIE 22{AH VLANO| JQ=X| ZRISHN K.
show vlan brief

show interface trunk

60



g EHFMR

csl# show vlan brief

VLAN Name Status
1 default active
Ethl/3

Ethl/6, Ethl/7

Ethl/36

Ethl/9/3

Ethl/10/2

17 VLANOO17 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl/10/2

18 VLANQOO18 active
Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/9/3

Ethl1/10/2

31 VLANOO31 active
Ethl/13

Ethl/16

Ethl/19

Ethl/22
32 VLANOO32 active

Ports

Pol, Ethl/1, Ethl/2,

Ethl/4, Ethl/5,

Ethl/8, Ethl/35,

Ethl/9/1, Ethl/9/2,

Ethl1/9/4, Ethl1/10/1,

Ethl1/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl/10/1,

Ethl/10/3, Ethl/10/4
Ethl/1, Ethl/2,

Ethl/5, Ethl/6,

Ethl/9/1, Ethl/9/2,

Ethl/9/4, Ethl1/10/1,

Ethl/10/3, Ethl/10/4
Ethl/11, Ethl/12,

Ethl/14, Ethl/15,

Ethl/17, Ethl/18,

Ethl/20, Ethl/21,

Ethl/23, Ethl/24,
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Ethl/25

Ethl/28

Ethl/31

Ethl/34

33 VLANOO33

Ethl/13

Ethl/16

Ethl/19

Ethl/22

34 VLANOO34

Ethl/25

Ethl/28

Ethl/31

Ethl/34

csl# show interface trunk

active

active

Ethl/26,

Ethl/29,

Ethl/32,

Ethl/11,

Ethl/14,

Ethl/17,

Ethl/20,

Ethl/23,

Ethl/26,

Ethl/29,

Ethl/32,

Native
Vlan

Port
Channel

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8
Ethl1/9/1
Ethl1/9/2
Eth1/9/3
Ethl1/9/4
Ethl1/10/1
Ethl1/10/2
Eth1/10/3
Ethl1/10/4

O T T Y S e e e S S S O = W = W =

trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking
trunking

Ethl/27,

Ethl/30,

Ethl/33,

Ethl/12,

Ethl/15,

Ethl1/18,

Ethl/21,

Ethl/24,

Ethl/27,

Ethl/30,

Ethl/33,



Ethl/11 33 trunking ==

Ethl/12 33 trunking ==
Ethl/13 33 trunking ==
Ethl/14 33 trunking -—
Ethl/15 33 trunking ==
Ethl/16 33 trunking ==
Ethl/17 33 trunking -—
Ethl/18 33 trunking ==
Ethl1/19 33 trunking ==
Ethl1/20 33 trunking -—
Ethl/21 33 trunking ==
Ethl/22 33 trunking ==
Ethl/23 34 trunking -—
Ethl/24 34 trunking ==
Ethl/25 34 trunking ==
Ethl/26 34 trunking -—
Ethl/27 34 trunking ==
Ethl/28 34 trunking ==
Ethl/29 34 trunking -—
Eth1/30 34 trunking ==
Ethl/31 34 trunking ==
Ethl/32 34 trunking -—
Ethl1/33 34 trunking ==
Ethl/34 34 trunking ==
Ethl/35 1 trnk-bndl Pol
Ethl/36 1 trnk-bndl Pol
Pol 1 trunking ==
Port Vlans Allowed on Trunk
Ethl/1 1,17-18

Ethl/2 1,17-18

Ethl/3 1,17-18

Ethl/4 1,17-18

Ethl/5 1,17-18

Ethl/6 1,17-18

Ethl/7 1,17-18

Ethl/8 1,17-18

Ethl/9/1 1,17-18

Ethl/9/2 1,17-18

Eth1/9/3 1,17-18

Ethl1/9/4 1,17-18

Ethl1/10/1 1,17-18

Eth1/10/2 1,17-18

Ethl1/10/3 1,17-18



Ethl1/10/4 1,17-18

Ethl/11 31,33
Ethl/12 31,33
Ethl1/13 31,33
Ethl/14 31,33
Ethl/15 31,33
Ethl/16 31,33
Ethl/17 31,33
Ethl/18 31,33
Ethl1/19 31,33
Ethl/20 31,33
Ethl/21 31,33
Ethl/22 31,33
Ethl/23 32,34
Ethl/24 32,34
Ethl1/25 32,34
Ethl/26 32,34
Ethl/27 32,34
Ethl1/28 32,34
Ethl/29 32,34
Ethl1/30 32,34
Ethl/31 32,34
Ethl/32 32,34
Ethl/33 32,34
Ethl/34 32,34
Ethl/35 1

Ethl/36 1

Pol 1

®

4. cs11t cs2 AHO|Q] ISLO| ZHs =X 2HOISHNR.

dm

& ZE 3l VLAN AFZ0I| CHEE XHM|SH LHE2 RCF2| Hi 3! S8 H10 At MM S HESHM| K.

show port-channel summary
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g EHFMR

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)

s — Suspended r - Module-removed

b - BFD Session Wait

S - Switched R - Routed

U - Up (port-channel)

p - Up in delay-lacp mode (member)

M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)
csl#

5. 2HAE LIF7I 8 ZER &[S0IH=X] &QlstM .

network interface show -role cluster
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g EHFMR

clusterl::*> network interface show

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 e0d true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eld true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0d true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0d true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true

8 entries were displayed.

clusterl::*>

-role cluster

S2{AE LIF7L 3 ZER S0teX| ¢i2 32 22 kRN #3522 ==8L o
network interface revert -vserver vserver name -1lif 1if name
- SHAETL ZYUX| 2HISHH R,

=

cluster show



of

rio

£ ENFAMR

clusterl::*> cluster show

Eligibility

Node Health
clusterl-01 true
clusterl-02 true
clusterl-03 true
clusterl-04 true

4 entries were displayed.
clusterl::*>

true
true
true

true

4 22 AH QHM|0|Ao| AAYS &CISHA K.

o =
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIH AAE Az CHE MR QEE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
node?2

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolst= o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host is clusterl1-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0Oa

Cluster clusterl-03 clusZ2 169.254.1.1 clusterl-03 eOb
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 e0Ob
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 eOa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 e0Od
Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0a
Cluster clusterl-02 clus2 169.254.3.9 clusterl-02 e0Od

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8
169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):

Local 169.254.1.3 to Remote 169.254.1.6
Local 169.254.1.3 to Remote 169.254.1.7
Local 169.254.1.3 to Remote 169.254.3.4
Local 169.254.1.3 to Remote 169.254.3.5
Local 169.254.1.3 to Remote 169.254.3.8
Local 169.254.1.3 to Remote 169.254.3.9
Local 169.254.1.1 to Remote 169.254.1.6
Local 169.254.1.1 to Remote 169.254.1.7
Local 169.254.1.1 to Remote 169.254.3.4
Local 169.254.1.1 to Remote 169.254.3.5
Local 169.254.1.1 to Remote 169.254.3.8
Local 169.254.1.1 to Remote 169.254.3.9

Larger than PMTU communication succeeds on 12 path(s)
RPC status:

6 paths up, 0 paths down (tcp check)

6 paths up, 0 paths down (udp check)

SLICE "A9|K| e ZLEHE #4"
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9336C-FX2 2= MHAFELICL

9336C-FX2 28 AQIX|E 2% 7|
eiL|Ct.

OH
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>t
In
k
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N

= o
HZIO0 =2 MA™ESIE{™ 9336C-FX2 AL X| MHE X|2{0f

* ME ZEE MESHH A9 K|of| HEBHOF LTt
Ao

e HIER IS 78S MAFRLIT.

1. 7|= 148 XgLiCh,
write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

2. AQIK| ALESO|S CHA| ZEBHHIR:

reload

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

AIABI0| HEEIE| 1 74 DA AIBEILICE RESH S0t XIS T2H|HS
A2 SIAI IS LITF"EH BAIXIZH LIERIR (Ol/0b| 2)(nT ol Cht Ef#to] ‘ol'9l
Sersiof siLiCt.

|
=]
E MEYe 20i|l= LSS AT = UASLICH TS 20 w2t
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