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network device-discovery show -protocol 1lldp


https://software.cisco.com/download/home
https://software.cisco.com/download/home
https://software.cisco.com/download/home
https://software.cisco.com/download/home
https://software.cisco.com/download/home

g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-02/11dp

ela csl Ethl/2 NOK-
C9336C

e0b cs2 Ethl/2 NO9K-
C9336C
clusterl-01/11dp

ela csl Ethl/1 NOK-
C9336C

elb cs?2 Ethl/1 NOK-
C9336C

4 entries were displayed.

4. 2t 22{AH QIEM0[A9 22| = 2F HENS gfeletCt.
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>
ot
-
=l

network port show -ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-02

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0b Cluster Cluster up 9000 auto/100000

healthy false

Node: clusterl-01

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
eOb Cluster Cluster up 9000 auto/100000

healthy false

4 entries were displayed.

b. LIFOi| CHet WEE HAISLICE

network interface show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.209.69/16
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.49.125/16
clusterl-01 eOb true

clusterl-02 clusl wup/up 169.254.47.194/16
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.19.183/16
clusterl-02 elb true

4 entries were displayed.

5.

o

4 22 AH QIEM|0|AS| HEHS 2QISHA K.

=



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM AAE A& CHE MR EE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2024 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2024 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
node?2

3/5/2024 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2024 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolste o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl1-02
Getting addresses from network interface table...
Cluster clusterl-01 clusl 169.254.
Cluster clusterl-01 clus2 169.254.
Cluster clusterl-02 clusl 169.254.
Cluster clusterl-02 clus2 169.254.
Local = 169.254.47.194 169.254.19.
Remote = 169.254.209.69 169.254.49.125
4294967293

Cluster Vserver Id

Ping status:

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000
Local 169.
Local 169.
Local 169.
Local 169.

byte MTU on 4

254.
254.
254.
254.

19.
19.
47.
47 .

183
183
194
194

to
to
to
to

209.69 clusterl-01
49.125 clusterl-01
47.194 clusterl-02
19.183 clusterl-02
183

on 4 path(s)

0 path(s)

path(s) :

Remote 169.254.209.69
Remote 169.254.49.125
Remote 169.254.209.69
Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down

2 paths up, 0 paths down

DE ZYAE LIFOIM A5 B9 &

(=
o

(tcp check)
(udp check)
0| 23tz U=X| 2USHM( 2.

ela
e0b
ela
eOb

network interface show -vserver Cluster -fields auto-revert



O 2HFAMR

clusterl:

revert

Vserver

:*> network interface show

Logical
Interface

-vserver Cluster -fields auto-

Auto-revert

Cluster

clusterl-01 clusl
clusterl-01 clus2
clusterl-02 clusl
clusterl-02 clus2

4 entries were displayed.

true
true
true
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S HO|XIO M *STh F|0| =5 MBSt EELH2 S=0|M oix 22|Aet e "2[AE MEtgtL|Ct
Oofl Alof| 2t5to]
Of Zxto| of|ofl M= ChE 291K & .= BEEE ASELIC

* & Cisco 22|X|2| O|E2 cs12t cs2LILCE.
* L.C O|E2 cluster1-01, cluster1-02, cluster1-03, cluster1-04L|C}.

* 22{AHE LIF 0| £2 cluster1-01_clus1, cluster1-01_clus2, cluster1-02_clus1, cluster1-02_clus2, cluster1-
03_clus1, cluster1-03_clus2, cluster1-04_clus1 %! cluster1-04_clus2®!L|C}.

* J93 clusterl::*> IEIEL S2{AE9 0|SS LIEFLICE
ALLEL0E ZX[otMlR

O] EXI0|A= ONTAP E2 1t Cisco Nexus 9000 Al2| = AQX| HHS D AFZ6lOF SLICH el X ™HEX| gte
ONTAP HHZ ALE2L|CY.

THA|
1. 2 AR AQIXE 22| HEY o HZFLICE

2. ping BHE AH23I0 NX-OS 2AZE90{2} RCFE ZAESH= Mo Cist HZES =telgfLCt.
g EHFMR

Of GiIM|OIM = AQAKIZHIP 4 172.19.2.19] MHO|| ZEE & QU=X| =elgtL|Ct.

cs2# ping 172.19.2.1 VRF management
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. 2R{AH AQIX|of| HZEE 2t L0 22{AE ZEES HA[RLICH

network device-discovery show

-
ot

11


https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/products-installation-guides-list.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html
https://www.cisco.com/c/dam/en/us/td/docs/dcn/tools/nexus-9k3k-issu-matrix/index.html

g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/7 NOK-
C9336C-FX2
clusterl-02/cdp

ela csl Ethernetl/8 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/8 NOK-
C9336C-FX2
clusterl-03/cdp

ela csl Ethernetl/1/1 NOK-
C9336C-FX2

e0b cs2 Ethernetl/1/1 NO9K-
C9336C-FX2
clusterl-04/cdp

ela csl Ethernetl/1/2 NO9K-
C9336C-FX2

e0b cs?2 Ethernetl/1/2 NOK-
C9336C-FX2

clusterl::*>

4. 2t 2|AE ZEQ| B2l % 2Y MES ol
a. DE A ZEJL HA M| S5 E0] UK LGSR,

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
elOb Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000

13
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Node: clusterl-04

Ignore

Health
Port
Status

ela
healthy
elb
healthy
clusterl:

Health
IPspace
Status

Cluster
false

Cluster
false
3W>

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| A=K &lstM K.

network interface show -vserver Cluster

9000

9000

auto/10000

auto/10000



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0Ob true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

8 entries were displayed.

clusterl::*>

C. 2o{AEJL & S2AH ALX|0f TSt YEE & HA[SH=X| 2helgL|Ct.

=

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NO9K-
C9336C-FX2

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs?2 cluster-network 10.233.205.91 NOK-
C9336C-FX2
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP
clusterl::*>

- S AE LIFOIM XS E[S2(7|E HIZ2-getetL|Ch S A LIFE THEH S2{ A AQX|Z Foi =X =1 Chat
A2|K|0M F220|= EAHE +ASt= St olie ?Ix[of Hof [AS LI

network interface modify -vserver Cluster -1if * -—-auto-revert false

. NX-0S 2AZE¢|0{2t EPLD O|0O|X|E Nexus 9336C-FX2 AQ|X|0f| S AtetL|CE.



g EHFMR

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.3.5.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.3.5.bin /bootflash/nx0s.9.3.5.bin
/code/nxo0s.9.3.5.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.3.5.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.3.5.img /bootflash/n9000-
epld.9.3.5.1img

/code/n9000-epld.9.3.5.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS AZEQ0{9] A3l HMZ SQISHAM|R.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 08.38
NXOS: version 9.3 (4)
BIOS compile time: 05/29/2020
NXOS image file is: bootflash:///nxo0s.9.3.4.bin
NXOS compile time: 4/28/2020 21:00:00 [04/29/2020 02:28:31]

Hardware

cisco Nexus9000 C9336C-FX2 Chassis

Intel (R) Xeon (R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory.

Processor Board ID FOC20291J6K

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 42 second(s)



Last reset at 157524 usecs after Mon Nov 2 18:32:06 2020
Reason: Reset Requested by CLI command reload
System version: 9.3 (4)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

cs2#

8. NX-OS O|O|X|E MX[gtL|C}.

O|0|X| mtUS HX[SHH A2/ XE MEE S miotCt O|0|X| o] 2E=E LTt
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g EHFMR

cs2# install all nxos bootflash:nxos.9.3.5.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.3.5.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxo0s.9.3.5.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.5.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module Bootable Impact Install-type Reason

1 yes Disruptive Reset Default upgrade is
not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt) New-
Version Upg-Required

1 nxos 9.3(4) 9.3(5)
yes

1 bios v08.37(01/28/2020) :v08.23(09/23/2015)

v08.38(05/29/2020) yes



Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[] 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.
Warning: please do not remove or power off the module at this time.

[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.

9. AQIX|7} HEEE & NX-0S 2L EL0{9] A NS =HoI5tM K.

show version



g EHFMR

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: wversion 9.3 (5)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxos.9.3.5.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware

cisco Nexus9000 C9336C-FX2 Chassis

Intel (R) Xeon (R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of
memory.

Processor Board ID FOC20291J6K

Device name: cs?2
bootflash: 53298520 kB
Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 42 second(s)



Last reset at 277524 usecs after Mon Nov
Reason: Reset due to upgrade
System version: 9.3 (4)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

10. EPLD O|0|X|E & 12{|0| =311 AQ(X| S KR SLICE

2 22:45:12 2020
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g Eo{FAM R



cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.3.5.img module all
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module Upgradable
Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version Upg-
Required
1 SUP MI FPGA 0x07 0x07 No
1 SUP IO FPGA 0x17 0x19 Yes
1 SuUP MI FPGA2 0x02 0x02 No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) ? [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.
Module Type Upgrade-Result

1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

25
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cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

12. 22{AEQ| 2 AR ZE MEHE oIS},

26
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|

network port show -ipspace Cluster

ol ME2 HH2| EPLD7} M3XOo2 EEE|YUE=X| &



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-02

Ignore

Health
Port
Status

ela
healthy
eOb
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

Node: clusterl-03

Ignore

Health
Port
Status

ela

Health
IPspace
Status

Cluster

healthy false

eOb

Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/10000

9000 auto/10000

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

9000 auto/100000

9000 auto/100000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
elb Cluster Cluster up 9000 auto/100000

healthy false
8 entries were displayed.

b. S2AE0M AQIX| HEHS ZHelgfL(Ct

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl Ethernetl/7 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/7 NOK-
C9336C-FX2
cluster01-2/cdp

ela csl Ethernetl/8 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/8 NOK-
C9336C-FX2
cluster01-3/cdp

ela csl Ethernetl/1/1 NOK-
C9336C-FX2

e0b cs2 Ethernetl/1/1 NO9K-
C9336C-FX2
clusterl-04/cdp

ela csl Ethernetl/1/2 NOK-
C9336C-FX2

e0b cs?2 Ethernetl/1/2 N9K-
C9336C-FX2

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.90 NOK-
C9336C-FX2

Serial Number: FOCXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

cs2 cluster—-network 10.233.205.91 NOK-



C9336C-FX2
Serial Number: FOCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(5)
Version Source: CDP

2 entries were displayed.

A2(X[of] o]Fofl EF RCF H{TO|| [h2t cs1 A9(X| 20| CHE1F 22 Z30| EAIE 5= JASLIC.

2020 Nov 17 16:07:18 csl %$ VDC-1 %S $STP-2-UNBLOCK CONSIST PORT:
Unblocking port port-channell on VLANO092. Port consistency
restored.

2020 Nov 17 16:07:23 csl %$ VDC-1 %S $STP-2-BLOCK PVID PEER:
Blocking port-channell on VLANOOOl. Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$ %STP-2-BLOCK PVID LOCAL:
Blocking port-channell on VLANOO092. Inconsistent local vlan.

13. S2{AE{It HARIX| 2olstM| .
cluster show

€ EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

4 entries were displayed.
clusterl::*>

14. AR1X| cs10ll NX-OS £2ZEQ|0|S HX[5l2{H 6~13CHAH|IS BHEEfLICt
15. 2HAH LIFOIM XtE 53 7|52 2d3tsty| Mol 212 22{AH QB 0|29 HE MEIS &IsHYAIR.

S ==
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM AAE A& CHE MR EE HAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 clusterl-02-
clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 clusterl-
02 clus2 none
clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-
01 clusl none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-
01 clus2 none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS stolste o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is clusterl-02

Getting addresses from network interface table...

Cluster clusterl-01 clusl 169.254.209.69 clusterl-01 ela
Cluster clusterl-01 clusZ2 169.254.49.125 clusterl-01 e0b
Cluster clusterl-02 clusl 169.254.47.194 clusterl-02 ela
Cluster clusterl-02 clus2 169.254.19.183 clusterl-02 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

S AH LIFOIM XS EIS2(7|E gdeteiL ),
network interface modify -vserver Cluster -1lif * -auto-revert true
. 22{AH LIF7I 2 ZEZ E[S0R=X] 2elstM|a.

network interface show -vserver Cluster



O 2HFAMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 eOb true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 elb true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 eOb true

clusterl-03 clusl up/up 169.254.1.3/23
clusterl-03 eOb true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOb true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 eOb true

8 entries were displayed.
clusterl::*

SEAE LIF7I E ZEZ S0IQK| %2 22 24 TC0|M 502 E|S2IL|C)

network interface revert -vserver Cluster -1if <l1if name>

M

22 f9e7te?

X-0S 2L E0|E EX|57Lt 40| =3 20| = LS =AY = ASLICEL"RCF 24 = &0[=" .

Z

RCF AX| e= g0l =

o>

& 7 IHFY(RCF) 7R AX| = gae|0|=

Nexus 9336C-FX2 AE2|X| A2[X[E AMZ ¥t = H= 74 IHY(RCF)=S EA| LIt
AQX|0f| 7|& RCF It H7T0| HX|E|0] = 2 RCF HTS 2|0 =8hLCt.

XAl 7|ut EME AESHHR I HHS SRS Cisco A 2 A9IX|0] 7HES XL Yl RCFE
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1-22{AE-HA-E3|0|30t2 T E &= 4x10GbE E2{|0]30}2, 4x25GbE E2{|0]30F2(100GbE A 2| X|2]
RCF 1.6+), 40/100GbEO| SH| L HEL|CH 37 SHAE/HAEZEE
AH8SH= LE9| ZEM 3] S2{AH/HA E2fTl g X|JELICH AFF
A320, AFF A250 %! FAS500f A|[AH! St DE TEE M8 Z2{AH
ZEZ ASE = JUFLICHL

EHAH-HA-AEZ[X]| ZE= 22AEH+HAS| 2 40/100GbE, 22 AE 2| 2 4x10GbE
Hej|0|30t2, SHAE+HAS| B2 4x25GbE E2|0|20t2, 2t AEZ|X| HA
Yol 2L 100GbEE F4ELILCH.

22 4x10GbE X E(E2{|0|30}2)2t 40/100GbE EEE CtE2H| 2Est & 71X
RCF SYLICt AFF A320, AFF A250, FAS500f A|AEIS H|2[st B E
FAS % AFF L EJ} X|IElL|Ct.

AEZ|X| D E TEE= 100GbE NVMe AEZ|X| HZO| 2tA 2ME|0f QUELICE

A2 7H5%t RCF
CHS HOl= 9336C-FX2 2 9336C-FX2-T A2 X[0]| A 7Hset RCF7F LIE |0 J&L|CH 40f 3= RCF HH S
MEHSEN|R. ECH'Cisco 0|4l AQ|X[" XEM[EH LHE .

RCF O|&

S2{AE{-HA-E2|0|30}2 RCF 1.xx
2 AE-HA-AE2|X| RCF 1.xx

X% RCF 1.xx
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RCF 0|2
HE|Z2HAE-HA RCF 1.xx

HotEl 24
* "Cisco O|C{ull AQ|X|"

NetApp XI&! AtO|E0|A K|l ONTAP 3 RCF H{Z0|| CH3 AQ|X| St BE & X5tM Q. RCFO| HHY
TEI £ NX-0S HHo| 7Z Aojofl= ¥ S440| 2 £ AFLICH

* "Cisco Nexus 9000 A|2|= AQ|X|"
Cisco A9|X| 4T2|0|= Y C}28|0| = Hxlof CHSH A EAM = Cisco HAO|ENM XS SH= s 1= o]

gl AY|0|E JI0|EE & XTIM K.

ol Aloj| 2tstod
O] EXte| HME CHS AKX S == HHHS ALESILICE
* & Cisco 22|X[2| 0|2 cs12f cs2®!L|Ct.
* L.E 0|2& node1-01, node1-02, node1-03, node1-04 &L |LC}.

* 22{AH LIF 0|52 node1-01_clus1, node1-01_clus2, node1-02_clus1, node1-02_clus2, node1-03_clus1,
node1-03_clus2, node1-04_clus1 %! node1-04_clus2RL|C}.

* 02 clusterl::*> TEODTELE 28 AEQ| 0|28 LIEFHL|C
E HXSHA AR "Hardware Universe" ZSHEZ0||AM SHIE TEE 201514 Q.
() =2 =22 ONTAP Za|20f nf2t Habd 4 YALIC

MEE BHO

O] X0l M= ONTAP E& 1t Cisco Nexus 9000 A|2|= AQIX| HHE DE AEdlOF BL|Ct. Za| X|™HE|X| = st
ONTAP HHES AI2EL|CL.

Py}
@)
M
nx
>t
}_I‘!
W
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M

1%
|
la=)
2

[N

nz
Ras
i
D\l
HM
rot
ot
i}
0o
mjo
1

et = JAELICL"RCFE EX[SIC EEE"RCFE

Nexus 9336C-FX2 % 9336C-FX2-T AEE|X| AQIX[E NS A&t = H#=x 74 0jd

XA 718 2ME HESINR A HZES FRISHHA Cisco 8= HZE A(X|Q £ME X|2= UH" RCF AX| Al
XtMISt LIS 2tlstMIR.
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- AQIX|O CHEt B4 . AQIXIO| HHOE HAY 4 Qs FS 2a AFS M AZALICH
» A9IK| cs13t 29/%] cs20] 10| B D 27| A9/K| MHO| SREUBLICHEE| IP FL0 SSHIF MHE)

* Atz NX-0S HZHO| A= ASLICE
* ONTAP == 2 AH ZEJF HAE|X| QIUASLICH
1CHA|: 29{X|0fl RCF 2%

1. SSHLI 21E 242 AF2510] Switch cs10| 22 Q1HL|C},

2. FTP, TFTP, SFTP E£= SCP & ofLto| & T2 EZ 2 AFE25I0 RCFE ARIX| cs12] EEZ2HA0
SAFELICE

Cisco BEOf| Ciot XtM|ot LHE 2 s 7H0|EE & ZSHM|R. "Cisco Nexus 9000 A|2|= NX-OS BE &HZE" .
HE EHFAHR
0| Oflof| A= TFTPE At85t0 RCFE AR|X| cs12] FEZ2HA|0| EAISH: WHE HO{EL|CE.

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Storage.txt

Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server

Established.

TFTP get operation was successful
Copy complete, now saving to disk (please wait)...

3. O|HOf CHRZE3H RCFE BEEZafAl0f METtL|Ct.
Cisco HH0|| CHSH XtA|SH LHE 2 Sl 710| =2 EHZTSHMIK. "Cisco Nexus 9000 A|2|= NX-OS HZ x|

CEEENT)

0| ollofl A= RCFE EOELICE Nexus 9336C_RCF vl.6-Storage.txt 29X cs10]| HX| =:

csl# copy Nexus 9336C RCF vl.6-Storage.txt running-config echo-

commands

4. Hi{ £ S HAFHLICH show banner motd BH. A9|X|Q| SHIE P41t ZFS HESI2{H 0| X|HS ¢4
tH2tor ‘é.”—IEL
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O 2HFAMR

csl# show banner motd

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkhkhkKh KKk %k

* NetApp Reference Configuration File (RCF)

*

* Switch : Nexus N9K-C9336C-FX2

* Filename : Nexus 9336C RCF vl.6-Storage.txt
* Date : 10-23-2020

* Version : vl.6

*

* Port Usage : Storage configuration

* Ports 1-36: 100GbE Controller and Shelf Storage Ports

R R i e S b 2b b b S b b dh b dh b S Sh b 2R A b b b b b Ih b db b 2R b b b b b db b A b b db b 2b Sb b b b S 2h b dh b b dh b 2 db I b 4

XKk kkkkkk Kk Kk

- RCF7I SHIE Z| 4 H{ZTQIX| 2telstM .
show running-config
SHIE RCFZI JA=X| 2elsty| 2l £2HS =ele wf Oh2 FE7F SHHEX| =I5t K.

° RCF HHfL4
cLESIXE MF

° AHER 2

EH2 AOIE 7ol map HEHELICEH ZE ™S 2Qldtal BX|eh RCFO| Ciet S8 HE Aol A=K
HE|A LEE XM Q.

. HATH AtO|Q] AEXL ™| =Tt AP 7|ERLICE running-config IFY O} AF2 SQ1 RCF IHY,

. RCF HE 1} AQ|X| dHO0| SHIEX| &2lot £ EASHM|R. running-config MY S startup-config IHY.

csl# copy running-config startup-config
[HAfHHHHSHHH A A E AR E S HHHH#] 100% Copy complete

712 FH MR HEE HELLICL write erase.cfg REZEA0 = THAQILICH

csl# show run | i "username admin password" > bootflash:write erase.cfg
csl# show run | section "vrf context management" >> bootflash:write erase.cfg
csl# show run | section "interface mgmt0" >> bootflash:write erase.cfg
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1

1

12.

13. A2Q|X| cs12 ME

14. AQ|X| cs20f|A 1~13EHA|E BtE 6L
15. ONTAP 22{AEQ BE L EO| 22{AH X

2

3

csl# show run |
9. RCF H{H 1.12 O| &2 MXK[st= R

csl# echo

bootflash:write erase.cfqg

csl# echo
bootflash:write erase.cfg

csl# echo

bootflash:write erase.cfqg

X|A] 7|8t EME HESHHR 2 HES
TEEY
0. ctee 3

EEE

FXISHIHA| Cisco

HASIM L.

Mo HE

show file bootflash:write_erase.cfg

1. WlBIC write erase ®Zf HEE M S X|R= HH:

csl# write erase

"hardware access-list tcam region ing-racl 1024" >>

"hardware access-list tcam region egr-racl 1024" >>

A9K9 S

ISHIAIR. write erase.cfg O&THE THAO| xHR B ELICH

Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway?

(y/n) [n] y

ojTo MZFEl 7|2 FES AE 0| SAFHLCE.

csl# copy bootflash:write_ erase.cfg startup-config

ggLic.

csl# reload

This command will reboot the system.

EH2f: AQIK| 12 ol

1. 22{AEH ZEY HAE

show interface brief

8

AQIK| ZEJ} A S SH=X] 2

(y/n)?

EE A9K cs1 Y

2SN R.

gl cs20f &

[n] y

'6I-[_| |:|-

section "switchname" >> bootflash:write erase.cfg

"hardware access-list tcam region ing-12-gos 1280" >>

xS

HEFEH
<=

" RrAlet
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g EHFMR

csl# show interface brief | grep up

mgmt0 -- up <mgmt ip address>
1000 1500

Ethl/11 1 eth trunk up none
100G (D) --

Ethl/12 1 eth trunk up none
100G (D) --

Ethl1/13 1 eth trunk up none
100G (D) --

Ethl/14 1 eth trunk up none
100G (D) --

Ethl/15 1 eth trunk up none
100G (D) --

Ethl/16 1 eth trunk up none
100G (D) --

Ethl/17 1 eth trunk up none
100G (D) --

Ethl/18 1 eth trunk up none
100G (D) --

Ethl/23 1 eth trunk up none
100G (D) --

Ethl/24 1 eth trunk up none
100G (D) --

Ethl/25 1 eth trunk up none
100G (D) --

Ethl/26 1 eth trunk up none
100G (D) --

Ethl/27 1 eth trunk up none
100G (D) --

Ethl/28 1 eth trunk up none
100G (D) --

Ethl1/29 1 eth trunk up none
100G (D) --

Ethl1/30 1 eth trunk up none
100G (D) --

2. O ™S AL85I0 22{AE BTt SHIE 22{AH VLANO| J=X| SISt .
show vlan brief

show interface trunk
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csl# show vlan brief

VLAN Name

1 default

30 VLANOO30

Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/11

Ethl/14

Ethl/17

Ethl/20

Ethl/23

Ethl/26

Ethl/29

Ethl/32

Ethl/35

csl# show interface trunk

Status

active

active

Ports

Po999

Ethl/1,

Ethl/5,

Ethl/9,

Ethl/12,

Ethl/15,

Ethl/18,

Ethl/21,

Ethl/24,

Ethl/27,

Ethl/30,

Ethl/33,

Ethl/36

Port Native
Vlan

Port
Channel

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8

O = T = N =S =

trunking
trunking
trunking
trunking
trunking
trunking
trunking

trunking

Ethl/2,

Ethl/6,

Ethl/10,

Ethl/13,

Ethl/16,

Ethl/19,

Eth1/22,

Ethl/25,

Ethl/28,

Ethl/31,

Ethl/34,



Ethl/9 1 trunking
Ethl/10 1 trunking
Ethl/11 1 trunking
Ethl/12 1 trunking
Ethl/13 1 trunking
Ethl/14 1 trunking
Ethl1/15 1 trunking
Ethl/16 1 trunking
Ethl/17 1 trunking
Ethl1/18 1 trunking
Ethl1/19 1 trunking
Ethl/20 1 trunking
Ethl/21 1 trunking
Ethl/22 1 trunking
Ethl/23 1 trunking
Ethl/24 1 trunking
Ethl/25 1 trunking
Ethl/26 1 trunking
Ethl/27 1 trunking
Ethl/28 1 trunking
Ethl/29 1 trunking
Ethl1/30 1 trunking
Ethl/31 1 trunking
Ethl/32 1 trunking
Ethl1/33 1 trunking
Ethl/34 1 trunking
Eth1/35 1 trunking
Ethl/36 1 trunking
Port Vlans Allowed on Trunk
Ethl/1 30

Ethl/2 30

Ethl/3 30

Ethl/4 30

Ethl/5 30

Ethl/6 30

Ethl/7 30

Ethl/8 30

Ethl/9 30

Ethl/10 30

Ethl/11 30

Ethl/12 30



Ethl/13 30

Ethl/14 30
Ethl1/15 30
Ethl/16 30
Ethl/17 30
Ethl1/18 30
Ethl/19 30
Ethl1/20 30
Ethl/21 30
Ethl/22 30
Ethl/23 30
Ethl/24 30
Ethl/25 30
Ethl/26 30
Ethl/27 30
Ethl/28 30
Ethl/29 30
Ethl/30 30
Ethl/31 30
Ethl/32 30
Ethl/33 30
Ethl/34 30
Ethl/35 30
Ethl/36 30
Port Vlans Err-disabled on Trunk
Ethl/1 none
Ethl/2 none
Ethl/3 none
Ethl/4 none
Ethl/5 none
Ethl/6 none
Ethl/7 none
Ethl/8 none
Ethl/9 none
Ethl/10 none
Ethl/11 none
Ethl/12 none
Ethl/13 none
Ethl/14 none
Ethl/15 none

Ethl/16 none



Ethl/17
Ethl/18
Ethl1/19
Ethl1/20
Ethl/21
Ethl/22
Ethl1/23
Ethl/24
Ethl/25
Ethl/26
Ethl/27
Ethl/28
Ethl1/29
Ethl1/30
Ethl/31
Ethl/32
Ethl/33
Ethl/34
Eth1/35
Ethl/36

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8
Ethl/9
Eth1/10
Ethl/11
Ethl/12
Ethl1/13
Ethl/14
Ethl/15
Ethl/16
Ethl/17
Ethl/18
Ethl1/19
Ethl1/20

none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none
none

none

none
none
none
none
none
none
none
none
none
none
30
30
30
30
30
30
30
30
none

none
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Ethl/21 none

Ethl/22 none

Ethl1/23 30

Ethl/24 30

Ethl/25 30

Ethl/26 30

Ethl/27 30

Ethl/28 30

Ethl1/29 30

Ethl/30 30

Ethl/31 none

Ethl/32 none

Ethl1/33 none

Ethl/34 none

Ethl/35 none

Ethl/36 none

Port Vlans in spanning tree forwarding state and not pruned
Ethl/1 Feature VTP is not enabled
none

Ethl/2 Feature VTP is not enabled
none

Ethl/3 Feature VTP is not enabled
none

Ethl/4 Feature VTP is not enabled
none

Ethl/5 Feature VTP is not enabled
none

Ethl/6 Feature VTP is not enabled
none

Ethl/7 Feature VTP is not enabled
none

Ethl/8 Feature VTP is not enabled
none

Ethl/9 Feature VTP is not enabled
none

Ethl/10 Feature VTP is not enabled
none

Ethl/11 Feature VTP is not enabled
30

Ethl/12 Feature VTP is not enabled

30



Ethl/13
30
Ethl/14
30
Ethl/15
30
Ethl/16
30
Ethl/17
30
Ethl1/18
30
Ethl1/19
none
Ethl/20
none
Ethl/21
none
Ethl/22
none
Ethl/23
30
Ethl/24
30
Ethl/25
30
Ethl/26
30
Ethl/27
30
Ethl/28
30
Ethl/29
30
Ethl1/30
30
Ethl/31
none
Ethl/32
none
Ethl/33
none
Ethl/34
none
Ethl/35

none

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled
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Ethl/36 Feature VTP is not enabled
none

() =% mE 2 VIAN ABOH e KNP LSS RCFO! B X 59 AT AR MMS HESHIR.

3CHA: ONTAP 2{AH &3

NetApp System ManagerE AHE510] Mf S2{AEE AW A2 AL

System Manager= == 2| |P A gt SB{AE Xx7|3 22 A2 M8 DI2EZ 1M x7J| AEZ|X]|
ITZH|XLS Zatoto] 22{AH MH 8l M 2[$h ZITstn #|2 I EZE MSELICH

2 JICt "System ManagerE AFE6H0] M 22{AE0| ONTAP 74" MH XA of7|E HZHM K.

RCFE dXx[et 20l LSS +8E & ASLICL"'SSH FE S 2felsoth "

HZ 74 THY(RCF) ¥a30|=
A

1Kol 7|Z RCF It H7T0| HX|E|0f = F2 RCF HT S Y120 =8 Ct.

LS| 2t S8t= S AE(Z0| LFELE SALSH 2H|7F 812).
i1 2| RCF.

* RCF B{Z2 YE[0|E0ts 32 Yots HE 0[0|XI2 st RCFO| HE 240 WRBLICH

Of 3t= A RCFZ LHA| ME38t7| Foj| HAsl{of Lt

of Ext Boll= =& Sl ISL(2%%| Zt @3)0] ER5HA| %%'—IEF O] RCF H{H HEFC=Z Ql3f| ISL
@ HEZO| AHL=Z 043*% OE 4= A7| =0l 24 E 7I% LICt St gl= 22{2EH 22 EE5H|
-rI3H CHS BX0M = the 22| XM EHAIE sdsts S 2= 2AE LIFE 23 LHELH
AQ|X|2 ojo|azf|o|detLct.

MZ2 ALK 2ZES)0| KT RCFE &X|517| ol A2(X] HHE X1 7|2 82 o
@ SfLICH 29X 22 X[Re{H 2E LS MESHH AAK|of| A0 St 7|2 1 BEE
HEoHoF gLt

1EH4: g 30| = FH]

1. 0] 22{AE0|M AutoSupport 243tz 2 AutoSupport HAIX|S SE350] XAt5 #H|0|A MM S ofF|EtL|Ct,
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https://docs.netapp.com/us-en/ontap/task_configure_ontap.html
https://docs.netapp.com/us-en/ontap/task_configure_ontap.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html
configure-ssh-keys.html

system node autosupport invoke -node * -type all -message MAINT=xh

071N _x_= | 22| 71ZHAZH LT

2. ALKEX| 2= HAIX|ZF LEHLLH *y* S 2ASH0] Yot +FES 152 HE L.

set -privilege advanced

DF ZETE(*>)7} LIEHLICE

—_ -

3. AQIX|0fl HZE 2} LoEo| ZES EAIBLICE

network device-discovery show

g EHFAMR

clusterl::*> network device-discovery show

Node/
Protocol Port

Local

nodel-01/cdp

e3a csl
C9336C

e3b cs?2
C9336C
nodel-02/cdp

e3a csl
C9336C

e3b cs2
C9336C

4. OE AEZ[X| ZEJI HA MEiZ

A

Device

tSot=X

Discovered
(LLDP: ChassisID) Interface

Ethernetl/7

Ethernetl/7

Ethernetl/8

Ethernetl/8

2QISHM|R.

storage port show -port-type ENET

Platform

N9K-

N9K-

NO9K-

N9K-
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g EHFMR

clusterl::*> storage port show -port-type ENET

Speed
Node Port Type Mode (Gb/s) State Status
nodel-01
e3a ENET - 100 enabled online
e3b ENET - 100 enabled online
e7a ENET - 100 enabled online
e7b ENET - 100 enabled online
nodel-02
e3a ENET - 100 enabled online
e3b ENET - 100 enabled online
e7a ENET - 100 enabled online
e7b ENET - 100 enabled online

5. 2 AHE LIFOIM Xt =S2(7| S HlgdstetLct.

network interface modify -vserver Cluster -1if * -auto-revert false

2CHA|: TE A

1. ARIX| cs10A =E0| B E ZE HAE TEE SZYLICL

csl> enable

csl# configure

csl (config) # interface ethl/1/1-2,ethl/7-8
csl (config-if-range) # shutdown

csl (config-if-range) # exit

csl (config)# exit

HEYI HZ 2HE WX|sIHH ZE HHE LEES HIEA| ZISHMQ. X|4 7|H 2ME
(D #xthia 2eix] Os 21el0lS 5 Sef A6l LIFS Dto|uzloldgt uf =5t ARiE
HOf S LICE” XPAISH LIS

2. 22 AH LIF7} 291K cs10]l 2 AEE XEZ Fof ZX|=|JA=X] geleiict R £ Fe 2 £ ASFLIL.
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network interface show -role cluster

g EHFMR

clusterl::*> network interface show

Current
Vserver
Port

Logical
Is
Interface

Status

Network

-role cluster

Admin/Oper Address/Mask

Cluster

ela

e7b

ela

e7b

ela

e7b

ela

e7b

8 entrie

nodel-01 clusl
true

nodel-01 clus2
true

nodel-02 clusl
true

nodel-02 clus2
true

nodel-03 clusl
true

nodel-03 clus2
true

nodel-04 clusl
true

nodel-04 clus2

true

s were displayed.

3. 2T AETH FHQUX| =HQISHHIR.

cluster show

=

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

1609.

169.

169.

1609.

169.

169.

169.

169.

254.

254.

254.

254.

254.

254.

254.

254.

36.44/16

7.5/16

197.206/16

195.186/16

192.49/16

182.76/16

59.49/16

62.244/16

Current

Node

nodel-01

nodel-01

nodel-02

nodel-02

nodel-03

nodel-03

nodel-04

nodel-04
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel-01 true true false
nodel-02 true true false
nodel-03 true true true
nodel-04 true true false

4 entries were displayed.

4. OFE| X{ZIStX| AUACHH CHS HFO| £HE HIAE MU SALSH oIxf AQX| 49| AH2 S HESHAR.
show running-config
a. Bx ALO[Q] AFXRE HO| FT7F A E 7|S”ILICE running-config J2|1 AL FQI RCF I (0] ZZE| 9|

SNMP 7 4)

b. NX-OS 10.2 O|&9| AL CI2S AIE3IMIR. show diff running-config SEZE{A|0| HEEZl RCF
I H|WdSh= HFEYULICH IZX| 42 B EFALS| diff = Hlw =7 E AFESHMIR.

o 712 1Y MR HEE MEYUL write_erase.cfg REZA0 A= THLYLICEH
ChE AtgE Fdstiof Lt

° AHEX} O| St HIZH =

© - eeps

° 7|2 A0 E<0]

° A9|X| O|F

csl# show run | i "username admin password" > bootflash:write erase.cfg

csl# show run | section "vrf context management" >> bootflash:write erase.cfg
csl# show run | section "interface mgmtO" >> bootflash:write erase.cfg

csl# show run | section "switchname" >> bootflash:write erase.cfg

6. RCF H{H 1.12 0| 402 20| Edt= BR LIS BHE AHSIMR. cs1# echo "hardware access-
list tcam region ing-racl 1024" >> bootflash:write erase.cfg

csl# echo "hardware access-list tcam region egr-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-1list tcam region ing-12-gos 1280 >>
bootflash:write erase.cfg
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XA 7|8t BEME BZSHMQ A HZEZ RXISHHA Cisco 45 HZE AQX|Q 42 X|2= EE" XtAIst
LHg2.
7. CtSE HRISHMAIR. write erase.cfg OATHE IHAUO| xHY B SLICH

show file bootflash:write_ erase.cfg
8. WHMBICl write erase dM NMEE AHE X2 HH:
csl# write erase
Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y
9. o|Hofl MEE 7|2 FHE AME ol SAFLICH
csl# copy bootflash:write_ erase.cfg startup-config
10. AQIX|E TR EIBIH :
csl# reload

This command will reboot the system. (y/n)? [n] y

. 22| 1P F200 CHA] H2E = A E[H SSHE S3ll A9(X|of| 2a0lgfL(Ct

12. FTP, TFTP, SFTP tt= SCP & 6}L}2| M4 T2 EZ S AL236I0] RCFE ALK cs12] EEZ2HA|0|
SAFEL|CE,

Cisco | CHSt XtM|Bt LHE2 sHE 710| =8 & Z6HM|R. "Cisco Nexus 9000 A|2|= NX-OS H&E &=

7to|l=

HE EHFAHR

O| 0|0l M= TFTPE A83H0] RCFE ARIK| cs12] RESEA0 SAISH: WHE HOFLIC

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Storage.txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TFTP get operation was successful

Copy complete, now saving to disk (please wait).

13. O|™ofl CH2ZESH RCFE REZ 2 A0 HERLICH.
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Cisco | CHt XHAIBt LHE2 ST 710|EE & ZSHM|R. "Cisco Nexus 9000 A|2[= NX-OS H&E & =x="
Jto|=

0| oflof M= RCF IS HELICt NX9336C-FX2-RCF-v1.13-1-Storage.txt 22[X| cs10]| %] &

csl# copy Nexus 9336C_RCF_vl.6-Storage.txt running-config echo-commands

(D RCF2| X H1 A, 52 H1 i MM S XHAIS] MR, A2(X[2 SHIE 24Tt
HSS BT o X|ES i1 w2tof gfLct.

14. RCF I0| SHIE Z| & HHQIX| =lsHM K.
show running-config
ZHIE RCFI JA=X| 2elsty| 2fslf £ S =telet uf Ch2 HE 7L SHHEX| 2QI5HN K.

° RCF Hii{
o LCOQIHE MY
o AM2 Xt ™9

£ 2 ALO|E LMo et LetElL|ch TE M
A LEE HESIM L.

mjo
Jtot
ro
_O'l
=
>
rol-
Py
0
i
=2
)
rot
dm
0z
re
oY
>
0ot
=)
30
rr
Ral

15. AR(X| 740l O] Q| AL} HO|S ChA| MEtLICt.

—1Tod

16. RCF M, ALEXt Ho| 71 5 AQ{X]| 40| SHIEX| &Qlot T SEASHYAIR. running-config IHUS
startup-config OM.

Cisco HEO| CHot XHA|Bt LHE 2 ST 710|EE & ZSHM|R. "Cisco Nexus 9000 A|2[= NX-OS E&E &="
7I0|E

csl# copy running-config startup-config
[] 100% Copy complete

17. A9/K| cs1S HELIBILICE AQIXI7H HLEE|S S0t iSO A HIE "2 AR A9IX| Atef DLIE! 21 Y
"Z2|AE| EE CR" OJHIES RAIE 4 ALt

—_—1— T
csl# reload

This command will reboot the system. (y/n)? [n] y

18. BE AEC[X| ZET} FY MElZ 2Ssh=X] =QIstHR.

storage port show -port-type ENET
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19.

20.
21.

g EHFMR

clusterl::*> storage port show -port-type ENET

nodel-01

nodel-02

e3a
e3b
ela
e7b

e3a
e3b
ela
e’b

SHAETF HYAX| EUSHMIR.

=l
cluster show

g 2HFANR

clusterl::*> cluster show

Node

nodel-01
nodel-02
nodel-03
nodel-04

Health

4 entries were displayed.

AQ|K| cs20i| A 4~19CHA| S B2 EHL|C}

S AH LIFOIM It ElE2(7]E 43t

Speed

Type Mode (Gb/s) State
ENET - 100 enabled
ENET - 100 enabled
ENET - 100 enabled
ENET - 100 enabled
ENET - 100 enabled
ENET - 100 enabled
ENET - 100 enabled
ENET - 100 enabled

Eligibility Epsilon

true false

true false

true true

true false
2=

online
online
online

online

online
online
online

online

network interface modify -vserver Cluster -1if * -—-auto-revert true
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show interface brief

Ol =E=7F TS| HEE|0] A=K 2Hel5HM L.

show cdp neighbors

CHE TS AFES0] S3{AH =20 SHEE 22 AH VLANO| JAE=X| 2QlSHA K.

show vlan brief

show interface trunk

- 2HAH LIF7I 8 ZEZE &[S0IU4=X| EelstM|R.

network interface show -role cluster

S2{AE LIF7L S ZER S0teX| ¢2 32 22 kRN #322 ==8LCh
network interface revert -vserver vserver name -1lif <lif-name>

SHAETF HYAX| SUSHM Q.

cluster show

4 22 AH QIEHo|AL] HEME SAQISINIR
a. M2 AI2Y £ JUELICt network interface check cluster-connectivity show S2AH
HZA0 Cigt M2d dAL ME EEE BEAISH= BE:

network interface check cluster-connectivity show

-l

CIS2 M T 4+ JUELICE cluster ping-cluster -node <node-name> HZMZ &olst=

0F R
0% rir

cluster ping-cluster -node <node-name>
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chA|
1. SSHII Zd3te|0f A= 2RIt K.

(switch) show ssh server

ssh version 2 is enabled

2. SSH 7|7} 2d3t=|0f RA=X| =QIBHMIR.

|

show ssh key

o

2 OIBIAIR" .
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(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q586wTGJIJjFALJBl1FaA23EpDrZ2sDCew
17nwlioC6HBe jx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2VIZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbgVIewCdgWgxzrIY5BPP5GBAxQJIMBiOwWEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

FIPSE &dalet f CHZ HH S AFESHH AX|0|A HIE 5 25622 HAGOF &L|C}. ssh key
ecdsa 256 force.=2LC}"FIPSE AI20610] HEQIT Hot 24" XbAM|SH LHE L.

M2 oIt S A9 K| Mef DB 74"
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9336C-FX2 3! 9336C-FX2-T AE2|X| AQX|E SE 7[2UC=E
Mg,

9336C-FX2 % 9336C-FX2-T AEE|X| AQKIE 2 7|2UCE X2 ™ 9336C-FX2
51 9336C-FX2-T AKX AHZ X[ OF giL|Ct.
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A8t A9 X|off HZ3HOF BHL|Cf.

ro me

22| WEY 30| FHS YAFELICH

1. 7= 148 XgLiCh,
write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

2. AQIX| ATESO{E CHA| ZESHM !

reload

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

AIAEIO| TR EIE| T 74 ORADF AISHEILICH BElots S0t "AtS T2u|XdS
A2 ShAI S LITF"2H BIAIXIZE LIERRI (Gl/0FL| 2)[n] ol T3t Erto] ‘ool 2
Seisfor gLt

=
S Mo 20 = TES +AY & ASLICE M GolCt 20 maf.
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