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3. 2508 SAE £ XE HH S XFHELICH
° 1152002

° 87H2| |0 HIE
° 1 ZX| HIE
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4. AQIX|0]| 21918IM|R admin H|Y
*“routing*ALICt. ZEZEONM L=
DEof HMAS 4 USLICEH

Gl
2
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S E YHstat= HIAIX| 7t LIEHLFH *Enter*E FEM|R. 7|2 A2[X| 0|2
UHSIMR. enable . O|Z Sdll A2X| 142 2/t Privileged EXEC

User: admin
Password:
(Routing) > enable
Password:

(Routing) #
5. AQIX| 0|28 *cs2* 2 HATILILCL.

(Routing) # hostname cs2
(cs2) #

6. AQX| MH|A ZEOf Ciet HX IPv4 = IPv6 2| FAS HHSI2H:
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IPv4
MH|A BEE 7|02 DHCPE ABOHEE MHE|0| YALIC IP T4, HEY kAT, 7| Ho| 0]

—_ 11—

FaE XSO HYELC

(cs2) # serviceport protocol none
(cs2)# network protocol none
(cs2)# serviceport ip <ip-address> <netmask> <gateway>

IPv6
MH|A ZE = 7|2XO = DHCPE AIESIEE AEE[0] JSLICE IP FA, MEUHI OIAZT 7|2 AHO|E 0]

FAE ASOR TEHELIC

# serviceport protocol none
# network protocol none

# serviceport ipv6é <address>
# serviceport ipv6é <gateway>

show serviceport

(cs2)# show serviceport

Interface StatusS. ... ..ttt eeeeneenns Up

I Ve o ol 172.19.2.2
Subnet Mask. . ...ttt ittt ettt et 255.255.255.0
Defaull Gateway. .o ee e it ettt eeeeeeeneeeeans 172.19.2.254
IPv6 Administrative Mode........oi .. Enabled

IPVO Prefix 1S vttt ittt it ettt e teeeeeeennn
fe80::dacd:97ff:fe71:123c/64

IPv6 Default Router.........iiiiiiiiinenennnnn. fe80::20b:45ff:fea9:5dc0
Configured IPv4 Protocol........c.uuiiinininnnn.. DHCP

Configured IPv6 ProtoCOl.....iiiineeeennenenn. None

IPv6 AutoConfig Mode...... .ttt Disabled

Burned In MAC AddreSS . c .t eeeeeneeeenneeeeannns D8:C4:97:71:12:3C

2. SO | MHE TASHHIR.

ip domain name <domain name>

lp name server <server_name>



configure

cs2) (Config) # ip domain name company.com

( ) #
( ) (
(cs2) (Config) # ip name server 10.10.99.1 10.10.99.2
( ) (Config) # exit

(cs2) #

3. NTP MHE M et

EFOS 3.10.0.3 0|4}
= Azt SLAIZE S7|=HNTP)E +&'ILICH

Sl’ltp server <server_name>

clock

(cs2)# configure

(cs2) (Config) # ntp server 10.99.99.5
(cs2) (Config) # clock timezone -7
(cs2) (Config) # exit

(cs2) #

EFOS 3.9.0.2 3! O|X HH™

& AZtch 3L A[ZE S7|=2HSNTP)E FERILIC

sntp client mode <client mode>

sntp server <server name>

clock

(cs2)# configure

(cs2) (Config) # sntp client mode unicast
(cs2) (Config) # sntp server 10.99.99.5
(cs2) (Config) # clock timezone -7

(cs2) (Config) # exit

(cs2) #

O A0l M NTP M E FMSHX| g

ro
o
40
4%
o
|0
HU
>
=
o
.y
0z
et
-
iul



EFOS 3.10.0.3 O| A

ANtE S22 F G K.

clock

(cs2) # configure
(cs2) (Config)# clock summer-time recurring 1 sun mar 02:00 1 sun nov

02:00 offset 60 zone EST

(cs2) (Config) # clock timezone -5 zone EST
(cs2) (Config) # clock set 07:00:00

(cs2) (Config)# clock set 10/20/2023

(cs2) (Config) # show clock

07:00:11 EST(UTC-5:00) Oct 20 2023

No time source

( Config)# exit

(

cs?2) (
cs2) #
EFOS 3.9.0.2 5! O|™ HZ

ANZHE 2502 FHSIM K.

clock

(cs2)# configure
(cs2) (Config) # no sntp client mode
(cs2) (Config)# clock summer-time recurring 1 sun mar 02:00 1 sun nov

02:00 offset 60 zone EST

(cs2) (Config) # clock timezone -5 zone EST
(cs2) (Config) # clock set 07:00:00

(cs2) (Config)# clock set 10/20/2023

(cs2) (Config) # show clock

07:00:11 EST(UTC-5:00) Oct 20 2023

No time source

(cs2) (Config) # exit
(cs2) #

1. A% FES AE L0l MFgLc.

write memory



(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

ChE22 f9e7te?
AQXIE FHY 20ll= LIS S 8 = UAFLICEL "EFOS 2L EF S 2X[5HA 2",
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CHA S 2N L.
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CHXI.
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CHE WY & SILIE AF3I0 EFOS AZE 0 E EX[otM 2.
* AY 1. EFOS 24| iR E29] 20 AISFLIC.
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1. AQX| 2|H 2& ZEO| 232I5tAHLE SSHE HZAYLICE

2. AF83IC} ping EFOS, 2t0|MA 3l RCF IY S S AEISH= Mtof CHet HZ S =telsh= HHEYLCH.
O 2EHFMER

ol dHIME AQXIZFIP A 172.19.2.12] MHo| HEE|O| Q=X| HolstL|Ct,

(cs2)# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. AQ|x|of o|O|x| mtUS CHRREFHLICE

XEElE SA Z2ES0f et YE= CH2 EE &I5HMIR.

eF LaxA

AtASH I M& TREZ(TFTP) None

SSH IO} M& T2 EZ(SFTP) 5o AT EQ|0] IfF|X|= EOt 22| E K|
SfL|Ct,

FTP HYHS 7 Lot |Ct

ol A il None

YMODEM None

Zz2dl None

HOoL AL T2 EZ(SCP) Hotel AT EQN IfF|X|= =t 22| E X|
grL|ct.

HTTP 7|2 WGET REZIEIE MEE = U= ER
SEHE0|M CLI 7|8 oY M A0| X[ ElL|Ct,

HTTPS 7|2 WGET REZIEIE AL EY = U= ER
SHE0|M CLI 7|8 ot M &0| X[ ElL|Ct,

O|O0|X| o2 M o|0|X|0of| SALSHH MEE! Al s o|0|X[7t A&l FQI EFOS M2 AHgfL|Ct. o|™

oS
O[0|X|= HAE2Z AL AMEY + USLICE

-



g EHFMR

(cs2)# copy sftp://root@l172.19.2.1//tmp/EF0S-3.10.0.3.stk active
Remote Password:**

L L SEFTP

Set ServVer IP. ..t iiiiiteeeeeeeeeeeeeaeeeeonaenns 172.19.2.1

=Sl o //tmp/

Filename. @ v vttt et ittt et eteeeeeseneeeeaneeneans EF0S-3.10.0.3.stk
DAt T P e v e et e et e et ee e eeeeeeeeeeeeeeeeeaeenans Code

Destination Filename........cuouitinenennnennnn active

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y
SFTP Code transfer starting...

File transfer operation completed successfully.

e

A ol uied 1Mol ciet 22l 0|0|X|E EAIELICE.
show bootvar

HE EHFAHR

(cs2)# show bootvar

Image Descriptions

active
backup

Images currently available on Flash



g EHFMR

(cs2)# reload

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully
Configuration Saved!

System will now restart!

6. CtA| 291810 EFOS AT EQ0{Q] A HAMES St0ISHM Q.

—

show version



g EHFMR

(cs2)# show version
Switch: 1

System DesCription. ...t ittt eeeeeeeeens
3.10.0.3, Linux 4.4.211-28a6fe76, 2016.05.00.04
MaChINE Ty . e vttt ettt ee e et eeeeeeneeeeaneeneans
Machine Model. ... ..ttt ittt eeeeeeeeeanenn
Serial NUMDET . .. ittt ittt ettt eeeeeeennnnns
Maintenance Level.. ... ettt eeeeeneeeeneeneans
ManUfaCtUrer . v ittt ittt it e et e ettt ee e
Burned In MAC AddresSS. . ei ittt eteneeeeeneenns
SOftwWare VerSion. o e et e et eeeeeeeneeneoneenns
Operating System. ...ttt ittt teeeeeeeeeenns
28a6fe’6

Network Processing DevicCe.....ueueeeeeeeeeennnnnn
CPLD VerSI0M e v vt ittt ettt eeeeeeeeeeeeeeaeennns

7. 2XE AZYLICH A90X[E MY Chg Ul HAE MEYAL.

b. "RCF IIY S MX|5tM K"
C. "SSH &g}
d. "AQ|X| AtEf TL|E{2] A"

8. MEL] AQIX[0| M 1~7EHA S Br=etL T}

HHH 2: ONIE 2==2 EFOS A X|

BES-53248A1,

BES-53248A1,
BES-53248
QTFCU38260023

O0xbc00
D8:C4:97:71:0F:40
3.10.0.3

Linux 4.4.211-

BCM56873 A0
0xff040c03

Q0S

Multicast

IPvV6

Routing

Data Center

OpEN API

Prototype Open API

¢t EFOS H{TO| FIPS 73 & &5t1 fE EFOS H7TO| FIPS #AE £0tX| ti= < L2 HAE A
ASLICH A2X|7F R2Elof *'HH3E O| tHAIE AH23H0 ONIEO|A FIPSZt OFL[AHLE FIPSE &4=3t= EFOS

O|O|XIE EX[E &= ASLICE

EHA|

10
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AQX|Z ONIE MX| REZ 2EI3h|C}
HE|$= S0t TETEJ| HA|E|H ONIESE MEHSIN|Q.

*ONIE*S MEHSHH AQ|X|7} 2EE|0f 042] 7HK| MEH AFEHO| HA|EILICE *OS MA|*E MEHSHH|Q.
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g EHFMR

-+
| *ONIE: Install OS

ONIE: Rescue

ONIE: Uninstall OS
ONIE: Update ONIE
ONIE: Embed ONIE
DIAG: Diagnostic Mode

|
|
|
|
|
|
|
|
|
|
|
| DIAG: Burn-In Mode
|
|
|
|
|
|
|
|
|
|
|

AQ|X|7} ONIE k| ZEZ EEI=IL|C},
. ONIE AMg ZX|5t1 0|l QIE{H|0|AS LASHL|CE,

CHE OIA|X[7} LIEILIH *Enter*E =21 ONIE 2£2 2 &YLICL

Please press Enter to activate this console. Info: ethO: Checking
link... up.
ONIE:/ #

(D ONES AL AAE D HAXIE 2500 AHELIC



Stop the ONIE discovery

ONIE:/ # onie-discovery-stop
discover: installer mode detected.
Stopping: discover... done.

ONIE:/ #

4. AQX| 22| ZEO| 0|4l QIEH|O|AE 75t LSS AHESI B2E FIIYLICH ifconfig etho
<ipAddress> netmask <netmask> up 12|12 route add default gw <gatewayAddress>

ONIE:/ # ifconfig eth0 10.10.10.10 netmask 255.255.255.0 up
ONIE:/ # route add default gw 10.10.10.1

5. ONIE &X| It 2 SAEISH= MHO| H& THsoHX| 2HRIsHM| Q.
ping

€ EHFMR

ONIE:/ # ping 50.50.50.50

PING 50.50.50.50 (50.50.50.50): 56 data bytes

64 bytes from 50.50.50.50: seg=0 ttl=255 time=0.429 ms

64 bytes from 50.50.50.50: seg=1 ttl=255 time=0.595 ms

64 bytes from 50.50.50.50: seg=2 ttl=255 time=0.369 ms

~C

-—-- 50.50.50.50 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max = 0.369/0.464/0.595 ms

ONIE:/ #

6. M22 AQX| ATZEQE MX|SHMR:

ONIE:/ # onie-nos-install http://50.50.50.50/Software/onie-installer-x86 64

13
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7.

8.

14

O 2HFAMR

ONIE:/ # onie-nos-install http://50.50.50.50/Software/oni
installer-x86 64

discover: installer mode detected.

Stopping: discover... done.

e-—

Info: Fetching http://50.50.50.50/Software/onie-installer-3.7.0.4

Connecting to 50.50.50.50 (50.50.50.50:80)

installer 100% |******************************

0:00:00 ETA

*| 48841k

ONIE: Executing installer: http://50.50.50.50/Software/onie-

installer-3.7.0.4
Verifying image checksum ... OK.
Preparing image archive ... OK.

ALEQ0{7H KB 3 AQIK|7F WREEILICH AQIXI7H MZL EFOS MO FAt
StM| 2.

2918t MZR AKX AZEQ 07} HX|E|R=X| 2RISHM| Q.
show bootvar

€ EHFMR

(cs2) # show bootvar

Image Descriptions

active

backup

Images currently available on Flash

unit active backup current-active next-active
1 3.7.0.4 3.7.0.4 3.7.0.4 3.10.0.3
(cs2) #

X E A YLICH 29X = OFR 2 P MESH| i MREE D SF 7|22 = 1
M52 H CHS 5EAH IS =M K.

a. "AQx| A"

b. "2jO|MIA Mk

C. "RCF IS HX|SHAIR"
d. "SSH g}

1A
|0
Hu
=
I
om
I
|.|'|
Jhu

HELICH AQIKE



e. "AQ|X| A} DL|E{2l 1A

9. MEL| AQIX[0M 1~8THAIE EtSRILICH

chge

o{o

N2

FoAL
EFOS £ZE90E &X|ot 0= UHEE +AY - ASLILE "2o[HA S ZX[SHH[ "

$0

A% 744 TFY(RCF) U 20| HIA IS Ax|gtL|c.

EFOS 3.12.0.152E BES-53248 22{AE AQX|S Mt & X M mA(RCF)zt
2o MA mAZ MX|e 4~ JUSL|C

(D) RCFE gxstel 3= ZEJL RYEIRIS, TAE EES SHHOIR{H 20| MAS MAeoF LIC,

dE 27 At

Al

>

I
X
I

x|
Ltz

PNyl

| o
AFO| HIHZ M EE|A=K| 2RUSHA K.

AQUX| T2 i WM L|CE,

ol ZSots BAAE(RI0| FL RAE 27t 818

51X RCF= CI20|A AF2 7tsEHLICE. "Broadcom 22| AE AQ[X|" O] X].

* EFOSE 44£/310 $17 RCF H{ZE SX(ste 29 Wt dste e ol0lx|§ wyets ROFo| e
ML #A 2E O[0[X|S HABEE HE 242 HA
SILIC} 0|21 5121 S ARE A| SHEE B{HO| QAR AStEIL|C}

- 2% 7|2 MEHO|M RCFE Mx|sts 29 ASIX|0f Chet 224 HZ0| LRELICH X|4] 7|uh 2MS ARSH AL
97 AR Mt AptelL|Ct 217 o2 % QX581 M Broadcom AtS 12 AQ|X|0| TS X|QE g 114
HEIPNEEINT =

otsl 2

RCF2 B F#E1} EFOS HEO|M ZHAL= EH 72 ALo]of|

S0 A 4 YBLICL

T8 MHES EX[GHHI2
Ofl Al o] Ertod

0f

* O] Exte| ool M= 4712 =S AEEILICE O] .eE= 5 712| 10GbE E2{AH &z HE X

Xt ool M= TS 291K o = FEEE AFSHLIC

& BES-53248 A2|X[2] 0|2 cs12f cs2®L|Ct.
* L.E 0|2& cluster1-01, cluster1-02, cluster1-03, cluster1-04]L|C}.

* 22{AH LIF 0|52 cluster1-01_clus1, cluster1-01_clus2, cluster1-02_clus1, cluster1-02_clus2, cluster1-
03_clus1, cluster1-03_clus2, cluster1-04_clus1 % cluster1-04_clus2®lL|C}.

* J0I2 clusterl::*> TETEL= 23 AFEQ| 0|22 LIEFHL|CH

AtEgLL.
StAlR.

=
E=S
gtol

e0a J2|1 e0b . 2 EESHUAIR "Hardware Universe" ZSHZ0|AM SHIZE S22AEH ZE

HZ5HOF OP" B2 RCFE LHA| HE3t7| Hof| HEsHof

o ©

2IE|= ONTAP & RCF HZA | CHet AQX| =8t BE A XTSI R. £ HXSIAR "EFOS ATEQ 0| CIREE"
| 0| X]. =34
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() =2 =22 ONTAP Z2|20f nf2t Habd 4 YALIC

of =tefoi| 2tstod

O Zxtofl A= ONTAP E&E 1t Broadcom A9[X| BHE EF A0 LT HE| XI™E|X| 8= 2 ONTAP EHO|
A ELICE

of Ext Bofl= =& Sl ISL(2¢A| 2t 32 ) | 2R6tX| e&LICH Ol= RCF HT HFZ Q= QI8 ISL HZ0|
ZAHOZ F¥S UIQ = A7| W20l EAE 7|SYLICE S gl= 252E 22 EFS| fldh g 2AtoM=
CHet AQIK|0IM HAE +&ot= S 2= S AEH LIFE 2 TIEL A9(X|= 010|220 dgL|Ct.

MZ2 29X 2ZEL|0] HE I RCFE EX[ot7| Mol| 7|& A= 2ME MESHHAIR. "HA HES

@ FXI5HHAM Broadcom &= HE AL(X|2] ES X|2= LH" . 29K **%% 2t H5| X|2{0F ot=
B2 7|E Y Al = deoF gfLict 22| HEH A9 43 25| XM 2| HEI | F40|

IHQ’SEIEE HE &S M8t A9 K|of| AZsHOF LTt

15HA|: 2X] Z=H|

1. 0] 22{AE{0|M AutoSupport &-A3tEl 22 AutoSupport HAIX|E S E38H0] XI5 #H|0|A MM S ofF|etL|Ct,
system node autosupport invoke -node * -type all -message MAINT=xh

O7IM _x_& Rl 2e| 7|ZHAIZhHYLICt

@ AutoSupport HIA|X|= 7| X[ El0f O] RX| 22| ZHS 2 X 22| 7|2t St Xt+& AH|o|A
MA0| AN E| == THL|C},

Ch2 B2 2412 SO X+S #0| A Hd S ANMELICE.

clusterl::*> system node autosupport invoke -node \* -type all -message
MAINT=2h

2. AKEX| 2= HAIX|ZL LHEHLEH & AHSIH #t 52 1592 HERLIC
set -privilege advanced

g TETE(*>)7} LIEHEL|CE,

3. 2AE] AL(X|0f| HAE 2 EOf SHAE ZES HAIHLCEH

network device-discovery show
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g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl 0/2 BES-
53248

e0b cs2 0/2 BES-
53248
clusterl-02/cdp

ela csl 0/1 BES-
53248

e0b cs2 0/1 BES-
53248
clusterl-03/cdp

ela csl 0/4 BES-
53248

e0b cs2 0/4 BES-
53248
clusterl-04/cdp

ela csl 0/3 BES-
53248

e0b cs2 0/3 BES-
53248

clusterl::*>

4. 2t ZE{AE ZTEQ| 22| Yl 2F MEHE ol

a. DE SAE ZEJF YU JEI 2 ZISSH=X] 25t e

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
elOb Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false
clusterl::*>

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| Y= &HlstM K.

network interface show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0Ob true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

o. 2B AETL & S2{AH ALIX|0f thet HEE 2F HAISH=X| =HelgfL|Ct.
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ONTAP 9.8 0| A
ONTAP 9.85E| L} HHZ AIE5HM|R.

system switch ethernet show -is-monitoring-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

ONTAP 9.7 5! O|™ HZX
ONTAP 9.7 5! O|M KT ol AR L} HHIS ALESIM .

system cluster-switch show -is-monitoring-enabled-operational true
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1.

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

S AH LIFOAM XtE S7E HIZgtefLc).

network interface modify -vserver Cluster -1if * -auto-revert false

2CHA|: TE [N

1.

22

AKX cs20 M SR{AES| L0 HEE ZE SRS QIR

show isdp neighbor

S20|M =Eo| E2{AH ZEQ HEE ZEE Z=LICL 0|2 S0, ZE 0/1~0/160] ONTAP

(cs2)> enable

(cs2) # configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16)# shutdown
(cs2) (Interface 0/1-0/16)# exit
(cs2) (Config) #



3. 2 AHE LIF7| 22{AEH AQK| cs10| SAEE XTEZ 00| 2| 0|ME|A}=X|

AL,

network interface show -vserver Cluster

HE EHFMR

clusterl::*> network interface show
Status

Current Is
Vserver
Port

Logical

Interface

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04
clusterl::*>

&}

4. S AE7I HARQIX]

cluster show

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

2USHMIR.

01 clusl
true

01 clusZ
false

02 clusl
true

02 clus2
false

03 clusl
true

03 clus2
false

04 clusl
true

04 clus2
false

stolstL|Ct.

= -4

-vserver Cluster
Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

169.

169.

169.

169.

169.

169.

169.

169.

254

254

254

254.

254.

254

254.

254.

.3.4/23

0305/ 23

.3.8/23

3.9/23

1.3/23

.1.1/23

1.6/23

1.7/23

E

=

~
(=]

LS

|
=

=1
=

Current

Node

A
T
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

O. OF%] X{TSX| QEATHH Ct

—

glo

H2{o
O O

HE 27 OiU0f| FAISH oixf 29X S MEYBHMIR.

W
J

show running-config

AQ[X| cs29| S FElot 7| = 4HE AL

M=Z2 RCFE YHIO|EStALE HEY ml= A9|X| 2T 2 X212 7|2 F4E sAstof LICt.
290K 2EE X|22{H XE 2E2 MESIH ﬁ%liloﬂ HZoHOF SfLICE XA 7|8t 2ME A S

@ 8320l 8+ M°*° MEH AFRILICE "HH HE S RXISIHA Broadcom &f= HE A2(X|2
TdE Aes 8" 92 02| X[YFAH .

(D) 782 NS oA AEX| eLC
a. A9/X|o| SSHE MIc
A9|x|0] EEOIN BE SBAE| LIFZH HAED A9IXI7 748 X8 Z8|7t € 2902t THSAL.

b. EH REZ E0{7}7|:

(cs2)> enable
(cs2) #

C. 0| RCF T+ H73t2{H Ct2 BHE SASHH 20 E&LICHARE S O] RCF H{ZFf w2t £ €F0|
QoM AR FHM 2F 7 LU £ AI).

clear config interface 0/1-0/56
y

clear config interface lag 1

Yy

configure

deleteport 1/1 all

no policy-map CLUSTER

no policy-map WRED 25G

24


https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/onprem/Switches/Broadcom/How_to_clear_configuration_on_a_Broadcom_interconnect_switch_while_retaining_remote_connectivity

no policy-map
no policy-map
no policy-map
no policy-map
no policy-map
no class-map
no class-map
no class-map
no class-map
no class-map
no class-map
no class-map
no class-map
no class-map
no class-map
no class-map

WRED_ 100G
InShared
InMetroCluster
InCluster
InClusterRdma
CLUSTER
HA
RDMA
ch
c4
CLUSTER
CLUSTER_RDMA
StorageSrc
StorageDst
RdmaSrc
RdmaDst

no classofservice dotlp-mapping
no random-detect queue-parms 0

no random-detect gqueue-parms
no random-detect queue-parms
no random-detect gqueue-parms
no random-detect gqueue-parms
no random-detect queue-parms
no random-detect gqueue-parms

~ o O w N

no random-detect gqueue-parms
no cos—-queue min-bandwidth
no cos—-queue random-detect

no cos-queue random-detect

no cos—gqueue
no cos—gqueue
no cos—gqueue
no cos—qgqueue

no cos—gqueue

random-detect
random-detect
random-detect
random-detect
random-detect

~ o O W NP O

no cos—-gqueue random-detect
exit

vlan database

no vlan 17

no vlan 18

exit

d. 4 FHS AlE Aol MEeL.



(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

e. A9/KIE MRS K:

(cs2)# reload

Are you sure you would like to reset the system? (y/n) y

f. SSHE AHE3I0] AL[X|0]| CHA] 2301510 RCF MX|E = &fLICt.

7. 0| RCFOIM B8 E DE ALt Mol AlgE 7|261m 0|2 M2 RCFO MS3ILICE 0|8 S0f, EE 45
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10O L—

MHEO|L} FEC BE StERT S0| Y&L|Ct.

FTP, HTTP, TFTP, SFTP &= SCP & StLte| M& TEESS ALE6I0| RCFE ARIK| cs22| REZ A0
SAFELC.

Of oflofl M= HTTPE A3t RCFE A9IX| cs22| RFEZENA|0| SASH= WS H{FL|CL



g EHFMR

(cs2)# copy http://<ip-to-webserver>/path/to/BES-53248-RCF-v1.12-
Cluster-HA. txt nvram:reference-config

Y HTTP

SEL SEIVETY TP . it ittt it ittt eeeeeeenaeneaneenns 172.19.2.1

ol o <ip-to-
webserver>/path/to/

Filename. @ v i ettt et it ettt eeeeeeeneeeeaneeneaas BES-53248-RCF-v1.12-
Cluster-HA.txt

Data Ty P e e et et ettt et ettt et e eeeeseeeeanoneeans Unknown

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

File transfer in progress.

Management access will be blocked for the duration of the transfer.
Please wait...

HTTP Unknown file type transfer starting...

Validating configuration script.....

Configuration script validated.

File transfer operation completed successfully.

9. ASEEJIIREEE|0] X|Fet I 0| S22 MEE|IJU=X] &IsHM 2.

script list

(cs2) # script list

Configuration Script Name Size (Bytes) Date of
Modification

Reference-config.scr 2680 2024 05 31
21:54:22

1 configuration script(s) found.
2045 Kbytes free.

10. AQIX|of| ASBEES HESLCE

script apply
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g EHFMR

(cs2) # script apply reference-config.scr

Are you sure you want to apply the configuration script?

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

Configuration script 'reference-config.scr' applied.

1. 2to|diA mlg Mx|e|ct.

28

(y/n)

y



s

12. L

HHFMR

(cs2)# copy http://<ip-to-webserver>/path/to/BES-53248-LIC.dat
nvram:license-key 1

MO e ¢t it i et e et e e e e ettt HTTP

SeL SerVEeY TP . . i ittt ittt onenesonenesannaness 172.19.2.1

Path. i i e e e e e e e <ip-to-
webserver>/path/to/

Filename. @ v vttt it ittt et et e eeee s eeeeesoeaaaseas BES-53248-LIC.dat
= it A 7 1O license

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for the
duration of the transfer.

Please wait...
License Key transfer operation completed successfully.

System reboot is required.
(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

(cs2)# reload
Are you sure you would like to reset the system? (y/n) y

£33 AMYLICE show clibanner . 29(X|2 SHIE F41t 23S efQlota{H LS K& S

[r2of etL|Ct,

29



g EHFMR

(cs2) # show clibanner

Banner Message configured

BES-53248 Reference Configuration File v1.12 for Cluster/HA/RDMA

Switch : BES-53248

Filename : BES-53248-RCF-v1.12-Cluster.txt
Date : 11-04-2024

Version : v1.12

Port Usage:

Ports 01 - 16: 10/25GbE Cluster Node Ports, base config
Ports 17 - 48: 10/25GbE Cluster Node Ports, with licenses
Ports 49 - 54: 40/100GbE Cluster Node Ports, with licenses, added
right to left
Ports 55 - 56: 100GbE Cluster ISL Ports, base config
NOTE :
- The 48 SFP28/SFP+ ports are organized into 4-port groups in terms
of port speed:

Ports 1-4, 5-8, 9-12, 13-16, 17-20, 21-24, 25-28, 29-32, 33-36,
37-40, 41-44, 45-48

The port speed should be the same (10GbE or 25GbE) across all
ports in a 4-port group
- If additional licenses are purchased, follow the 'Additional Node
Ports

activated with Licenses' section for instructions
- If SSH is active, it will have to be re-enabled manually after
'erase startup-config'

command has been executed and the switch rebooted"

13. AQIXI0llM RCF7H HBE = %7} 3j0] MIA EEJ} LIEILH=X| 2OIHAIR.

30

show port all | exclude Detach



g EHFMR

(cs2) #

0/1
Enable
0/2
Enable
0/3
Enable
0/4
Enable
0/5
Enable
0/6
Enable
0/7
Enable
0/8
Enable
0/9
Enable
0/10
Enable
0/11
Enable
0/12
Enable
0/13
Enable
0/14
Enable
0/15
Enable
0/16
Enable
0/49
Enable
0/50

show port all |

Actor

Type
Timeout

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

Admin

Mode

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

exclude Detach

Physical

Mode

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

40G Full

40G Full

Physical Link

Status Status

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Link

Trap

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable
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Enable long

0/51 Enable 100G Full Down Enable
Enable long
0/52 Enable 100G Full Down Enable
Enable long
0/53 Enable 100G Full Down Enable
Enable long
0/54 Enable 100G Full Down Enable
Enable long
0/55 Enable 100G Full Down Enable
Enable long
0/56 Enable 100G Full Down Enable

Enable long

14. AQIX[0|M HE Aret0| HEE[U=X] =RISHMIR.

=

show running-config

(cs2)# show running-config

15. AQIX|E MPLY wf AlZ 7H0| =5 4% FHE MEEUC

write memory

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

16. A9IX|S R Yt A% 70| U olstiL.

=

reload
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(cs2)# reload

Are you sure you would like to reset the system?

System will now restart!

(y/n)

y

17. 22{AE ARQ|K| cs20|M =EQ| E2HAE EZEQ| HAE ZEE E2{FJLICL O|E S0, ZE 0/1~0/160] ONTAP

Lo HEE 3%

(cs2)> enable

(cs2)# configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16)+# no shutdown
(cs2) (Interface 0/1-0/16)# exit

(cs2) (Confiqg) #

18. AQ|X| cs22| ZEE 2QISHN|R:

show interfaces status all | exclude Detach
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g EHFMR

(csl)# show interfaces status all |

exclude Detach

Link Physical Physical
Media Flow
Port Name State Mode Status Type
Control VLAN
0/16 10/25GbE Node Port Down Auto
Inactive Trunk
0/17 10/25GbE Node Port Down Auto
Inactive Trunk
0/18 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/19 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/50 40/100GbE Node Port Down Auto
Inactive Trunk
0/51 40/100GbE Node Port Down Auto
Inactive Trunk
0/52 40/100GbE Node Port Down Auto
Inactive Trunk
0/53 40/100GbE Node Port Down Auto
Inactive Trunk
0/54 40/100GbE Node Port Down Auto
Inactive Trunk
0/55 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk
0/56 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk

19, Z2|{AE{0| ZRIAE| BE AEIS SQIBHL

- = |

[

.

a. 22{AES BE LE0N eOb EETJt AE 0|10 HAQIX| HQISHM 2.

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Node: clusterl-02

Ignore

Health Health
Port IPspace
Status Status

ela Cluster
healthy false
eOb Cluster

healthy false

Node: clusterl-03

Ignore

Health Health

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000
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Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

ela Cluster Cluster up 9000 auto/100000
healthy false
elb Cluster Cluster up 9000 auto/100000

healthy false

b. SHAE{OM ALK HENE 2HI5HM K.

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl 0/2
BES-53248

e0b cs?2 0/2
BES-53248
cluster01-2/cdp

ela csl 0/1
BES-53248

e0b cs?2 0/1
BES-53248
cluster01-3/cdp

ela csl 0/4
BES-53248

e0b cs2 0/4
BES-53248
clusterl-04/cdp

ela csl 0/3
BES-53248

e0b cs?2 0/2
BES-53248

20. 22AEIt & 22 AE AL(X|0f| Y HEE 25 HA[SI=X| 2QISfLC}

=
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ONTAP 9.8 0| A
ONTAP 9.85E| L} HHZ AIE5HM|R.

system switch ethernet show -is-monitoring-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

ONTAP 9.7 5! O|™ HZX
ONTAP 9.7 5! O|M KT ol AR L} HHIS ALESIM .

system cluster-switch show -is-monitoring-enabled-operational true



clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248
Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
cs2 cluster—-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>
1. Z2AE AKX cs10|M EQ| EAE ZEQ| HAE ZEE Z=3LICL
CtS CfIMol M= QIE{HO|A Of|H| &2 AFRTLICt
(csl)> enable
(csl)# configure
(csl) (Config)# interface 0/1-0/16
(csl) (Interface 0/1-0/16)# shutdown
2. 22{AE LIF7t AQIK| cs20f| SARIE ZEZ O10|O2||0|ME|R=X| eteletL|ct & & e A2 £ ASL|Ct

network interface show -vserver Cluster
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g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 ela false

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela false

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 eOb true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 ela false

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela false

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true
clusterl::*>

- SHAET GHQIX| ZolstA| K.
cluster show
ol E 2HFAHR

clusterl::*> cluster show
Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl1-03 true true true
clusterl-04 true true false



4. AQ|X| cs10lM 4~19EHA S HH=2IL|CE.

o. 2 AH LIFOIM Xt = E2(7|E 2ttt

network interface modify -vserver Cluster -1if * -auto-revert true

6. A9I%| cs12 MEEILICE 0| 5191 Sa{AE LIF7} & ZE2 2HELICH A9IK7} e = S0t
oM HIE "SRAE EE Ch2" OMIEE RAE 2 UgsLC

(csl)# reload

The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved! System will now restart!

3CHA|: 72 =kl

1. AR(X| cs10M 22{AE ZEO| HEE ALK ZEI*ES*St=X] &I5HM K.

exclude Detach

show interfaces status all



g EHFMR

(csl)# show interfaces status all | exclude Detach

Link Physical Physical
Media Flow
Port Name State Mode Status Type
Control VLAN
0/16 10/25GbE Node Port Down Auto
Inactive Trunk
0/17 10/25GbE Node Port Down Auto
Inactive Trunk
0/18 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/19 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/50 40/100GbE Node Port Down Auto
Inactive Trunk
0/51 40/100GbE Node Port Down Auto
Inactive Trunk
0/52 40/100GbE Node Port Down Auto
Inactive Trunk
0/53 40/100GbE Node Port Down Auto
Inactive Trunk
0/54 40/100GbE Node Port Down Auto
Inactive Trunk
0/55 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk
0/56 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk

show port-channel 1/1

2. A9I%| cs1} cs2 AO|2] ISLO| FHESHEX| SHOISHAIR.



g EHFMR

(csl)# show port-channel 1/1

Local Interface. ...ttt teeeaennn. 1/1
Channel Name. ...ttt ititeeeeeeeeeeeeeeeeeenens Cluster-ISL
Link State.. ...ttt ittt ettt Up
AdmMin MOdE . v v i it ittt ettt ettt enneeeeneeneans Enabled
D e o e e e et e et e e e aeeeeeeeeeeeeeeeeeeeaneennns Dynamic
Port-channel Min-1inks.......ccoiiieeeeennnnn. 1
Load Balance Option. ..ot eeeeeeeeneeeennenenns 7
(Enhanced hashing mode)
Mbr Device/ Port Port
Ports Timeout Speed Active
0/55 actor/long Auto True

partner/long
0/56 actor/long Auto True

partner/long

3. 2AE LIF7I 2 ZEE &[S0IU4E=X| &lsth|

network interface show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 eOb true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 ela true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true

- AT HYAX| SN2

cluster show

g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2|MAIL. show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 cluster01l-
02 clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 cluster01-

02 clus2 none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-02 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-02 clus2
none

2= ONTAP EzZ[A

D= ONTAP 22|A9 HR LSS MEY & JESLICH cluster ping-cluster -node <name>
HZMS B0l may-
_=2Oo=2 /|- - O O-

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host is clusterl1-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0Oa

Cluster clusterl-03 clusZ2 169.254.1.1 clusterl-03 eOb
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 e0Ob
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 eOa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 eOb
Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0a
Cluster clusterl-02 clusZ2 169.254.3.9 clusterl-02 eOb

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8

169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):
Local 169.254.1.3 to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254.1.1 to Remote 169.254.

Larger than PMTU communication succeeds on 12 path(s)

RPC status:

6 paths up, 0 paths down (tcp check)

N = N e R e = T = T = =

H R R R R WWwWwWwWwWw
W W W wkE P WwwwwkRE -
© O U o) O 0 U oy

6 paths up, 0 paths down (udp check)
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set -privilege admin

2. Xt3 A|o|A MM S AX|St AL AutoSupport HIAIXIE = E5H0 CHA| 2Hd3t5HN| R,
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system node autosupport invoke -node * -type all -message MAINT=END

OOD
ks &

oI7IR?

RCF & 2f0|dlA IS dX|ot 0= CHE28 =AY =

BES-53248 Z{AFE]
A QK|
o}

Hto

BES-53248 22{AH
ZEO| CHSH 2ol MA
oIA|__||:|.

O

g Jhset

ﬂllﬂl

Ct

IZIIO
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2}o|MA 7|, X190005/R

Broadcom 24P 10-25,6P40-100 EFOS 3.4.3.3 0] 4t
2to[A 7], X190005/R

Broadcom 6Port 40G100G 20| MIA EFOS 3.4.4.6 0|4}
7|, X190005/R

Broadcom 8Port 10G25G 2}0|MA  EFOS 3.4.4.6 0|4}
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(D) 712 340 toldAst Wask| Lt

2tofdl A e A X]

BES-53248 S2{AE AQ(X|of CHet 2t0|MAS HX[5H2H Lt HAIE HEAM K.

A

1. 22{AH AQIX|IE ZE| HIEHI| AZSLCE

2. AH83ILt ping EFOS, 20| MA 51 RCF MY S SAEISH= MHO|| et HAS =0lsh=

g EHFMR

of oilMIofl A= ARAKIZLIP T4 172.19.2.12] MHHO|| HZEE[0 U=X| SHlSfL|Ct

(cs2)# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. Switch CS20i|l A FxH 2t0| A AE &S =ISHA|K:

show license
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g EHFMR

(cs2)# show license

Reboot needed. .. ...ttt ittt e teeeeeeenns No
Number of active licenses........iuiiiiiieeneen.. 0
License Index License Type Status

O B2 2f0|MAS ZE6t LHE 7| QYA M S ALESHEH Of THA|IE BhE LTt

OE EHFMR
CHS O|M|0AM = SFTPE ARSI 2I0|MA MAUS 7| QIEIA 12 EAFSL|C
(cs2)# copy sftp://root@l72.19.2.1/var/lib/tftpboot/license.dat

nvram:license-key 1
Remote Password:**

L L SFTP

SeL SerVEeTr TP . .ttt it it ittt eeenesonenesananess 172.19.2.1

= ol o /var/lib/tftpboot/
Filename. @ vttt e ittt ee et eeeeeeneeeeaneenean license.dat

L= ot A 7 1 license

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
File transfer in progress. Management access will be blocked for the

duration of the transfer. Please wait...

License Key transfer operation completed successfully. System reboot
is required.

O. switch cs2E MFESH7| Tof| 2= HA 2fo| A HEE FAISI 2t0| A HEFE J|Z LTt

show license



g EHFMR

(cs2)# show license
Reboot needed

Number of active licenses

License Index License Type

6. DE ZIO|MIA TE HA|:

50

show port all | exclude Detach

EJ}2IO|MA MO TEL= AQIX|IS XHEEIS S

—

T

License valid but not applied

OfloF EA|ELICE.



g Eo{FAM R
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(cs2)# show port all | exclude Detach

Actor
Intf
Timeout

Enable
0/3
Enable
0/4
Enable
0/5
Enable
0/6
Enable
0/7
Enable
0/8
Enable
0/9
Enable
0/10
Enable
0/11
Enable
0/12
Enable
0/13
Enable
0/14
Enable
0/15
Enable
0/16
Enable
0/55
Enable
0/56
Enable

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

Admin

Mode

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Physical

Mode

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Physical Link

Status Status

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Link

Trap

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

LACP

Mode



7. ARIX|E THEESIM !
reload

HE EHFAMR

(cs2)# reload

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully

Configuration Saved!
Are you sure you would like to reset the system? (y/n) y

8. A 2tO|MAT} M0 QUEX| &olst 2to|MA T MEE|IR}=X| SISINR.
show license

0 EHFMR

(cs2) # show license

Reboot needed. .. ...ttt ittt ittt eeeneneenns No
Number of installed licenses..........eeeeeenen.. 1

Total Downlink Ports enabled................... 16

Total Uplink Ports enabled...........cicioo... 8
License Index License Type Status

1 Port License applied

9. BE M ZEE AIBY £ U=X| &elstM K.

show port all | exclude Detach
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g EHFMR

(cs2)# show port all | exclude Detach

Actor
Intf
Timeout

0/1
Enable
0/2
Enable
0/3
Enable
0/4
Enable
0/5
Enable
0/6
Enable
0/7
Enable
0/8
Enable
0/9
Enable
0/10
Enable
0/11
Enable
0/12
Enable
0/13
Enable
0/14
Enable
0/15
Enable
0/16
Enable
0/49
Enable
0/50

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

Admin

Mode

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Disable

Physical

Mode

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

100G Full

100G Full

Physical Link

Status Status

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Link

Trap

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

LACP

Mode



Enable long

0/51 Disable 100G Full Down Enable
Enable long
0/52 Disable 100G Full Down Enable
Enable long
0/53 Disable 100G Full Down Enable
Enable long
0/54 Disable 100G Full Down Enable
Enable long
0/55 Disable 100G Full Down Enable
Enable long
0/56 Disable 100G Full Down Enable

Enable long

(D) F7IEIOINAE SHY G M IEIAE $EOR ueH0F B J1Z0l X5 B MY
A2|X|0 RCFZ ChA| HE3tX| DA,

2% 28| o &
2Hol A MX| Al |7t Sashs 22 Aot7| Mol ChS Tl HYS HYSHIAIR. copy THA| BYES L2IMIS.

A< CIH O H&AH: debug transfer 12|11 debug license

HE EHFAHR

(cs2)# debug transfer

Debug transfer output is enabled.
(cs2)# debug license

Enabled capability licensing debugging.

O] AMES I copy HHOE debug transfer Jd2|1 debug license SM0| ZM3tE|H 27 ZFHO|
HIS}HEI
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g EHFMR

transfer.c(3083) :Transfer process key or certificate file type = 43
transfer.c (3229) :Transfer process key/certificate cmd = cp
/mnt/download//license.dat.l /mnt/fastpath/ >/dev/null 2>&1CAPABILITY
LICENSING
Fri Sep 11 13:41:32 2020: License file with index 1 added.
CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: Validating hash value
29de5e%a8af3e510f1£f16764a13e8273922d3537d3£13c9¢c3d445¢c72al180a2e6.
CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: Parsing JSON buffer {
"license": {
"header": {
"version": "1.0",
"license-key": "964B-2D37-4E52-BAl14",
"serial-number": "QTFCU38290012",
"model": "BES-53248"
b
"description": "",
"ports": "O+6"
}
J o
CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: License data does not
contain 'features' field.
CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: Serial number
QTFCU38290012 matched.
CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: Model BES-53248

matched.

CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: Feature not found in
license file with index = 1.

CAPABILITY LICENSING : Fri Sep 11 13:41:32 2020: Applying license file
1.

CIH =20l M CHS AtehS 2HISHMI K.

o UH HS T UK|SH=X| OISHM|2. Serial number QTFCU38290012 matched.

>

QX 20| CtSof LX|SH=X| 2QISINR. Model BES-53248 matched.

* X FEl 2to| A QIE AT OO AFZEIX] YA 2QUSHM K. 2HO[HIA ARATL O[O0 AFEE R CHE 2R 7t

— = =

HHSHEILICH License file /mnt/download//license.dat.l already exists.

* XE 2to[flAE 7|5 2ol MIATE OFEL|CE, w2t ChEat 22 T=0| o|&4ELICH Feature not found in
license file with index = 1.

AFEBILE copy ZE 2t0[HA S MH 0] Bihot= FE:
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(cs2)# copy nvram:license-key 1
scp://<UserName>Q<IP_address>/saved license 1l.dat

@ 2K 2ZELYHE 3.4.4.6 HEO|M CH2 20| =80F 5h= B2 2f0| ATt MAELIL. o=
o & El= SEYLIC.

O] HTO| AT ER0|= | S2[2{H HA XS 0| 2to[HAE EX|sHof LTt

M2 517t ZEES 2dotdt{™ RCF Z| 4 TS HMESI D oy ZE MR L2 T4 X2|S H|AHsHof Lict.

7|2 2lo|MA = LE 0/1~0/162t 0/55~0/562 &-detst= HHH, ME 20| MA T BOEl IE = AR JtsTt
2to|MA Q| Rt 20 w2t LE 0/17~0/54 ALO|0f| 2IX[SHA| ElLICE & S0, SW-BES54248-40-100G-LIC
2lO|MA S 2t M3lst2{H RCFO|A| CHS MIMo| =M X2|2 K| AsHof gL C}.
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g EHFMR

|

! 2-port or 6-port 40/100GbE node port license block
|

interface 0/49

no shutdown

description "40/100GbE Node Port"
!'speed 100G full-duplex

speed 40G full-duplex
service-policy in WRED 100G
spanning-tree edgeport

mtu 9216

switchport mode trunk
datacenter-bridging
priority-flow-control mode on
priority-flow-control priority 5 no-drop
exit

exit

!

interface 0/50

no shutdown

description "40/100GbE Node Port"
!'speed 100G full-duplex

speed 40G full-duplex
service-policy in WRED 100G
spanning-tree edgeport

mtu 9216

switchport mode trunk
datacenter-bridging
priority-flow-control mode on
priority-flow-control priority 5 no-drop
exit

exit

!

interface 0/51

no shutdown

description "40/100GbE Node Port"
speed 100G full-duplex

!speed 40G full-duplex
service-policy in WRED 100G
spanning-tree edgeport

mtu 9216
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switchport mode trunk
datacenter-bridging
priority-flow-control mode on
priority-flow-control priority 5 no-drop
exit

exit

!

interface 0/52

no shutdown

description "40/100GbE Node Port"
speed 100G full-duplex

!'speed 40G full-duplex
service-policy in WRED 100G
spanning-tree edgeport

mtu 9216

switchport mode trunk
datacenter-bridging
priority-flow-control mode on
priority-flow-control priority 5 no-drop
exit

exit

!

interface 0/53

no shutdown

description "40/100GbE Node Port"
speed 100G full-duplex

!'speed 40G full-duplex
service-policy in WRED 100G
spanning-tree edgeport

mtu 9216

switchport mode trunk
datacenter-bridging
priority-flow-control mode on
priority-flow-control priority 5 no-drop
exit

exit

!

interface 0/54

no shutdown

description "40/100GbE Node Port"
speed 100G full-duplex

!speed 40G full-duplex
service-policy in WRED 100G
spanning-tree edgeport

mtu 9216

switchport mode trunk

59



datacenter-bridging
priority-flow-control mode on
priority-flow-control priority 5 no-drop
exit

exit

!

0/4901 M 0/547tX|2] & REQO| AR, 2t REO| M X2|S MK 2, 2 ZE| sl RCFO|A

@ speed & StLITH =M K22 X1|7'|°“—|Ef. ool = = AX0| speed 100G full- -duplex EE= *speed

40G full-duplex*@lLICH 0/17011M 0/487HX2] H% TS| AL, BhE 2f0|MA 7} ZAlste ol sEE
MM FHo] =M HE|= M AHEHL|C}.
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* 22{AH LIF 0| £2 cluster1-01_clus1, cluster1-01_clus2, cluster1-02_clus1, cluster1-02_clus2, cluster1-
03_clus1, cluster1-03_clus2, cluster1-04_clus1 %! cluster1-04_clus2&IL|C}.
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LAHOZ FFE Dl’é! = A7| W20l A2 7ISYULCE S gl= 202 23 EFS1| fld LS 2AtoM =

CHe AQ(X[0M EHAIE Asts S ZE 22AH LIFE 28 LIELH 29(X|2 UFOIJEHOIEE*LIEP.

MZ2 A9/K| 2ZEQ)|0| KT RCFE EX|517| o 7|2 Xtz ZME AESIHAR. "BH HES
@ FXI5HHAM Broadcom &= H&E AQX|Q] S X|R= YH" . A9 “’S% 2t 3] X|R0f 3=
BR 7|2 FYS LAl 8sliof LICE 22| HIEH IS 743 23| X|2H 22| HERIA 2 7140]

MEFE D2 28 253 AHESH0] A9(X[of HZBHOF LTt
150A): EX| ZH|
1. 0] E2{AE0|M AutoSupport &85tz A AutoSupport HIAIX|E SE5H0] XH5 #H|0|A MMH S AF|etL|Ct
system node autosupport invoke -node * -type all -message MAINT=xh
O7IM _x_= |X 22| 7|ZHAIZ) /LT

@ AutoSupport HAIX|= 7|& X[ El0] O] RX| 22| XIS Ae] KAl 22| 7|2 St xS #|0[A
AH0l AH| = =5 BfLICt.

Che EE2 2A12F S XtE 70| A HH S ALt
clusterl::*> system node autosupport invoke -node \* -type all -message
MAINT=2h
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4. 2t 28{AH ZEQ| B2 Y 29F
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ST AH A0X[of AEE

g 2HFAHR

clusterl::*> network device-discovery show

Node/
Protocol
Platform

clusterl-

53248

53248

clusterl-

53248

53248

clusterl-

53248

53248

clusterl-

53248

53248

clusterl:

g TETE(*>)7} LIEFEL|CE,

set -privilege advanced

Local Disc

Port Devi
01/cdp

ela csl

elOb cs?2
02/cdp

ela csl

e0b cs2
03/cdp

ela csl

e0b cs2
04/cdp

ela csl

eOb cs?2
WD

HENE

a. BE SAH ZEJFHL

S| 2 HAIXIZELIELIR Yy S Yool

network device-discovery show

overed

ce (LLDP:

2t LEo| S AH ZES HAIRLCH

ChassisID)

Interface

0/2

0/2

0/1

0/1

0/4

0/4

0/3

0/3

BES-

BES-

BES-

BES-

BES-

BES-

BES-

BES-



network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
elOb Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03
Ignore
Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false
clusterl::*>

b. @E Z2{AE AHMO|A(LIF)7t & ZEO| Y= &HlstM K.

network interface show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0Ob true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

o. 2B AETL & S2{AH ALIX|0f thet HEE 2F HAISH=X| =HelgfL|Ct.
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ONTAP 9.8 0| A
ONTAP 9.85E| L} HHZ AIE5HM|R.

system switch ethernet show -is-monitoring-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

ONTAP 9.7 5! O|™ HZX
ONTAP 9.7 5! O|M KT ol AR L} HHIS ALESIM .

system cluster-switch show -is-monitoring-enabled-operational true
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1.

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

S AH LIFOAM XtE S7E HIZgtefLc).

network interface modify -vserver Cluster -1if * -auto-revert false

2CHA|: TE [N

1.

68

AKX cs20 M SR{AES| L0 HEE ZE SRS QIR

show isdp neighbor

S20|M =Eo| E2{AH ZEQ HEE ZEE Z=LICL 0|2 S0, ZE 0/1~0/160] ONTAP

(cs2)> enable

(cs2) # configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16)# shutdown
(cs2) (Interface 0/1-0/16)# exit
(cs2) (Config) #



3. 2 AHE LIF7| 22{AEH AQK| cs10| SAEE XTEZ 00| 2| 0|ME|A}=X|

AL,

network interface show -vserver Cluster

HE EHFMR

clusterl::*> network interface show
Status

Current Is
Vserver
Port

Logical

Interface

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04
clusterl::*>

&}

4. S AE7I HARQIX]

cluster show

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

2USHMIR.

01 clusl
true

01 clusZ
false

02 clusl
true

02 clus2
false

03 clusl
true

03 clus2
false

04 clusl
true

04 clus2
false

stolstL|Ct.

= -4

-vserver Cluster
Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

169.

169.

169.

169.

169.

169.

169.

169.

254

254

254

254.

254.

254

254.

254.

.3.4/23

0305/ 23

.3.8/23

3.9/23

1.3/23

.1.1/23

1.6/23

1.7/23

E

=

~
(=]

LS

|
=

=1
=

Current

Node

A
T
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

O. OF%] X{TSX| QEATHH Ct

—

glo

H2{o
O O

M
I
mo
Hu

1 IHAO|| SAFSH] S AQIK| FH S MESHNR.
show running-config

AQ[X| cs29| S FElot 7| = 4HE AL

M=Z2 RCFE YHIO|EStALE HEY ml= A9|X| 2T 2 X212 7|2 F4E sAstof LICt.
@ 290K 2EE X|22{H XE 2E2 MESIH *%Iiloﬂ HZoHOF SfLICE XA 7|8t 2ME A S

=
22 0] 97 AFFS M AFelLIT), 212 HE SXI5HEA Broadcom A H12 A9I|2)
THS ReE Y 142 0j2] XYFMIL.

()  7u2NY= stoldas AElx) Lt
a. A9/X|of SSHE MapiL|ch
A91%|0] EEOIN ZE S2IAE| LIFZHHAED 291417 742 X2 Z8]7} € ZLo0l2 FHstH2.

b. EH REZ E0{7}7|:

(cs2)> enable
(cs2) #

C. 0| RCF T+ H73t2{H Ct2 BHE SASHH 20 E&LICHARE S O] RCF H{ZFf w2t £ €F0|
QoM AR FHM 2F 7 LU £ AI).
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clear config interface 0/1-0/56

Yy
clear config interface lag 1

Yy

configure

deleteport 1/1 all

no policy-map CLUSTER
no policy-map WRED 25G
no policy-map WRED 100G
no class-map CLUSTER

no class-map HA

no class-map RDMA

no classofservice dotlp-mapping
no random-detect queue-parms 0
no random-detect gqueue-parms
no random-detect queue-parms
no random-detect gqueue-parms
no random-detect gqueue-parms
no random-detect gqueue-parms
no random-detect gqueue-parms

~ o O b w N

no random-detect queue-parms
no cos—-queue min-bandwidth
no cos—-queue random-detect
no cos—-queue random-detect
no cos—-queue random-detect
no cos—-queue random-detect
no cos—-queue random-detect
no cos—-queue random-detect
no cos-queue random-detect

~ o U b W NP O

no cos—-queue random-detect
exit

vlan database

no vlan 17

no vlan 18

exit

d. &4 FHS AIE Aol MEEL.



(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

e. AQIX|E MEESHM !

(cs2)# reload

Are you sure you would like to reset the system? (y/n) y

f. SSHE AHE3I0] AL[X|0]| CHA] 2301510 RCF MX|E = &fLICt.

7. CH2 Arol R2lstMIR.

72

a. AfX[of =7t ZE 2fo| AT AR E L, =7t 2f0| A ZEES F95t2{H RCFE +F8l{of &Lt 2ot

"MZ o[l AE I E Shgol XMt g2,

b. 0] RCFOIM HEE 2= AFEA Ho| Arg 7|E5t1 0|5 M2R RCFO| HEHLICE 0|E S0, ZE £
MMO|Lt FEC RE StERLE S0| Y&Lct.


configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports
configure-licenses.html#activate-newly-licensed-ports

EFOS HZ 3.12.x O| A
1. HTTP, HTTPS, FTP, TFTP, SFTP t£= SCP & otLIo| M& TZEZ S AFE510 RCFE ARIX| cs29
HEZaA|0f| S AtEHL|CE

O| Cflofl M= SFTPE AF25t0d RCFE A%IA| cs22| EEE2A|0f| SAISHE WHE HOELCE.
(cs2)# copy tftp://172.19.2.1/BES-53248-RCF-vl1.9-Cluster-HA.txt

nvram:reference-config
Remote Password:**

1 Y L TEFTP

SeL SerVer TP . .ttt ittt ittt eeenesenanesananens 172.19.2.1

= o o /

HLILEMEMS 0 0 0 0 00000000000000000000000000600000000 ¢ BES-53248 RCF vl1.9-
Cluster-HA.txt

L= it A 7 1 Config Script
Destination Filename. ... ..o eteeeeeeeneneeenns reference-config.scr

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

TFTP Code transfer starting...

File transfer operation completed successfully.

1. AF-ETICIR2ZEE|0] X|H3 It 0| SR 2 MEE|JU=X] &HelstH Q.

script list

(cs2)# script list

Configuration Script Name Size (Bytes) Date of
Modification

reference-config.scr 2680 2024 05 31
21:54:22

2 configuration script(s) found.
2042 Kbytes free.

2. AQ/K|0f| ASBES HESLCE

script apply
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(cs2) # script apply reference-config.scr
Are you sure you want to apply the configuration script? (y/n) y

The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

Configuration script 'reference-config.scr' applied.

CI2 2= EFOS HZA
1. HTTP, HTTPS, FTP, TFTP, SFTP Et= SCP & StLIQ] M& TZ2ZEZ S AFE35H0] RCFE A9IX| ¢cs29)
HEZ Ao SAFEL|CE

0| 0flof| M= SFTPE AHE3%t0] RCFE A%IX| cs22| REZEA|0| SAtSH= WHE Ho{FLICH
(cs2)# copy sftp://172.19.2.1/tmp/BES-53248 RCF_vl.9-Cluster-HA.txt

nvram:script BES-53248 RCF _vl.9-Cluster-HA.scr
Remote Password:**

1 Y L SETP

Set Server IP. ... .ttt ittt ittt 172.19.2.1

=5l o //tmp/

FLILEMEME 6 0 0 0 00 0000000000000600000000006000000000 ¢ BES-53248 RCF v1.9-
Cluster-HA.txt

[ it A 7 1O Config Script
Destinatlien FilleReiSocooocococoocooonoccocooooanooc BES-53248 RCF v1.9-

Cluster-HA.scr

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

SFTP Code transfer starting...

File transfer operation completed successfully.

1. ASEI 22 EE 0] XS It 0| Q2 MEEU=X| 2AQUSHA Q.

script list



(cs2)# script list

Configuration Script Name Size (Bytes) Date of
Modification

BES-53248 RCF v1.9-Cluster-HA.scr 2241 2020 09 30
05:41:00

1 configuration script(s) found.

2. AQIX[0f| ASRES MEHLICL

script apply

(cs2) # script apply BES-53248 RCF _vl.9-Cluster-HA.scr

Are you sure you want to apply the configuration script? (y/n) y
The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

Configuration script 'BES-53248 RCF v1.9-Cluster-HA.scr' applied.

tot

1. Hi{ &3S AAFSILIC}E show clibanner 3. AQ|X|Q| SHIZE M} Xt= S

A tolste{ ™ Ct
t2tof Lot

glo

X

]
)
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g EHFMR

(cs2) # show clibanner

Banner Message configured

BES-53248 Reference Configuration File v1.9 for Cluster/HA/RDMA

Switch : BES-53248

Filename : BES-53248-RCF-v1.9-Cluster.txt
Date : 10-26-2022

Version : v1.9

Port Usage:

Ports 01 - 16: 10/25GbE Cluster Node Ports, base config

Ports 17 - 48: 10/25GbE Cluster Node Ports, with licenses

Ports 49 - 54: 40/100GbE Cluster Node Ports, with licenses, added
right to left

Ports 55 - 56: 100GbE Cluster ISL Ports, base config

NOTE :

- The 48 SFP28/SFP+ ports are organized into 4-port groups in terms
of port

speed:

Ports 1-4, 5-8, 9-12, 13-16, 17-20, 21-24, 25-28, 29-32, 33-36, 37-
40, 41-44,

45-48

The port speed should be the same (10GbE or 25GbE) across all ports
in a 4-port

group

- If additional licenses are purchased, follow the 'Additional Node
Ports

activated with Licenses' section for instructions

- If SSH is active, it will have to be re-enabled manually after
'erase

startup-config'

command has been executed and the switch rebooted

2. AQ[K|0|M RCF7} M = 27t 2f0|dlA ZET} LIEHE=X]| 2HRI5HM K.

76

show port all | exclude Detach



g EHFMR

(cs2) #

0/1
Enable
0/2
Enable
0/3
Enable
0/4
Enable
0/5
Enable
0/6
Enable
0/7
Enable
0/8
Enable
0/9
Enable
0/10
Enable
0/11
Enable
0/12
Enable
0/13
Enable
0/14
Enable
0/15
Enable
0/16
Enable
0/49
Enable
0/50

show port all |

Actor

Type
Timeout

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

Admin

Mode

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

exclude Detach

Physical

Mode

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

40G Full

40G Full

Physical Link

Status Status

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Link

Trap

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable
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Enable
0/51
Enable
0/52
Enable
0/53
Enable
0/54
Enable
0/55
Enable
0/56
Enable

long

long

long

long

long

long

long

3. AQIK|0f| M HF ArtO]

4. AQXIE ME

78

Enable

Enable

Enable

Enable

Enable

Enable

100G

100G

100G

100G

100G

100G

HEEIAE=R] =I5 K.

=

show running-config

(cs2)# show running-config

write memo

ry

218 o A%} 40| El 22

(cs2) # write memory

=

Full

Full

Full

Full

Full

Full

Als AM S x| &St

This operation may take a few minutes.

Down

Down

Down

Down

Down

Down

Enable

Enable

Enable

Enable

Enable

Enable

Management interfaces will not be available during this time.

Are you sure you want to save?

Config file

Configuration Saved!

'startup-config'

created successfully.

(y/n) y



(cs2)# reload

Are you sure you would like to reset the system?

System will now restart!

(y/n)

y

6. 22{AH ARIK| cs20iA ==2| 22{AE ZEW HEE ZEE E2{FLIC} O|E S0, ZE 0/1~0/160| ONTAP

Lo HEE 3%

(cs2)> enable

(cs2)# configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16)+# no shutdown
(cs2) (Interface 0/1-0/16)# exit

(cs2) (Confiqg) #

7. A9I%| cs29| ZEE EQIsHM|R:

show interfaces status all | exclude Detach
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g EHFMR

(csl)# show interfaces status all |

exclude Detach

Link Physical Physical
Media Flow
Port Name State Mode Status Type
Control VLAN
0/16 10/25GbE Node Port Down Auto
Inactive Trunk
0/17 10/25GbE Node Port Down Auto
Inactive Trunk
0/18 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/19 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/50 40/100GbE Node Port Down Auto
Inactive Trunk
0/51 40/100GbE Node Port Down Auto
Inactive Trunk
0/52 40/100GbE Node Port Down Auto
Inactive Trunk
0/53 40/100GbE Node Port Down Auto
Inactive Trunk
0/54 40/100GbE Node Port Down Auto
Inactive Trunk
0/55 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk
0/56 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk

8. 22|AE|| 22{AE BE AEE StolgiL

- = |

[

.

a. 22{AES BE LE0N eOb EETJt AE 0|10 HAQIX| HQISHM 2.

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: clusterl-02

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false

Node: clusterl-03

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0b Cluster Cluster up 9000 auto/100000

healthy false



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/100000
healthy false
e0b Cluster Cluster up 9000 auto/100000

healthy false

b. S2AE0M AQX| HEHS ZHelotMR.

=

network device-discovery show -protocol cdp



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl 0/2
BES-53248

e0b cs?2 0/2
BES-53248
cluster01-2/cdp

ela csl 0/1
BES-53248

e0b cs?2 0/1
BES-53248
cluster01-3/cdp

ela csl 0/4
BES-53248

e0b cs2 0/4
BES-53248
clusterl-04/cdp

ela csl 0/3
BES-53248

e0b cs?2 0/2
BES-53248

9. 2 AETL & 22{AH ALQIX|of thet HEE RF HAISH=X| =telgtL|Ct.
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ONTAP 9.8 0| A
ONTAP 9.85E| L} HHZ AIE5HM|R.

system switch ethernet show -is-monitoring-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

ONTAP 9.7 5! O|™ HZX
ONTAP 9.7 5! O|M KT ol AR L} HHIS ALESIM .

system cluster-switch show -is-monitoring-enabled-operational true



clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248
Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
cs2 cluster—-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>
1. Z2AE AKX cs10|M EQ| EAE ZEQ| HAE ZEE Z=3LICL
CtS CfIMol M= QIE{HO|A Of|H| &2 AFRTLICt
(csl)> enable
(csl)# configure
(csl) (Config)# interface 0/1-0/16
(csl) (Interface 0/1-0/16)# shutdown
2. 22{AE LIF7t AQIK| cs20f| SARIE ZEZ O10|O2||0|ME|R=X| eteletL|ct & & e A2 £ ASL|Ct

network interface show -vserver Cluster

85



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 ela false

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela false

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 eOb true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 ela false

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela false

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true
clusterl::*>

- SHAET GHQIX| ZolstA| K.
cluster show
ol E 2HFAHR

clusterl::*> cluster show
Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl1-03 true true true
clusterl-04 true true false



4. AQ|X| cs10lM 4~19EHA S HH=2IL|CE.

o. 2 AH LIFOIM Xt = E2(7|E 2ttt

network interface modify -vserver Cluster -1if * -auto-revert true

6. A9I%| cs12 MEEILICE 0| 5191 Sa{AE LIF7} & ZE2 2HELICH A9IK7} e = S0t
oM HIE "SRAE EE Ch2" OMIEE RAE 2 UgsLC

(csl)# reload

The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved! System will now restart!

3CHA|: 72 =kl

1. AR(X| cs10M 22{AE ZEO| HEE ALK ZEI*ES*St=X] &I5HM K.

exclude Detach

show interfaces status all



g EHFMR

(csl)# show interfaces status all | exclude Detach

Link Physical Physical
Media Flow
Port Name State Mode Status Type
Control VLAN
0/16 10/25GbE Node Port Down Auto
Inactive Trunk
0/17 10/25GbE Node Port Down Auto
Inactive Trunk
0/18 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/19 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/50 40/100GbE Node Port Down Auto
Inactive Trunk
0/51 40/100GbE Node Port Down Auto
Inactive Trunk
0/52 40/100GbE Node Port Down Auto
Inactive Trunk
0/53 40/100GbE Node Port Down Auto
Inactive Trunk
0/54 40/100GbE Node Port Down Auto
Inactive Trunk
0/55 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk
0/56 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk

show port-channel 1/1

2. A9I%| cs1} cs2 AO|2] ISLO| FHESHEX| SHOISHAIR.



g EHFMR

(csl)# show port-channel 1/1

Local Interface. ...ttt teeeaennn. 1/1
Channel Name. ...ttt ititeeeeeeeeeeeeeeeeeenens Cluster-ISL
Link State.. ...ttt ittt ettt Up
AdmMin MOdE . v v i it ittt ettt ettt enneeeeneeneans Enabled
D e o e e e et e et e e e aeeeeeeeeeeeeeeeeeeeaneennns Dynamic
Port-channel Min-1inks.......ccoiiieeeeennnnn. 1
Load Balance Option. ..ot eeeeeeeeneeeennenenns 7
(Enhanced hashing mode)
Mbr Device/ Port Port
Ports Timeout Speed Active
0/55 actor/long Auto True

partner/long
0/56 actor/long Auto True

partner/long

3. 2AE LIF7I 2 ZEE &[S0IU4E=X| &lsth|

network interface show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 eOb true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 ela true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true

- AT HYAX| SN2

cluster show

g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2|MAIL. show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 cluster01l-
02 clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 cluster01-

02 clus2 none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-02 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-02 clus2
none

2= ONTAP EzZ[A

D= ONTAP 22|A9 HR LSS MEY & JESLICH cluster ping-cluster -node <name>
HZMS B0l may-
_=2Oo=2 /|- - O O-

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host is clusterl1-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0Oa

Cluster clusterl-03 clusZ2 169.254.1.1 clusterl-03 eOb
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 e0Ob
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 eOa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 eOb
Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0a
Cluster clusterl-02 clusZ2 169.254.3.9 clusterl-02 eOb

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8

169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):
Local 169.254.1.3 to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254.1.1 to Remote 169.254.

Larger than PMTU communication succeeds on 12 path(s)

RPC status:

6 paths up, 0 paths down (tcp check)

N = N e R e = T = T = =

H R R R R WWwWwWwWwWw
W W W wkE P WwwwwkRE -
© O U o) O 0 U oy

6 paths up, 0 paths down (udp check)
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set -privilege admin

2. Xt3 A|o|A MM S AX|St AL AutoSupport HIAIXIE = E5H0 CHA| 2Hd3t5HN| R,
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BES-53248 22{AE A X|0|A SSH

CSHM(Ethernet Switch Health Monitor) & 21 =& 7|52 AtE3}

=

|

system node autosupport invoke -node * -type all -message MAINT=END

&L|C} "SSH &tAg),

tot

et

Il

rr

S AH ALQX|0|M SSHE & stol|of Lt

1. SSHI HIZH3H=|0f RA=X] =RIBHM|R.

show ip ssh

s

HHFMR

(switch) # show ip ssh

SSH Configuration

Administrative Mode: ......iiiiittiteneeennnnnnnn Disabled
S = S = s 22
Protocol Level: ...t iiin et eeeeeeeneeeeonneens Version 2
SSH Sessions Currently Active: ........ieeee... 0

Max SSH Sessions Allowed: .....i.iiinietennnnnnn. 5

SSH TimeoUL (MINS) & & v vt v vt vt eeeeeeneeneeneenes 5

Keys Present: ...t iitiiteeteeeeeeeeeeenaneeans DSA (1024) RSA(1024)
ECDSA (521)

Key Generation INn ProgresSS: . .....e.ieeeeeeeeennn None

SSH Public Key Authentication Mode: ........... Disabled
SCP server Administrative Mode: ............... Disabled

° SSH7} HIZ-gotE[of AX| GfC™ CrZ 2t 20| Hig-gdstetL|ct.
no ip ssh server enable

no ip scp server enable

° EFOS 3.12 0|0l M= SSH7I H|Z-got=|H 2 SSH M|M0| £4EE= F£ MAAT}

@ LRl
HTol &

° EFOS 3.11 4 o|™
UEL|Ct.

2 SSH MHE H|gtdetel 20| = 94X SSH AM[10] A& &

A2 SSH 7|2 M4

=B

ot
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(D 712 2=et7] Holl SSHE vzt stsHof stLIC DHX| O ASIX|0|A 1ot BTELCt,

2. 18 ZE0M SSH 7| MAMetLct.
crypto key generate

CECIES )

(switch)# config
(switch) (Config)# crypto key generate rsa

Do you want to overwrite the existing RSA keys? (y/n): y

(switch) (Config)# crypto key generate dsa

Do you want to overwrite the existing DSA keys? (y/n): y

(switch) (Config)# crypto key generate ecdsa 521

Do you want to overwrite the existing ECDSA keys? (y/n): y

3. #M ZE0lM ONTAP 21 T0j| Ciet AAA Hoks A SfL|CE
aaa authorization commands "noCmdAuthList" none

0 EHFMR

(switch) (Config)# aaa authorization commands "noCmdAuthList" none
(switch) (Config)# exit

4. SSH/SCPE LCHA| g-dstefLct.
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g EHFMR

(switch)# ip ssh server enable
(switch)# ip scp server enable
(switch) # ip ssh pubkey-auth

5. C}

Dw

HA AF&S startup-configil MZHerL|Ct
write memory

HE EHFMR

(switch)# write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

6. SSH 7| Y= SHFIPS =02k 3 2h):

@ FIPS ZEO0ME HOtE 2[dl 7|2 Y= Ao otol{of BLICH zatE 7|7t glo™

OHZ2[AI0|0] A[ZHE|X| 5 LICE 7= f% YIS AESIo] Wk o LICE

95



96

g EHFMR

(switch) configure
(switch) (Config)# crypto key encrypt write rsa passphrase
<passphase>

The key will be encrypted and saved on NVRAM.
This will result in saving all existing configuration also.
Do you want to continue? (y/n): y

Config file 'startup-config' created successfully.

(switch) (Config)# crypto key encrypt write dsa passphrase
<passphase>

The key will be encrypted and saved on NVRAM.
This will result in saving all existing configuration also.
Do you want to continue? (y/n): y

Config file 'startup-config' created successfully.

(switch) (Config)# crypto key encrypt write ecdsa passphrase
<passphase>

The key will be encrypted and saved on NVRAM.
This will result in saving all existing configuration also.
Do you want to continue? (y/n): y

Config file 'startup-config' created successfully.

(switch) (Config)# end
(switch) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!



8. SSH7I g42t=|0f A=X] &lstM K.
show ip ssh

HE EHFAMR

(switch)# show ip ssh

SSH Configuration

Administrative Mode: . ...ttt neeennnnenns Enabled
S = S = s 22
Protocol Level: ...t iiintteeeeeeeeeeeeonaenns Version 2
SSH Sessions Currently Active: .........cee.o... 0

Max SSH Sessions Allowed: .......ceveeeeeeeeens 5

SSH TimeoUL (MINS) & vttt vttt teeeeeneeneeneenen 5

Keys Present: ...t tiiteeteeeeeeeeeeenaeeeens DSA (1024) RSA(1024)
ECDSA (521)

Key Generation In ProgresSsS: ... ...e.ieeeeeeeeennn None

SSH Public Key Authentication Mode: ........... Enabled
SCP server Administrative Mode: ............... Enabled

SSHE &4stet 20f|= LISE +8E & ASLICH "29| K JEf ZLEZ 74

BES-53248 22{AH AKX E & 7|24t 2 AHTtL|LC.

BES-53248 22{AE AQX|E 2% 7|2ZIO2 Y MHASIHH BES-53248 AQA| NS
X||0F gfL|C}.

ﬂl

O| =rof| 2tstod
* XE FZES ARSI A X|of| HZSHOF giLICE.
* 0| A2 | HEYZS M S MM HBiLICE.
CHA|
1. 22|} Mot HHE TETEZ HATL|CH
(cs2)> enable

2. Azt 2M2 xIgLCH

erase startup-config
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(cs2)# erase startup-config

Are you sure you want to clear the configuration? (y/n) y

3. AQIX|E MEREELICH

(cs2)# reload
Are you sure you would like to reset the system? (y/n) y

O *
7C>:|'I_

rr

(D AQIX[E CHA| 2E87| HOf| A|ARIOM KMEE|X] AL HEE TS HYLX| 2
OfL|R*E MEISIM|R.

1. AQIXI7HCHA 2EE W7HX] 7|CHel = AQ|X[0f 2I5HMIR.

7|2 AF8XH= "admin"0| I H|ZHS = MH

il

|01 QUX| FSLICH ChSaF AR HIAIX| 7} EA|ELICE

(Routing) >
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