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1.

ALQIX|0 M 2321512 H cumulus/*cumulus*2t= AF2XL 0|/ 7t ER

AQ|X|off 23l Ct.

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately

enforced)

Changing password for cumulus.
Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux HH 2 215t R: net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPUcooocoooaoooooc x86 64 Intel Atom C2558 2.40GHz
MEMOTY e e v v e v eenn. 8GB

Disk....ooeooo... 14.7GB

BASICo 000000000000 Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

MT2105T05177
x86 64-mlnx x86-r0

Serial Number....
Platform Name....

Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

SIL|Ct sudo EH.

(administrator

3. BAE 0|2, IP F4, EY kAT, 7|2 H0|ERI0|Z PHBILICL MEL SAE 0|S2 Z&/SSH MM

c}

Al AEFSE =012 M ZEL|CE

- 1o

Cumulus Linux 22| X|= XAt 8HLLC|

M8
() eEmolAL S8l tiy o elgoz tsomenn semos
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IEf etho . 0|

2IE{H[ O

[N
A FA

(D =2Eo020 25(), ofmAERI|(), EE ASCIIZ}OR: 2XHE AR DR,

o

=



cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

0| HHL2 = JIX|E B 5 £H™BtL|Ct. /etc/hostname 12|11 /etc/hosts IHE.
4. SAE 0|, IP T4, EUYI 0tAS 7|2 HO|EL0|7t HOO|EE|A=X| IS R.

cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 broadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:£f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory O0xdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

o. ALQIK|O M &, AlZH EFE AIZICH 8 NTP MHE HF LT,

a. oAXH A[ZICHE &HRIstHMIR:

=

cumulus@swl:~$ cat /etc/timezone

b. |22 A|ZIHZ |0 E:

cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

C. x| A|ZICHE =HRl5tN| Q!

|



cumulus@switch:~$ date +%2Z

d. 7}0|E OPHALE AHS0] A|ZITHE HHSE{H L2 TS HASHM K.

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e. AMEl AZtcHofl w2 AT EQ0| A|AIE M™EELICE

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

f. AZES0] 229 oixlf 2tS StER0 220 = AHSLICH

(%]

cumulus@switch:~$ sudo hweclock -w
g L%t AR NTP MH{E Z=718L|Ct.

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. ZOIS{FM|R ntpd AIARIOA M3 SL|C}:

cumulus@swl:~$ ps -ef | grep ntp

ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

I NTP &2 QIEH|0|AS X|FeLICt 7|2X o2 NTPZ} A

_ 11—

8ote 24 QIHM|0|AE LS ZE LT
eth0 . CH31} 20| CHE NTP &4 QIHH0|AE T 4 Q

4> =
;O
o>
C
Il

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

6. Cumulus Linux 4.4.3 AX|:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amd64.bin



10.

1.

X[ Z2OHO0| 22 =S AZRLICH HAIX|ZF LIEFLEEA *y*E 26N K.

NVIDIA SN2100 A2|X|E THRE &L

cumulus@swl :mgmt:~$ sudo reboot

X7t tS2E AIRE| 1, CH2 1 242 GRUB oA MEf Abeto| LIEFEL|CE OFF
o Cumulus-Linux GNU/Linux
° ONIE: OS &%
° CUMULUS-2X|
o Cumulus-Linux GNU/Linux
1~4CHA| S BEE0H0] 2905 K.

Cumulus Linux H{ZF0| 4.4 32IX| &tQISIN|R. net show version

cumulus@swl :mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3uO

DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3"

M AFEXIE 2HS1 0] AFEALE THE0f| FIHRILICE sudo OF. O AFEXtE 2&
20f|2t f=fLct

sudo adduser --ingroup netedit admin

MEf SHX| ORHAIL.

ISSH M| CHA| A|ZHet



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

AE22 2[525.4.0
1. AQIX|of 2aolgtct.

ALQIX|0| M 232152 H cumulus/*cumulus*2t= AFE X} 0|2/ 57t ZQBELICEH sudo EH.



o

ok

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.
Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux HHE SIS R: nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.3.0 system build version
uptime 6 days, 8:37:36 system uptime
timezone Etc/UTC system time zone

CEAl AlZfet =of 2F M EEL|Ct.

Cumulus Linux 22| X[= £| A% 6tLEe| ME ol &
() oEmolAs S¢l they of algoz arsofFBLICE

X|Hofl DHCPv4E AFEEILICE.

(D =AEo2d 25(), ofmAERI|(), EE ASCIIZ} O

3. TAE 0|, IP F&, MEUH OIAF, 7|2 HO|EH0IE FELLICE MZR2 ZAE 0|E2 2&/SSH MME

2| ZEES HZYLICH etho . O]
J|esoR Ba| Qo AL Fa

= T

EAIE AFESHA| O R.

cumulus@cumulus:mgmt:~$ nv set system hostname swl

cumulus@cumulus:mgmt:~$ nv set interface ethO ip address

10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway

10.233.204.1
cumulus@cumulus:mgmt:~$ nv config apply
cumulus@cumulus:mgmt:~$ nv config save

2

ro

|>
(m
o
ojn

1P A, MEYOtAS 7|2 AHO|ER07 HUO|EEA=X

ZIIXE B 5 £H™SLICt. /etc/hostname J2|1 /etc/hosts IHY.

| 2el5tM|R.



cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

5. AQIX|OIA EZ AlZHH, KT}, AIZH Y NTP S MFBILIC

a. AZItHE 2E5HMIR:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. Bl AIZITHE 2HQl5HM K-

—

cumulus@switch:~$ date +%2Z

C. 710|= DHHALS ArESHH A|ZITHE HEHote{H L2 S S dASHMI K.

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. AME AZtcHof| w2t AT EQ 0| A|AIE M™EELICE

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e. ALES|0] 220 3T} 32 St 22OZ MHBNLICH

cumulus@swl:~$ sudo hwclock -w
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10.

f LQs AL NTP MHE Zotetct

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

A
o 1=

7
[=}

—
= =

g SQIBFM R ntpa A|ARA A SLICEH

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. NTP &2 QIE{H|0|AE X[FELIC 7[2X2Z NTP7t AFE5h= AA QIEH|0|A = Ch3uh Z&LCt.

— 11—

eth0 . ChS1} 20| CHE NTP &4 QIHH0|AE 14T £ ELICL.

cumulus@swl:~$S nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

Cumulus Linux 5.4.0 AX|:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

X Z2MO0| C22E=E AIZFRLICE HIAIX|ZF LIEFLIH *y*S 2SN K.

NVIDIA SN2100 A%(X|E TS Lt

cumulus@swl :mgmt:~$ sudo reboot

A7t AS22 AZE| D, CHEa 22 GRUB SFH MEH AFO| LIEFELICE OFF MEHE SHX| ORYA| 2.
o Cumulus-Linux GNU/Linux
° ONIE: OS &%
° CUMULUS-4X|
o Cumulus-Linux GNU/Linux
1~4EHA E BH=510 2215HM K.

Cumulus Linux H{ZF0]| 5.4 02/X| &QISINIR. nv show system

|t 2ME EERSEMR'NTP AH 72A40| NVIDIA SN2100 AL X|0f| A ZH=6FR| &L CF" XEA|SE
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cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 13:37:36 system uptime
timezone Etc/UTC system time zone

M. 2} =271 2 A9 X|0f] HEE[0] A=X| EHelstAR.

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M Mgmt mgmt-swl
Eth110/1/29

swp2sl 25G Trunk/L2 nodel

ela

swplb 100G BondMember sw2

swplb

swpl6 100G BondMember sw2

swpl6

12. A AFEXHE BHEL O] AL XIS CHZ0H| FIHLICE sudo 1&. 0] AH8Xt= 24/SSH MM S CHA| AlZfet
2ofl2t f=efLc

sudo adduser --ingroup netedit admin
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the

13. 22| Xt ABX7L HMAY = A= F7FAEAL AES FIHYLICH nv BY:



cumulus@swl

:mgmt:~$ sudo adduser admin nvshow

[sudo] password for cumulus:
Adding user 'admin' to group 'nvshow'
Adding user admin to group nvshow

Done.

HC}"NVIDIA AFE X AE" XEM|eE LHE2.
AS2A 252 5.11.0
1. AQX|of| 2aQlstL|C},

22/K|0| HE 23¢9

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately

enforced)

Changing password for cumulus.
Current password: cumulus
New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux HH™E SIS R: nv show system

cumulus@cumulus:mgmt:~S nv show system

operational applied

hostname cumulus

build Cumulus Linux 5.4.0
uptime 6 days, 8:37:36
timezone Etc/UTC

3. SAE 0|2, |P T2,
CHAl AlZFSH 2 of| 2t HEElL|Ct

Cumulus Linux 22| X[= %A% 6tLte] M E 0|
() oEmolAL S¢l ti of HalgoR BrEofEE

X| &0l DHCPV4E AF2EILICY,

EHE(), OFZAEZT(), E=

O

gt I cumulus/*cumulus*Q| AH2X} 0|2/ 7 EHe

MEUH OtAS, 7|2 AO|EH0|E FYRLICE M22 2 AE 0|2 24£/SSH MHS

d 2| ZES
Ct.

L

ASCII7} Oftl

rL|CH sudo EH.

(administrator

description

cumulus
system build version
system uptime

system time zone

M3eL|Ct. etho . O]

72HoZ | AHmo[AE FA

EAIE AFESHA| O R.
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

0| HHL2 = JIX|E B 5 £H™BtL|Ct. /etc/hostname 12|11 /etc/hosts IHE.
4. SAE 0|, IP T4, EUYI 0tAS 7|2 HO|EL0|7t HOO|EE|A=X| IS R.

cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 broadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:£f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory O0xdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

5. AQIX|O| M EFE AZHH, & A|ZH S NTP MHHE MABL|Ct.

a. AlZItHE 25 R:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. S A|ZHHE SHOISIN| R

cumulus@switch:~$ date +%2Z

C. 7t0|= OFHALE ALESHO] AIZITHE &5t Ct

glo
08
o
mjo
n>
0%
OF
=
=)



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. AMEl AZtCHof w2t AT EQ o] A|AIE M™ELICE

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e ALER0] SHO| HA S St=0 222 HFelL Lt

cumulus@swl:~$ sudo hweclock -w

f 2ot 22 NTP MHE FI1etL|C}

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

XA 718t 2ME EHZSHMQ'NTP AH 40| NVIDIA SN2100 AL K| 0| A ZHSSEX| & LICH" XEA|SH

g 2RISiFEMR ntpd AIARIOA A" SIL|CtH

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. NTP 42 QIE{H[O|AE X|HELIC J|=H O NTP} ALBSHE 44 OIEI0|AL T2 ZaLiCt
etho . CHS} 20| CHE NTP 2.4 QIE{H0|AS A & YaL|C

cumulus@swl:~$S nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

6. Cumulus Linux 5.11.0 A X|:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.11.0-mlx-amdé64.bin

X Z2MO0| CI22 = AIZFRILICE HIAIX|ZF LIEFLIH *y*S 2I=SHM K.
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7. NVIDIA SN2100 AQ|X|E RHEEISIL|CY.

cumulus@swl :mgmt:~$ sudo reboot

8. MX|7t XIS E AZE|1, Ct3ut 22 GRUB SHH MEH AFSHO| LIEHEL|CE OFF MEHE SHX| O AL,
o Cumulus-Linux GNU/Linux
° ONIE: OS &%
° CUMULUS-4X|
o Cumulus-Linux GNU/Linux
9. 1~4THA & Y5510 2T015HM|R.
10. Cumulus Linux H{T0] 5.11.021X| &QI5tM|R.

nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description
build Cumulus Linux 5.11.0

uptime 153 days, 2:44:16

hostname cumulus cumulus

Cumulus Linux

5.11.0

%86 64-mlnx_x86-r0

2.76 GB used / 2.28 GB free / 7.47 GB total
0 Bytes used / 0 Bytes free / 0 Bytes total

product—-name
product-release
platform
system-memory

swap-memory

M. 2} =E71 2 A9 X[0f] HEE[0]

health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amdoc4
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

UEX| 22ISHM K.



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

HC"NVIDIA AFE X AE" XEM|eH LiE2

L2 2Ae7te?

Cumulus 2EZ Cumulus LinuxE &X|$t = "&=E 74 0HY(RCF) AR E AX|",

ONIE 2 EZ Cumulus Linux & X|

AQIX|7F ONIE 2E0f| A A3 = i Cumulus Linux(CL) OSE MX|st2{H CtS HXIE
2N KQ.

@ Cumulus Linux(CL) OSE= A2|X|7} ONIE EE= Cumulus LinuxS A3st o x| 4= QU&LICK
EZX)."Cumulus ZEZ HX[").

Of 2ol 2tstod

ONIE(Open Network Install Environment)E AF2SHH HEY3 MX| ZE3 O|0|X[E RS2 E HMT £ A
Cumulus LinuxE HX|g & AELICt 0|2 S8l Cumulus Linux2t 22 2F HXE MEistH A‘?’lxla Bz

A AHI REO| 20[SHEILICH ONIEE AFESE0 Cumulus LinuxE EX[SHs 7HE #2 WHS 2L HTTP 2MS
At85H= AYLICE

- -
or—

(D SAETLIPVEE I%ﬁfi B2 Y MHE 2 K| 2HMR. T AET} IPV4E X|RsH:s 32 ¢
P

Mt 2|0l DHC

O MXt= Zt2|Xt7F ONIEO|A HEISt & Cumulus LinuxE Y 18|0|Edt= BHHE HOFL|CE.
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off 2. A

223A B|=A 4.4.3

1.

18

4 Mol RE C|HIEZ|0| Cumulus Linux AX| ItY S CHRZEBfLICEH O] US| O|ES LSO E
HZASIMNR: onie-installer.

O|E{Ll #0| =& AHEDSIH SAEE A%(X|Q| 22| O|HUl ZEO| HEGLIC

29K E AHM K.

AQX|= ONIE O|O|X| X| Z2OMS CIRE st BEIghL|Ct AX[7} b2 &M Cumulus Linux 21
TETEJtEO|Y &of LIEFLICE.

(D Cumulus Linuxg /2 mjotct 24 T AJAR 2E7} XKD CHA HEELIC,

SN2100 29|X|E MR eLct.

cumulus@cumulus:mgmt:~$ sudo reboot

GNU GRUB =2tH0j|M Esc 7|12 =2{ Lt 28 ZZMAE SHSIL ONIE*S HEISE CHS *Enter 7|2
T&LIC}

CHS 2} HOIIA *ONIE: OS &X[*E MEHSIN| Q.

ONIE X Z203 HM T2 MA = XtE HXIE AMSI LA ELICE *EnterE =2 Z2MAES
LAHOZ SX[SHHIR.

AM T2 N AT SXE AL

ONIE:/ # onie-stop
discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427

No such process done.

HERIZ0|M DHCP MH|A7 Al Sl FL 1P =

i
>
Y
=
>
A
N

= ZO|ES|0[7t SHIZH|

SHEbE| QI =X| SHOISHA| L.

ifconfig ethO



ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff

ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref

Use Iface

default 10.233.204.1 0.0.0.0 UG 0 0
0 ethO
10.233.204.0 * 255.255.254.0 U 0 0
0 ethO

10. IP F& K™ MA I 2502 Ho|=l HR OISS +HHA K.

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

1. 9CtAIE Bt=5t0] WX HETL SHIEA| YA J=X| FelgfL(ct

12. Cumulus Linux &%|:

# onie-nos-install http://<web-server>/<path>/cumulus-linux-4.4.3-
mlx-amd64.bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-4.4.3-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus—-linux-
4.4.3-mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

13. Mx|7} et =M AQX|0of 2O0I5HMIR.

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. Cumulus Linux HE S 2QISIN|R: net show version

cumulus@cumulus:mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3u4

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3”

=24 2sA 5.x
1. ¢l M| RE C|HE2|0| Cumulus Linux AX| ItY S CHR2ZEBLICE 0] THUC| 0|EES CIS2 2
HZASIMR: onie-installer.

2. O|C{U AHO|E2 AL TAES Af(X|Q 2| O|H{Ll ZEO]| HAFLICH

3. AQIXIE AMR.

ALQ|X|= ONIE O|0|X| &X| Z2 IS CHREEsHD 2EISLICE AX[7t b2 %A Cumulus Linux 21¢!
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mEmEJ}E0lE ol LIEfLIC,
() Cumulus LinuxS X% Ghotch ZA) T A AR 27 K9IX| D Ch WEELICE,

4. SN2100 A2|X[E HEEFLC

cumulus@cumulus:mgmt:~$ sudo reboot

GNU GRUB version 2.06-3

o
—————— +

| Cumulus-Linux GNU/Linux

|

| Advanced options for Cumulus-Linux GNU/Linux
|

| ONIE

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

o
—————— +
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Loading ONIE

GNU GRUB version 2.02

ONIE: Install OS
ONIE: Rescue

ONIE: Uninstall OS
ONIE: Update ONIE

ONIE: Embed ONIE

ONIE MEH: OS AX|
6. ONIE AX| T2 HM TZN A= X5 HX|E HMsIo] AMEILICEH *Enter*E S8 ZEMAE
LAHOZE FX|SHN K.

7. AM T2 AT SX[E HL:

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427 :

No such process done.

8. IP F&, MEUH OIAST, J|2 AO|ES0|E TEELICH



ifconfig ethO

ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff
ONIE:/ #
ONIE:/ # ifconfig ethO 10.228.140.27 netmask 255.255.248.0
ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:5E:05:E6
inet addr:10.228.140.27 Bcast:10.228.143.255
Mask:255.255.248.0
inet6 addr: £d20:8ble:b255:822b:bace:f6ff:febe:5e6/64
Scope:Global
inet6 addr: fe80::bace:f6ff:feb5e:5e6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:18813 errors:0 dropped:1418 overruns:0 frame:0
TX packets:491 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:1339596 (1.2 MiB) TX bytes:49379 (48.2 KiB)
Memory:dfc00000-dfclffff
ONIE:/ # route add default gw 10.228.136.1
ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.228.136.1 0.0.0.0 UG 0 0
0 ethO
10.228.136.1 W 255.255.248.0 U 0 0
0 ethO

9. Cumulus Linux 5.4 AX|:

# onie-nos-install http://<web-server>/<path>/cumulus-linux-5.4-mlx-
amd64 .bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-5.4-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-5.4-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

10. Mx|7} etE &M AQX|0f 2O0I8HAIR.

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

11. Cumulus Linux H™E ZQI5HM|2: nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 13:37:36 system uptime
timezone Etc/UTC system time zone

12. A AFEXHE BHE 1 O] AL XIS CHS Ol FIFLICE sudo OF. O] AHEXh= 24£/SSH MM S CHA| AlZHet
202 =L,

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

13. 22| Xt ABX7L HMAY = A= F7FAEAL AES FIHYLICH nv BY:
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cumulus@cumulus:mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

HC}"NVIDIA AFE X AE" XEM|eE LHE2.

ChE2 2722

ONIE 2 E0{|A Cumulus Linux2 M|t $0j|= CH2

fjo

=1, k=13
o=

UAELchE=E 74 THY(RCF) AIEE MR|",

1

A
T

rr

Cumulus Linux HA | 18|0|=
T Q0| 2} Cumulus Linux HAS 2 02)|0|E5t2{H LS HXIE 2AZ SN L.

AlZfot7] FHof

[l

:l.
=
EMOI HIAE ME UNIX OfY Mot T2 MA DLE{Z0f CHet X|Alo] HtL|Ct OS2 Talst Chfst
AE HEJ|7F AHA §X|5|0'| UELICH vi 2|1 nano .

* Linux EE= UNIX 20| BN ABILICE WindowsE AFE5St= A Cumulus Linux@t 45 2H8617| 2fst HEHE
12 Linux BHES AIE5HMIR.

* NVIDIASN2100 A9 X| 24 HMAE I 2H 2L AQX|Q ME £ @F AP O3St 20| 11520022

AFELCH

° 1152002 E
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° 1 HX[HIE
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° SE MOf: gl

Cumulus Linux7t @120 =& THOFCE FA| ThY AJAR PRI XX 10 CRA] R ELIC 7|&
40| X} ELIC. Cumulus LinuxE YHI0|ESL7| ol A9(X] ES MESHLL 7| =3H{of LT

cumulus AFEXF A& Q| 7|& H|UHS = *cumulus*Q LICH Cumulus Linux0fl 2 2301 mjf 7|&
HYHS E HASHOF BFL|CH A O|0|X|E MX|st7| Mof| 2= AtS3t AIZEE AUH|0|Edlof TrL|C.
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install-rcf-sn2100-cluster.html
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off 3. A

Cumulus Linux 4.4.x0|A] Cumulus Linux 5.4.02 2

1.
2.
3.

6.
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SHAH AQX|E 22| HES 30| HATLICE.
ping HE S AF25I0 Cumulus Linux2t RCFE S AEISH= MO Cist HZ S atolstL|ct,

S AE AQ(X|of| HEE 2 Lo SHAH ZES HAIRL|CL
network device-discovery show

2t 22AE ZEO| 2|9 2

02
ket
&2
Ml
fot
o

a. ZE SHAH ZEJ it MEiE ZF5H=X| EelstM .
network port show -role cluster
b. RE Z2{AE QE{HO|A(LIF)7I & ZEO| Y=X| EQISIM L.
network interface show -role cluster
c. 2AEJI T SHAH ALX|0f Cigt YEE BT HA[SH=X| &elgtL|Ct.
system cluster-switch show -is-monitoring-enabled-operational true

S AH LIFOIM At E[S2(7|E HIZ2detetL|Ch S2{AH LIFE THEH S2{AH AQX|2 FHoli =X =1
CHe AQIX[0M Fa20|= BAHE +Asts S s ?1X|0 HOt ASLICE.

network interface modify -vserver Cluster -1if * -auto-revert false

%X Cumulus Linux A1t HZE TEE SQISHN| L.



cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86
CBUcooo0o000000000c x86 64 Intel Atom C2558 2.40GHz
MEMOTY . et eeennn. 8GB

Disk....ooooo.... 14.7GB

ASIC. . i ivi i Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

cumulus@cumulus:mgmt:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

UP swpl 100G 9216 Trunk/L2 nodel (ebb)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node2 (ebb)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (elOb)
Master: bridge (UP)

UP SwWp6 100G 9216 Trunk/L2 SHEFFG1826000102 (elOb)

Master: bridge (UP))

7. Cumulux Linux 5.4.0 O|0|X| & CIRZCESIHM| R



cumulus@cumulus:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. A9I%|S REISA R:

cumulus@cumulus:mgmt:~$ sudo reboot

9. HUHZ S HASHA Q:



cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. Cumulus Linux H{EE &ISIM|R: nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

. ZAE 0|52 HESHMR:

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. AQIX|0|l M 210K 8 TS CHA| 2918t TEmEO|A UBIO|EE A9I%| 0SS ol 4 YALIC



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$
13. IP FAE MAHMIR:

cumulus@swl:mgmt:~$ nv set interface eth0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev eth0O proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

14. A ALEXHE BHEL O] AFB XIS CHB0H| FIHALICE sudo 1&. 0] AH8XH= 24/SSH MM S CHA| AlZfet
o2t f=efLc

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

15. 22| Xt AFBX7E HMAY = A= FI7FAEAL AES FIHYLICH nv BH:
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cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

HLH"NVIDIA AFZ XA} AIE" XEM|et LHE 2.
Cumulus Linux 5.x4|A Cumulus Linux 5.4.02 2
1. 22{AH AQX|E 22| HER 3o AZTLICL.

2. ping HE ALE5t0{ Cumulus Linux2t RCFE S AESH=E AH0f CHst HZAS SholstL|Ct.

= -

3. 22{AH AL(X|0 HZEE 2t EO| 2 AH ZEE HAIRL|CEH
network device-discovery show

4. 2t 2BAE EEO HE| Y @

08
0z
jlu}
i

for
o
ot
-
=]

a. D= S2AH ZEJ FHY JEIZ 2F5H=X] 2lstM K.
network port show -role cluster

b. BE 2 AE AEHIO|A(LIF)7L & ZEO| A=K 2IBHM| K.

M —

network interface show -role cluster
c. 2HAEII F 22{AH AL(X|0] et HEE 2T HAISH=X| 2HQlgfL|Ct.
system cluster-switch show -is-monitoring-enabled-operational true

5. 22{AH LIFOM Xt& = Z2|7| S HIZEet LIt 22{AH LIFE TIEL 22{AE ALIX|2 Foj £X|E1
CHed AQIX[0AM F20|= EAHE +Ast= S s ?1X|0 2Ot ASLICE.

network interface modify -vserver Cluster -1if * -auto-revert false

6. ¥4 Cumulus Linux HE 0t AZE TEE 20I6HAM|R.
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cumulus@swl:mgmt:~$ nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.3.0
uptime 6 days, 8:37:36
timezone Etc/UTC

cumulus@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host
Type Summary

+ cluster isl 9216 200G wup

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. Cumulux Linux 5.4.0 O|0|X|E CIRZCESIN| S
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. A9I%|S REISA R:

cumulus@swl :mgmt:~$ sudo reboot

9. HUHZ S HASHA Q:



cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. Cumulus Linux H{EE &ISIM|R: nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied

hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

. ZAE 0|52 HESHMR:

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. AQIX|0|l M 210K 8 TS CHA| 2918t TEmEO|A UBIO|EE A9I%| 0SS ol 4 YALIC



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$
13. IP FAE MAHMIR:

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

14. M| AFEXHE BHE 1 O] ALEXIE CHS 0l FIFLICE sudo OE. O] ALKtz 2£/SSH MM S CHA| AlZHet
=02t f=fLc

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$
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cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

HLH"NVIDIA AFZ XA} AIE" XEM|et LHE 2.
Cumulus Linux 5.4.00(| X Cumulus Linux 5.11.02 %
1. 22{AH AQX|E 22| HER 3o AZTLICL.

2. ping H S ALE5t0{ Cumulus Linux2t RCFE S AESH=E A 0] CHst HZS SholstL|Ct.

= -

3. 22{AH AL(X|0 HZEE 2t EO| 2 AH ZEE HAIRL|CEH
network device-discovery show

4. 2t 2BAE EEO HE| Y @

08
0z
jlu}
i

for
o
ot
-
=]

a. D= S2AH ZEJ FHY JEIZ 2F5H=X] 2lstM K.
network port show -role cluster

b. BE 2 AE AEHIO|A(LIF)7L & ZEO| A=K 2IBHM| K.

M —

network interface show -role cluster
c. 2HAEII F 22{AH AL(X|0] et HEE 2T HAISH=X| 2HQlgfL|Ct.
system cluster-switch show -is-monitoring-enabled-operational true

5. 22{AH LIFOM Xt& = Z2|7| S HIZEet LIt 22{AH LIFE TIEL 22{AE ALIX|2 Foj £X|E1
CHed AQIX[0AM F20|= EAHE +Ast= S s ?1X|0 2Ot ASLICE.

network interface modify -vserver Cluster -1if * -auto-revert false

6. ¥4 Cumulus Linux HE 0t AZE TEE 20I6HAM|R.
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cumulus@swl:mgmt:~$ nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 6 days, 8:37:36
timezone Etc/UTC

cumulus@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host
Type Summary

+ cluster isl 9216 200G wup

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.11.0-mlx-amdé64.bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. A9I%|S REISA R:

cumulus@swl :mgmt:~$ sudo reboot

9. HUHZ S HASHA Q:



cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. Cumulus Linux H{EE &ISIM|R: nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied

hostname cumulus cumulus
build Cumulus Linux 5.11.0
uptime 14:07:08

timezone Etc/UTC

. ZAE 0|52 HESHMR:

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. AQIX|0|l M 210K 8 TS CHA| 2918t TEmEO|A UBIO|EE A9I%| 0SS ol 4 YALIC



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

cumulus@swl :mgmt : ~$

13. IP TAE MAESINIR:

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

Ltz

ro

FAR7tR?

Cumulus Linux HE S ¢330 =3 20| = ChES A = JASLILL"RCF 23 EES A5
Y 22|0| =RtL|Ct."

rLII
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Ax 79 IHY(RCF) AR E Mx| £ ¢ago|=
RCF ASTZIEE MK|SIAL} FO8|0|=E512{H CIS HXIE 2N R.

AIZFSE7| o
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X|gtL|ct XA 7]8E 2M0M E2E H0|E2 SISHMR. "0H AFF,
ASA, FAS ZZ0| 28 22{AH Y HAO|HLl ZEE AIE LI . BE
TE=ME SSAE ZEZT AIRY 4 QALICE

AEZ|X| DE ZTEE= 100GbE NVMe AEE[X| HZE S Qlsl LM &Y SLICE.

X RCF A3ZE HHA

SAE U AEZ|X| OjZZ|H 0| Mof| AFRE 4 Q= RCF ATZIEL £ J1X|7} QI&LICH RCF CFREE "NVIDIA
SN2100 2T E|0] Ct2 2 =" I|0|X|, Ztzte| MXH= SggtL|ct.

* 22| AE{: MSN2100-RCF-v1.x-22{ AE{-HA-E2{[0]| 30} =2-LLDP
* X& ZX[: MSN2100-RCF-v1.x-X{ & ZHX|

Oof| Afof] 25t
CHS ol "] "Xtof|l A= S| AE AQX|0f CHot RCF AT ZEE CIRECEstN ME¢t= WHE Ho{FL|Ct.

ofd| & Z20|Ms AKX 22| IP T4 10.233.204.71, HI0tA 3 255.255.254.0, 7|2 #|0| E9)|0]
10.233.204.12 AtEELICE.
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https://mysupport.netapp.com/site/info/nvidia-cluster-switch
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https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
https://mysupport.netapp.com/site/info/nvidia-cluster-switch
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off 4. EHA|

A2BA B2 443
1. SMAH AQIXE 22| HEL o AAFLIC

2. N8I} ping Cumulus Linuxet RCFE 2AEISH= MO CHe HZE S 2heldh= B-EULICH

3. 2 AE AL(X|0f| HAE 2t EOf SRAE ZEES HAIHL|CEH
network device-discovery show

|

4. 2t 2{AE ZEQ| 22| Y 2F MENE goletLCt.

a. DE SAE EEJ A ME|Z RSSH=X| SOISHA K.
network port show -role cluster
b. IE Z{AF QEHO|ALIF)7t & ZEO UY=X| &SN K.
network interface show -role cluster
c. SHAETI F SHAE ALX|0f Cet HEE 25 HAISH=X] 2QletL|C.
system cluster-switch show -is-monitoring-enabled-operational true

5. 22{AH LIFOM X8 = Z2|7| S HIZEotLICh 22{AH LIFE TIEL 22{AE ALIX|2 FOoi RX|E1
CHe A9(X[0M F20|= BXHE +Asts S ST ¢1 %[0 5ot ASLICt.

network interface modify -vserver Cluster -1if * -auto-revert false

* RCFE ¥20|Edt= B2 Of HAMM Xt& =|=2|7|E Blg-detsl{of ghL|Cf.
1

* Cumulus Linux HHES 3 ¢20|=8F F< XS E[S2(7|7 o[0] HIZHStE[0 Q2B 2 0| HAMM = XS
E[S2[7|E HZdete 2RIt glaLitt
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1. SN2100 22{X|0l| M AL 7Hs Bt QIEIHO|AS H ALY,

admin@swl:mgmt:~$ net show interface all

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN swp3 N/A 9216 NotConfigured
ADMDN  swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN swp6 N/A 9216 NotConfigured
ADMDN  swp7 N/A 9216 NotConfigured
ADMDN  swp8 N/A 9216 NotConfigured
ADMDN swp?9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. RCF IO ASRES AQIX|0f| SARLICEH

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

s5010gin@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

S0 scp O|A|0| A= SFTP, HTTPS = FTP S #6h= OHY M WHE ALY
Ct.

O OF
o> rir
-

t
|

®

3. RCF I}o|M A3 ZIE *MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP*ZS M &gtL|C},

g
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cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:
Step 1l: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

RCF 23 EE= 9|9 ofjoi| LIFE THA IS 2t=EeLCt.

?l2] 3EHA *MOTD It UH|O|E*OM BT cat /etc/motd HHEL|CE O|F S8 RCF
HiL{2| RCF It O|F, RCF M7, ALY ZE 8l 7|Et 52 YEE =ele = ASLIC.

+=3e = gl= RCF To|M A3EE X7t A= B2 225HMR. "NetApp A&" =F0]
ZotH
AKX FGof| OO ALEX} FO|E ChAl HE-LICEH FHZSHLA0[=8 8l 714 18] A HE" FIH=
TRt HE Aol et XEMeE LHE2 22l5HMIR.
e = 7S 2HSHIR.

DN
bridge
DN
bridge
DN
bridge
DN
bridge

Name Spd MTU Mode LLDP Summary
swplsO N/A 9216 Trunk/L2 Master:
(UP)
swplsl N/A 9216 Trunk/L2 Master:
(UP)
swpls?2 N/A 9216 Trunk/L2 Master:
(UP)
swpls3 N/A 9216 Trunk/L2 Master:
(UP)


https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html

DN swp2s0
bridge (UP)

DN swp2sl
bridge (UP)

DN SwWp2s2
bridge (UP)

DN swp2s3
bridge (UP)

UP swp3
bridge (UP)

UPpP swp4
bridge (UP)

DN sSwpb5
bridge (UP)

DN SWp6
bridge (UP)

DN swp'7/
bridge (UP)

DN swp8
bridge (UP)

DN swp9
bridge (UP)

DN swpl0
bridge (UP)

DN swpll
bridge (UP)

DN swpl2
bridge (UP)

DN swpl3
bridge (UP)

DN swpl4
bridge (UP)

UP swplb

bond 15 16 (UP)

UP swpl6

bond 15 16 (UP)

N/A 9216

N/A 9216
N/A 9216
N/A 9216
100G 9216
100G 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216
N/A 9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

admin@swl:mgmt:~$ net show roce config

RoCE mode......

Congestion Control:

Enabled SPs..

Min Threshold..
Max Threshold..

025
ECN

150 KB
1500 KB

lossless

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:
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PFC:

SEACUS o coocoooo o enabled

Enabled SPs.... 2 5

Interfaces......... swpl0-16, swpls0-3, swp2s0-3, swp3-9
DSCP 802.1p switch-priority

012345¢67

8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63

~ o U1 b W DN B O
~ o U b w DN B O

switch-priority TC ETS

01 3 467 0 DWRR 28%
2 2 DWRR 28%
5 5 DWRR 43%

6. QIE{m|O[A0i A ERMAIHO] CHol HEE 2HQISHMIR.

admin@swl:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN Vendor SN
Vendor Rev

swp3 Ox11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 0x11 (QSFP28) AVAGO 332-00440 AF1815GUQ05%Z
AQ

swplb 0x11 (QSFP28) Amphenol 112-00573

APF21109348001 BO

swpl6 Ox11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

7.2t L ET7F2E AQK|of| HEEO] A=K 2RISHMIR.



admin@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 swl e3a

swp4 100G Trunk/L2 SwW2 e3b

swplb 100G BondMember swl3 swplb
swpl6 100G BondMember swl4 swpl6

8. 2 AEQ| 2B{AE XE MENE ZolgtL|Ct.

|

=
a. 2L{AHQ BE LEO|M SHAE ZETLEE 0|10 FAQIX| &Ql5tN K.

=

clusterl::*> network port show -role cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

b. 2 AE0|A ALIX| &EHS ZIBILICHLIFZt e0dOll RIXISHK| R D2 ARIX| sw27t HA|E|X| &2 5=
o

|12

R=).
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10.
1.

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
nodel/11dp
e3a
e3b
node2/11dp
e3a
e3b

Discovered
Device (LLDP: ChassisID) Interface Platform

swl (b8:ce:f6:19:1a:7e) swp3 —
sw2 (b8:ce:f6:19:1b:96) swp3 =
swl (b8:ce:f6:19:1a:7e) swpé -

sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Serial Number:
Is Monitored:

Type Address
cluster—-network 10.233.205.90
MNXXXXXXGD
true
None

Reason:
Software Version:

Mellanox

Version Source:

SW2
MSN2100-CB2RC

Serial Number:

Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

SHAETH HYAX| &AM R.

=1
cluster show

I AIK|HM T 1~14EAIE

_|':_
S AH LIFOM Xt = =2(7]

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100

LLDP
cluster—-network 10.233.205.91
MNCXXXXXXGS
true
None

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100
LLDP

2t gL



network interface modify -vserver Cluster -1if * -—-auto-revert true

1. 22{AH AQIX|E 22| HEY 3o HAZAFLICH
2. AFE3IC} ping Cumulus Linux®2t RCFE SAEISH= MO Ciet HZS 2tolst= " QILICE

3. 2 AE AL(X|0f| HAE 2t EO| SRAE ZEES HAIHL|CH

network device-discovery show

4. 2t 2 AE ZEO| 22| Y 2F HEHE =it

a. ZE SAH ZEJ it MEiE ZF5H=X| EelstM .
network port show -role cluster
b. BE 2 AE QIEHO|ALIF)7} 5 EEO Y| 2RISHH L.
network interface show -role cluster
c. 2AEJI F SAH ALX|0f Cigt YEE BT HA[SH=X| &elgtL|Ct.
system cluster-switch show -is-monitoring-enabled-operational true

5. 2B{AH LIFO|M Xt5 E|E2|7|2 H|ZASHEILICH 22| A LIFS TIEL S2{AE AQX|2 Eof ZX|=1
CH& A2|X[0f| M Fa20|= BAIE +Aot= SOt o %[0l ot ASLIC

network interface modify -vserver Cluster -1if * -auto-revert false

* RCFE ¥20|Edt= B2 O] HAMM Xt& =|=2|7| S HIg-detsl|of ghL|Cf.

* Cumulus Linux HH S &3 ¢020|=8F F2 Xt& E[S2(7|7 0[0] HIZHStE[0 Q2B 2 0| HHAMM = XS
E[S2[7|E HlZdete 2RIt glaLict
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1. SN2100 22{X|0l| M AL 7Hs Bt QIEIHO|AS H ALY,

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. RCF IO|M AT EE AL{X|0f| SAFRLICE

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

bal

Z0t scp GIA|0|A= SFTP, HTTPS EE= FTP S f6h= MM T4 ghH
C}.

o

Age

O OF
oy rir
i

t
|

®

3. RCF I}jo|M A3 ZE *MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP*E X 2%tL|C}.

5



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step 1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file

Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get

Step 6: Creating the interfaces

Step 7: Adding the interface config
Step 8: Disabling cdp

Step 9: Adding the 1lldp config

Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config

Step 12: Configure SNMP

Step 13: Reboot the switch

RCF A3 E= 9/9] of|of| LIZE tHAIE 2tz BtLC)

2l2| 3EHA| *MOTD It U0 E*UM BT cat /etc/issue.net HHELICE O|E
(i) St RCFBiio RCF I OIZ, RCF HH, Al2 Y ZE U J|Et 52 HDE ol &

UASLIL.

2
i
mn
2



admin@swl:mgmt:~$ cat /etc/issue.net
R b b b b (b b (b b b b b b b b b b b b b b Ib b b b b b b b b b b b b b b b Ib b b b b Sb b b b b b S Ib b Ib b b Sb b Sb ab I b db b Ib b b b b g

kX hkkkkkKkk

*

* NetApp Reference Configuration File (RCF)

* Switch : Mellanox MSN2100

* Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
* Release Date : 13-02-2023

* Version : 1. x -Cluster-HA-Breakout-LLDP

* Port Usage:

* Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
* Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
* Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

* Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

* NOTE:

w RCF manually sets swpls0-3 link speed to 10000 and
W auto-negotiation to off for Intel 10G

2 RCF manually sets swp2s0-3 link speed to 25000 and

2 auto-negotiation to off for Chelsio 25G
*

*

* IMPORTANT: Perform the following steps to ensure proper RCF

installation:
* - Copy the RCF file to /tmp
* - Ensure the file has execute permission

* — From /tmp run the file as sudo python3 <filename>
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

X
o
2

I

of gt

8= RCF IjO|IM A3 EE 2|7} A= B2 E2ISHMIR. "NetApp X" =0

©
e >

A
L
.

AKX FLGof| OO ALEX} FO|E ChAl HE-LICH FHZSHLA0[=2 8l 714 18] Ak AE" FII=2
TRt HE Ao et XEM|TE LHE2 22l5HMIR.
e = 1S =HlSHR

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary


https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html

+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode

Congestion config enabled

Congestion config max-
Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status
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trust-mode pcp,dscp Trust Setting on the port
for packet classification

RoCE PCP/DSCP->SP mapping configurations

0,1,2,3,4,5,6,7
8,9,10,11,12,13,14,15
16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N P O
~N o O b W N P O
~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class scheduler-weight

0 0 0 DWRR-28%
1 1 0 DWRR-28%
2 2 2 DWRR-28%
3 3 0 DWRR-28%
4 4 0 DWRR-28%
5 5 5 DWRR-43%
6 6 0 DWRR-28%
7 7 0 DWRR-28%
RoCE pool config
name mode size switch-priorities

lossy-default-ingress Dynamic 50% 0,1,3,4,06,7 =

0

1 roce-reserved-ingress Dynamic 50% 2,9 =

2 lossy-default-egress Dynamic 50% = 0

3 roce-reserved-egress Dynamic inf = 2,5

Exception List



1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link
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fast-linkup
Incomplete Command: set interface swp3-16 link fast-linkupp3-16 link
fast-linkup

(D) uzgoesy

of get= OIXIX| 222 FAGHE ELICt

or

6. QIEJH[O] A0 A EMAIH O] Ciot HEES 2olstM Q.

=

admin@swl:mgmt:~$ nv show interface --view=pluggables

Interface Identifier Vendor Name Vendor PN Vendor
SN Vendor Rev

swplsO 0x00 None

swplsl 0x00 None

swpls?2 0x00 None

swpls3 0x00 None

swp2s0 O0x11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp2sl Ox11 (QSFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

SWp2s2 Ox11 (QSEFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

swp2s3 Ox11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp3 0x00 None

swp4 0x00 None

swp5 0x00 None

SWp6 0x00 None

swplb5 Ox11 (QSFP28) Amphenol 112-00595
APF20279210117 BO

swpl6 O0x11 (QSFP28) Amphenol 112-00595

APF20279210166 BO

7.2t L ETFZE AQK|of| HEEO] A=K 2RUSHMIR.



admin@swl:mgmt:~$ nv show interface --view=lldp

LocalPort Speed Mode RemoteHost
ethO 100M Mgmt mgmt-swl
swp2sl 25G Trunk/L2 nodel
swplb 100G BondMember sw2

swpl6 100G BondMember sw2

8. 2B AE{Q| ZH{AE LE MEfZ StoIStLC},

= -

=
a. 2L{AHQ BE LEO|M SHAE ZETLEE 0|10 FAQIX| &Ql5tN K.

=

clusterl::*> network port show -role cluster

RemotePort

Eth110/1/29
ela

swplb

swplb6

Speed (Mbps)

auto/10000

auto/10000

Speed (Mbps)

auto/10000

auto/10000

Node: nodel

Ignore

Health Health

Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000

healthy false

e3b Cluster Cluster up 9000

healthy false

Node: node?

Ignore

Health Health

Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000

healthy false

e3b Cluster Cluster up 9000

healthy false

b. 2HAE{0|M ALK HENE ZlRtLICHLIFTt e0dOll 2IXISHA| 2B =
o

|12

R=).

A QK| sw27t HA|Z[X]

ot
LS

(=3
=

A
T
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10.
1.

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
nodel/11dp
e3a
e3b
node2/11dp
e3a
e3b

Discovered
Device (LLDP: ChassisID) Interface Platform

swl (b8:ce:f6:19:1a:7e) swp3 —
sw2 (b8:ce:f6:19:1b:96) swp3 =
swl (b8:ce:f6:19:1a:7e) swpé -

sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Serial Number:
Is Monitored:

Type Address
cluster—-network 10.233.205.90
MNXXXXXXGD
true
None

Reason:
Software Version:

Mellanox

Version Source:

SW2
MSN2100-CB2RC

Serial Number:

Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

SHAETH HYAX| &AM R.

=1
cluster show

I AIK|HM T 1~14EAIE

_|':_
S AH LIFOM Xt = =2(7]

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

LLDP
cluster—-network 10.233.205.91
MNCXXXXXXGS
true
None

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

2t gL



network interface modify -vserver Cluster -1if * -—-auto-revert true

1. 22{AH AQIX|E 22| HEY 3o HAZAFLICH
2. AFE3IC} ping Cumulus Linux®2t RCFE SAEISH= MO Ciet HZS 2tolst= " QILICE

3. 2 AE AL(X|0f| HAE 2t EO| SRAE ZEES HAIHL|CH

network device-discovery show

4. 2t 2 AE ZEO| 22| Y 2F HEHE =it

a. ZE SAH ZEJ it MEiE ZF5H=X| EelstM .
network port show -role cluster
b. BE 2 AE QIEHO|ALIF)7} 5 EEO Y| 2RISHH L.
network interface show -role cluster
c. 2AEJI F SAH ALX|0f Cigt YEE BT HA[SH=X| &elgtL|Ct.
system cluster-switch show -is-monitoring-enabled-operational true

5. 2B{AH LIFO|M Xt5 E|E2|7|2 H|ZASHEILICH 22| A LIFS TIEL S2{AE AQX|2 Eof ZX|=1
CH& A2|X[0f| M Fa20|= BAIE +Aot= SOt o %[0l ot ASLIC

network interface modify -vserver Cluster -1if * -auto-revert false

* RCFE ¥20|Edt= B2 O] HAMM Xt& =|=2|7| S HIg-detsl|of ghL|Cf.

* Cumulus Linux HH S &3 ¢020|=8F F2 Xt& E[S2(7|7 0[0] HIZHStE[0 Q2B 2 0| HHAMM = XS
E[S2[7|E HlZdete 2RIt glaLict
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1. SN2100 22{X|0l| M AL 7Hs Bt QIEIHO|AS H ALY,

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. RCF IO|M AT EE AL{X|0f| SAFRLICE

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ SHX|2t scp GIA|O|Al= SFTP, HTTPS EE= FTP § 26t MY M4 BIHE A28 4

UASLIL.

3. RCF I}jo|M A3 ZE *MSN2100-RCF-v1.x-Cluster-HA-Breakout-LLDP*E X 2%tL|C}.



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step 1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file

Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get

Step 6: Creating the interfaces

Step 7: Adding the interface config
Step 8: Disabling cdp

Step 9: Adding the 1lldp config

Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config

Step 12: Configure SNMP

Step 13: Reboot the switch

RCF A3 E= 9/9] of|of| LIZE tHAIE 2tz BtLC)

22| 3THA *MOTD IHY HHIO|E*0|M cat /etc/issue.net BHO| HAHELICE O
(i) =% RCF biL{ol RCF I 0|2, RCF H{F, A8 ZE U J|Et 52 HuS Holgt 4

UASLIC.

2
i
mn
2



admin@swl:mgmt:~$ cat /etc/issue.net
R b b b b (b b (b b b b b b b b b b b b b b Ib b b b b b b b b b b b b b b b Ib b b b b Sb b b b b b S Ib b Ib b b Sb b Sb ab I b db b Ib b b b b g

kX hkkkkkKkk

*

* NetApp Reference Configuration File (RCF)

* Switch : Mellanox MSN2100

* Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
* Release Date : 13-02-2023

* Version : 1. x -Cluster-HA-Breakout-LLDP

* Port Usage:

* Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
* Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
* Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

* Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

* NOTE:

w RCF manually sets swpls0-3 link speed to 10000 and
W auto-negotiation to off for Intel 10G

2 RCF manually sets swp2s0-3 link speed to 25000 and

2 auto-negotiation to off for Chelsio 25G
*

*

* IMPORTANT: Perform the following steps to ensure proper RCF

installation:
* - Copy the RCF file to /tmp
* - Ensure the file has execute permission

* — From /tmp run the file as sudo python3 <filename>
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

X
o
2

I

of gt

8= RCF IjO|IM A3 EE 2|7} A= B2 E2ISHMIR. "NetApp X" =0

©
e >

A
L
.

AKX FLGof| OO ALEX} FO|E ChAl HE-LICH FHZSHLA0[=2 8l 714 18] Ak AE" FII=2
TRt HE Ao et XEM|TE LHE2 22l5HMIR.
e = 1S =HlSHR

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary


https://mysupport.netapp.com/
https://mysupport.netapp.com/
https://mysupport.netapp.com/
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html
cabling-considerations-sn2100-cluster.html

+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode

Congestion config enabled

Congestion config max-
Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status
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trust-mode pcp,dscp Trust Setting on the port
for packet classification

RoCE PCP/DSCP->SP mapping configurations

0,1,2,3,4,5,6,7
8,9,10,11,12,13,14,15
16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N P O
~N o O b W N P O
~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class scheduler-weight

0 0 0 DWRR-28%
1 1 0 DWRR-28%
2 2 2 DWRR-28%
3 3 0 DWRR-28%
4 4 0 DWRR-28%
5 5 5 DWRR-43%
6 6 0 DWRR-28%
7 7 0 DWRR-28%
RoCE pool config
name mode size switch-priorities

lossy-default-ingress Dynamic 50% 0,1,3,4,06,7 =

0

1 roce-reserved-ingress Dynamic 50% 2,9 =

2 lossy-default-egress Dynamic 50% = 0

3 roce-reserved-egress Dynamic inf = 2,5

Exception List



1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link

69



fast-linkup
Incomplete Command: set interface swp3-16 link fast-linkupp3-16 link
fast-linkup

(D) uzgoesy

of get= OIXIX| 222 FAGHE ELICt

or

6. QIEJH[O] A0 A EMAIH O] Ciot HEES 2olstM Q.

=

admin@swl:mgmt:~$ nv show platform transceiver

Interface Identifier Vendor Name Vendor PN Vendor
SN Vendor Rev

swplsO 0x00 None

swplsl 0x00 None

swpls?2 0x00 None

swpls3 0x00 None

swp2s0 O0x11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp2sl Ox11 (QSFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

SWp2s2 Ox11 (QSEFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

swp2s3 Ox11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp3 0x00 None

swp4 0x00 None

swp5 0x00 None

SWp6 0x00 None

swplb5 Ox11 (QSFP28) Amphenol 112-00595
APF20279210117 BO

swpl6 O0x11 (QSFP28) Amphenol 112-00595

APF20279210166 BO

7.2t L ETFZE AQK|of| HEEO] A=K 2RUSHMIR.



admin@swl:mgmt:~$ nv show interface 1lldp

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela

swplb 100G BondMember sw2 swplb5

swpl6 100G BondMember sw2 swplb6

8. 2 AEQ| 2B{AE XE MENE ZolgtL|Ct.

|

=
a. 2L{AHQ BE LEO|M SHAE ZETLEE 0|10 FAQIX| &Ql5tN K.

=

clusterl::*> network port show -role cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

b. SAHO|M ALX| MEHE SQISLICHLIFZL e0dOll RIXISHK]| B2 ALIX| sw27t HA|E|X| ¢
o

|12

R=).

(=3
=

A
T
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10.
1.

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local
Protocol Port
nodel/11dp
e3a
e3b
node2/11dp
e3a
e3b

Discovered
Device (LLDP: ChassisID) Interface Platform

swl (b8:ce:f6:19:1a:7e) swp3 —
sw2 (b8:ce:f6:19:1b:96) swp3 =
swl (b8:ce:f6:19:1a:7e) swpé -

sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Serial Number:
Is Monitored:

Type Address
cluster—-network 10.233.205.90
MNXXXXXXGD
true
None

Reason:
Software Version:

Mellanox

Version Source:

SW2
MSN2100-CB2RC

Serial Number:

Is Monitored:
Reason:

Software Version:

Mellanox

Version Source:

SHAETH HYAX| &AM R.

=1
cluster show

I AIK|HM T 1~14EAIE

_|':_
S AH LIFOM Xt = =2(7]

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

LLDP
cluster—-network 10.233.205.91
MNCXXXXXXGS
true
None

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

2t gL



network interface modify -vserver Cluster -1if * -—-auto-revert true

RCFE dX[et 20l LSS +8E & ASLICL "CSHM It S ZX[SHA| 2",

A=)
i
pers

.
0

(@)
|X| e 2LIE 4 I X
NVIDIA O ull AQ|X[0l[A Ol AQ|X| e RLIEE S F-d5l2{H L3 EAIE MEM 2.
0| X|A/2 NVIDIA X190006-PE X X190006-PI A9|X|7} HITHZ ZX|E|X| ot A MBE|H 22 Adstof
gholgh = QIELICH system switch ethernet show 12|11 DO *OTHER*7t EA|E[=X| &HQIgtL|Ct.

NVIDIA A2|X| 2RSS AMHESIHMH CHZ HHS AL 28 HSE HOM Q. nv show platform hardware
NVIDIACL 5.8 % O|™ ™ &= nv show platform O|F HEE,

CtS ONTAP 22|29 274 NVIDIACL 5.11.xE At82 [ e ZLIE{E 3l 23 £F0| oot 2
SSOHEE o12fR 0[2{3 EIS M2S 20| SELICE 0J212 £ G0|= ef BLIEI 20 48
(D) 7150l =S 4 xnt 0/ n2p BE Ho| 22 HSHLICH
* 9.10.1P20, 9.11.1P18, 9.12.1P16, 9.13.1P8, 9.14.1, 9.15.1 5! 0|= mjX| H2|A
AI$et7] ol
* ONTAP S2{AE{7} A% FOIX| HolotHg.
* CSHMOIIA RIBsts BE 7158 ALSS2IB A2IK|0|H SSHE SHA3FoHHL.

* X|RCt /mroot/etc/cshm nod/nod _sign/ Z2E EQ| CIHMEZ:

priv set advanced

c. 7 MYUS LIESHMR /etc/cshm nod/nod_sign Of|bl #&IAM. ST CIAEE[7F EXstD 74 ML S
Zofota AOH mpe 0| F0| LIEELICE.

ls /etc/cshm nod/nod sign

rm /etc/cshm nod/nod sign/<filename>
a. MH[E 74 ool o old CIHEE|of Gl=X| 2RISHMR.

=

ls /etc/cshm nod/nod sign
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|

1. SHE ONTAP Z2|A HTO|| wt2f O]l AQIX| A DLIE 71 zip IS CHRZEBEL|CE 0] T2 CHSOf| A
A%t 2 QIELICE "NVIDIA 0| ull A2|X|" H|O|X|.

a. NVIDIA SN2100 2ZE |0 Ct2 2 E H|0| X|0f| A *Nvidia CSHM I+&*S MEHSL|Ct,
b. Z20|/H4 27| HOIX|0|A SOJot{R &oIzrS MeotNR.
C. K| ALSXH 20| MA Al Ho|XIof M SOlsts BOIRHS Meoln *5o| U A4+S S2UBLICE

d. Nvidia CSHM It - CHR 2= H|O|X|0f| A e 4 TS MEASHL|CE CHE MU S AR Y & ASLICH

ONTAP 9.15.1 0|4
« MSN2100-CB2FC-v1.4.zip

*+ MSN2100-CB2RC-v1.4.zip
* X190006-PE-v1.4.zip
« X190006-PI-v1.4.zip

ONTAP 9.11.152E 9.14.17IX|
« MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

- MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
- X190006-PE_PRIOR_9.15.1-v1.4.zip
- X190006-PI_PRIOR_9.15.1-v1.4.zip

o

1. itz zip TS LHE & MHOl| FZESL T}

2. 22 AES ONTAP A|AHE! Z StLIOAM 15 ZE M0l HAABLICH,
set -privilege advanced

3. AQIK| HE{ 2L 74 HES dALICH

clusterl::> system switch ethernet configure-health-monitor

4. ONTAP H{Tof| Ci$t B £30| CH2 HIAERZ ELH=X] 2RI6HA Q.

ONTAP 9.15.1 O| &
Ol ul AQ|X| Aef ZL|E{Z0| 71 oS HX[HESLICE.

ONTAP 9.11.152E 9.14.17IX|
SHMO| 4 MU S MX|HESLICH

ONTAP 9.10.1
CSHMOI| M CH22E3t THF| X7t S M2 2| = ASLIC.

QI Tt HHMSH NetApp XIHEI0| 22[HAMIL.
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1. Ethernet AR|X| Aef ZL|E| 2 7HA | X|C 26i7tX| 7|CHLICE CHS S At #ELICH system
switch ethernet polling-interval show ChHS HHAIE &t=5H7| T,

2. HHZ MMM R system switch ethernet configure-health-monitor show ONTAP
A AR SHAH AQAX|7F ZLEY HET *True*E A™E0] Y1 YA HS HEO| *Unknown*O| EA|=[X|
ot=X| golgtL|ct.

clusterl::> system switch ethernet configure-health-monitor show

of 0= 20| *OTHER* 7t A& EAEl= E2 NetApp A[EE 0| 225HMR.

-1
0z
H
ne
mjo
14
ol

E HESHAML "AAE A2|K] O|EHl - JE-ELIE" XEMISE LIE2 S FZotMR.

e
mjo
nx
>t
rot
ot
2
rr
o
gjo
mlo
4>
ogt
mot
4>
30

SLICEL ALK e ZLEZ 74"

£ ST 7|2ULE MEFELIC

od

* Cumulus Linux 5.10 %! 0|™ H{T 2| AL Cumulus O|0|X|E M EfL|Ct,

-

* Cumulus Linux 5.11 O|&e| AR CIZ2 MEYLICE nv action reset system factory-default

© XME ZEE MEHH A9 K|of| HZsHOF LTt

* BH00f sudoZ Mot FE H|ZHD I ARBLICH

@ Cumulus Linux A X|of| Cigt XtM|ot LIS 2 CHE2S ERSHMR."NVIDIA SN2100 A%[X|E AT E|0]
Mx| Y3aZz .
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o 5. tHA|
Cumulus Linux 5.10 & O|F HZ

1. Cumulus 2&0l|M CH2 HES ALE3I0] AQ(X| AXLEQ0f MX|E CHR2EEsD CH7|A[ZLICH onie-
install -a -i 0 S0, 29X 2ZEofof Chet It 27 Fof| 2&LCt

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2. 4X| Z2ORMO| CHRZEE AIZfEILCE O|0|X| S CH2ZESI AE S = HX|E &eldt2t= HAIX|7}

L|-E|-L|-|3=| y*E olzq oI-L||:|-_

3 MEZR AZEE EASIHAH AQXE MRELSIMR.

sudo reboot

cumulus@swl :mgmt:~$ sudo reboot

@ ALK MERIE[ D AQX] AT EQ 0 X|off SO{7h=0, AlZtO| Tk ZELICH & X7t
2IRE[H AQXIt MEEE D OHE HEZE |FX|ELILE 1og-in HZHQ.

Cumulus Linux 5.11 0|4}

1. AQIKE & 7|22 02 MuHstn RE 74, AIAH I 3 27 THUS HHSIHH CHS S AASHA Q.

L HA

nv action reset system factory-default

oE =
cumulus@switch:~$ nv action reset system factory-default
This operation will reset the system configuration, delete the log
files and reboot the switch.
Type [y] continue.

Type [n] to abort.
Do you want to continue? [y/n] y

NVIDIA &QISHM| R "SZ £7|et" XtMIEE LHE2 EME HZ5H K.
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