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1.

ALQIX|0 M 2321512 H cumulus/*cumulus*2t= AF2XL 0|/ 7t ER

AQ|X|off 23l Ct.

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately

enforced)

Changing password for cumulus.
Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux HH 2 215t R: net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPUcooocoooaoooooc x86 64 Intel Atom C2558 2.40GHz
MEMOTY e e v v e v eenn. 8GB

Disk....ooeooo... 14.7GB

BASICo 000000000000 Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

MT2105T05177
x86 64-mlnx x86-r0

Serial Number....
Platform Name....

Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

SIL|Ct sudo EH.

(administrator

3. BAE 0|2, IP F4, EY kAT, 7|2 H0|ERI0|Z PHBILICL MEL SAE 0|S2 Z&/SSH MM

c}

Al AEFSE =012 M ZEL|CE

- 1o
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cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface ethO ip address
10.233.204.71

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

0| HHL2 = JIX|E B 5 £H™BtL|Ct. /etc/hostname 12|11 /etc/hosts IHE.
4. SAE 0|, IP T4, EUYI 0tAS 7|2 HO|EL0|7t HOO|EE|A=X| IS R.

cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 broadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:£f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory O0xdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

o. ALQIK|O M &, AlZH EFE AIZICH 8 NTP MHE HF LT,

a. oAXH A[ZICHE &HRIstHMIR:

=

cumulus@swl:~$ cat /etc/timezone

b. |22 A|ZIHZ |0 E:

cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

C. x| A|ZICHE =HRl5tN| Q!

|



cumulus@switch:~$ date +%2Z

d. 7}0|E OPHALE AHS0] A|ZITHE HHSE{H L2 TS HASHM K.

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e. AMEl AZtcHofl w2 AT EQ0| A|AIE M™EELICE

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

f. AZES0] 229 oixlf 2tS StER0 220 = AHSLICH

(%]

cumulus@switch:~$ sudo hweclock -w
g L%t AR NTP MH{E Z=718L|Ct.

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. ZOIS{FM|R ntpd AIARIOA M3 SL|C}:

cumulus@swl:~$ ps -ef | grep ntp

ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

I NTP &2 QIEH|0|AS X|FeLICt 7|2X o2 NTPZ} A

_ 11—

8ote 24 QIHM|0|AE LS ZE LT
eth0 . CH31} 20| CHE NTP &4 QIHH0|AE T 4 Q

4> =
;O
o>
C
Il

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

6. Cumulus Linux 4.4.3 AX|:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amd64.bin



10.

1.

X[ Z2OHO0| 22 =S AZRLICH HAIX|ZF LIEFLEEA *y*E 26N K.

NVIDIA SN2100 A2|X|E THRE &L

cumulus@swl :mgmt:~$ sudo reboot

X7t tS2E AIRE| 1, CH2 1 242 GRUB oA MEf Abeto| LIEFEL|CE OFF
o Cumulus-Linux GNU/Linux
° ONIE: OS &%
° CUMULUS-2X|
o Cumulus-Linux GNU/Linux
1~4CHA| S BEE0H0] 2905 K.

Cumulus Linux H{ZF0| 4.4 32IX| &tQISIN|R. net show version

cumulus@swl :mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3uO

DISTRIB ID="Cumulus Linux"

DISTRIB RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3"

M AFEXIE 2HS1 0] AFEALE THE0f| FIHRILICE sudo OF. O AFEXtE 2&
20f|2t f=fLct

sudo adduser --ingroup netedit admin

MEf SHX| ORHAIL.

ISSH M| CHA| A|ZHet



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

AE22 2[525.4.0
1. AQIX|of 2aolgtct.

ALQIX|0| M 232152 H cumulus/*cumulus*2t= AFE X} 0|2/ 57t ZQBELICEH sudo EH.



o

ok

cumulus login: cumulus
Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.
Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux HHE SIS R: nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.3.0 system build version
uptime 6 days, 8:37:36 system uptime
timezone Etc/UTC system time zone

CEAl AlZfet =of 2F M EEL|Ct.

Cumulus Linux 22| X[= £| A% 6tLEe| ME ol &
() oEmolAs S¢l they of algoz arsofFBLICE

X|Hofl DHCPv4E AFEEILICE.

(D =AEo2d 25(), ofmAERI|(), EE ASCIIZ} O

3. TAE 0|, IP F&, MEUH OIAF, 7|2 HO|EH0IE FELLICE MZR2 ZAE 0|E2 2&/SSH MME

2| ZEES HZYLICH etho . O]
J|esoR Ba| Qo AL Fa

= T

EAIE AFESHA| O R.

cumulus@cumulus:mgmt:~$ nv set system hostname swl

cumulus@cumulus:mgmt:~$ nv set interface ethO ip address

10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway

10.233.204.1
cumulus@cumulus:mgmt:~$ nv config apply
cumulus@cumulus:mgmt:~$ nv config save

2

ro

|>
(m
o
ojn

1P A, MEYOtAS 7|2 AHO|ER07 HUO|EEA=X

ZIIXE B 5 £H™SLICt. /etc/hostname J2|1 /etc/hosts IHY.

| 2el5tM|R.



cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

5. AQIX|OIA EZ AlZHH, KT}, AIZH Y NTP S MFBILIC

a. AZItHE 2E5HMIR:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. Bl AIZITHE 2HQl5HM K-

—

cumulus@switch:~$ date +%2Z

C. 710|= DHHALS ArESHH A|ZITHE HEHote{H L2 S S dASHMI K.

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. AME AZtcHof| w2t AT EQ 0| A|AIE M™EELICE

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e. ALES|0] 220 3T} 32 St 22OZ MHBNLICH

cumulus@swl:~$ sudo hwclock -w
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10.

f LQs AL NTP MHE Zotetct

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

A
o 1=

7
[=}

—
= =

g SQIBFM R ntpa A|ARA A SLICEH

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. NTP &2 QIE{H|0|AE X[FELIC 7[2X2Z NTP7t AFE5h= AA QIEH|0|A = Ch3uh Z&LCt.

— 11—

eth0 . ChS1} 20| CHE NTP &4 QIHH0|AE 14T £ ELICL.

cumulus@swl:~$S nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

Cumulus Linux 5.4.0 AX|:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

X Z2MO0| C22E=E AIZFRLICE HIAIX|ZF LIEFLIH *y*S 2SN K.

NVIDIA SN2100 A%(X|E TS Lt

cumulus@swl :mgmt:~$ sudo reboot

A7t AS22 AZE| D, CHEa 22 GRUB SFH MEH AFO| LIEFELICE OFF MEHE SHX| ORYA| 2.
o Cumulus-Linux GNU/Linux
° ONIE: OS &%
° CUMULUS-4X|
o Cumulus-Linux GNU/Linux
1~4EHA E BH=510 2215HM K.

Cumulus Linux H{ZF0]| 5.4 02/X| &QISINIR. nv show system

|t 2ME EERSEMR'NTP AH 72A40| NVIDIA SN2100 AL X|0f| A ZH=6FR| &L CF" XEA|SE
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cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 13:37:36 system uptime
timezone Etc/UTC system time zone

M. 2} =271 2 A9 X|0f] HEE[0] A=X| EHelstAR.

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M Mgmt mgmt-swl
Eth110/1/29

swp2sl 25G Trunk/L2 nodel

ela

swplb 100G BondMember sw2

swplb

swpl6 100G BondMember sw2

swpl6

12. A AFEXHE BHEL O] AL XIS CHZ0H| FIHLICE sudo 1&. 0] AH8Xt= 24/SSH MM S CHA| AlZfet
2ofl2t f=efLc

sudo adduser --ingroup netedit admin
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cumulus@swl :mgmt:~$ sudo adduser --
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with
Creating home directory '/home/admi
Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successful
Changing the user information for a
Enter the new value, or press ENTER
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

ingroup netedit admin

group netedit'

n v

ly
dmin
for the default

cumulus@swl:mgmt:~$ sudo adduser admin sudo

[sudo] password for cumulus:
Adding user “admin' to group " sudo'
Adding user admin to group sudo
Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10
admin@10.233.204.71's password:

.233.204.71

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+4+cl4.4.1ul

(2021-09-09) x86 64
Welcome to NVIDIA Cumulus (R) Linux

For support and online technical do
http://www.cumulusnetworks.com/supp

The registered trademark Linux (R)
from LMI, the exclusive licensee of
mark on a world-wide basis.

admin@swl:mgmt:~$

(R)

cumentation, visit

ort

is used pursuant to a sublicense
Linus Torvalds, owner of the

13. 22| Xt ABX7L HMAY = A= F7FAEAL AES FIHYLICH nv BY:



cumulus@swl

:mgmt:~$ sudo adduser admin nvshow

[sudo] password for cumulus:
Adding user 'admin' to group 'nvshow'
Adding user admin to group nvshow

Done.

HC}"NVIDIA AFE X AE" XEM|eE LHE2.
AS2A 252 5.11.0
1. AQX|of| 2aQlstL|C},

22/K|0| HE 23¢9

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately

enforced)

Changing password for cumulus.
Current password: cumulus
New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux HH™E SIS R: nv show system

cumulus@cumulus:mgmt:~S nv show system

operational applied

hostname cumulus

build Cumulus Linux 5.4.0
uptime 6 days, 8:37:36
timezone Etc/UTC

3. SAE 0|2, |P T2,
CHAl AlZFSH 2 of| 2t HEElL|Ct

Cumulus Linux 22| X[= %A% 6tLte] M E 0|
() oEmolAL S¢l ti of HalgoR BrEofEE

X| &0l DHCPV4E AF2EILICY,

EHE(), OFZAEZT(), E=

O

gt I cumulus/*cumulus*Q| AH2X} 0|2/ 7 EHe

MEUH OtAS, 7|2 AO|EH0|E FYRLICE M22 2 AE 0|2 24£/SSH MHS

d 2| ZES
Ct.

L

ASCII7} Oftl

rL|CH sudo EH.

(administrator

description

cumulus
system build version
system uptime

system time zone

M3eL|Ct. etho . O]

72HoZ | AHmo[AE FA

EAIE AFESHA| O R.
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

0| HHL2 = JIX|E B 5 £H™BtL|Ct. /etc/hostname 12|11 /etc/hosts IHE.
4. SAE 0|, IP T4, EUYI 0tAS 7|2 HO|EL0|7t HOO|EE|A=X| IS R.

cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 broadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:£f6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0O dropped 7 overruns 0 frame 0

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory O0xdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

5. AQIX|O| M EFE AZHH, & A|ZH S NTP MHHE MABL|Ct.

a. AlZItHE 25 R:

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. S A|ZHHE SHOISIN| R

cumulus@switch:~$ date +%2Z

C. 7t0|= OFHALE ALESHO] AIZITHE &5t Ct

glo
08
o
mjo
n>
0%
OF
=
=)



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d. AMEl AZtCHof w2t AT EQ o] A|AIE M™ELICE

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e ALER0] SHO| HA S St=0 222 HFelL Lt

cumulus@swl:~$ sudo hweclock -w

f 2ot 22 NTP MHE FI1etL|C}

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

XA 718t 2ME EHZSHMQ'NTP AH 40| NVIDIA SN2100 AL K| 0| A ZHSSEX| & LICH" XEA|SH

g 2RISiFEMR ntpd AIARIOA A" SIL|CtH

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. NTP 42 QIE{H[O|AE X|HELIC J|=H O NTP} ALBSHE 44 OIEI0|AL T2 ZaLiCt
etho . CHS} 20| CHE NTP 2.4 QIE{H0|AS A & YaL|C

cumulus@swl:~$S nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

6. Cumulus Linux 5.11.0 A X|:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.11.0-mlx-amdé64.bin

X Z2MO0| CI22 = AIZFRILICE HIAIX|ZF LIEFLIH *y*S 2I=SHM K.
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7. NVIDIA SN2100 AQ|X|E RHEEISIL|CY.

cumulus@swl :mgmt:~$ sudo reboot

8. MX|7t XIS E AZE|1, Ct3ut 22 GRUB SHH MEH AFSHO| LIEHEL|CE OFF MEHE SHX| O AL,
o Cumulus-Linux GNU/Linux
° ONIE: OS &%
° CUMULUS-4X|
o Cumulus-Linux GNU/Linux
9. 1~4THA & Y5510 2T015HM|R.
10. Cumulus Linux H{T0] 5.11.021X| &QI5tM|R.

nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description
build Cumulus Linux 5.11.0

uptime 153 days, 2:44:16

hostname cumulus cumulus

Cumulus Linux

5.11.0

%86 64-mlnx_x86-r0

2.76 GB used / 2.28 GB free / 7.47 GB total
0 Bytes used / 0 Bytes free / 0 Bytes total

product—-name
product-release
platform
system-memory

swap-memory

M. 2} =E71 2 A9 X[0f] HEE[0]

health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amdoc4
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

UEX| 22ISHM K.



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

HC"NVIDIA AFE X AE" XEM|eH LiE2

Ltz

rlo

FAR7tR?

Cumulus 2EZ Cumulus LinuxE X3t 20|= CIE2 £8Y = YESLICL'RCF ATZEE EX|SHALE
20| =gt .

ONIE 2 EZ Cumulus Linux & X|

AQ|X|7F ONIE 2E0|A A& S o Cumulus Linux(CL) OSE MX|st2{™ CIS HAIE
2 M| 2.

(D Cumulus Linux(CL) OSE= A2|X|7t Cumulus Linux == ONIES A3ist mff X[ 4= QUELICK
EZE)."Cumulus 2EZ HX|").

Of =tefof 2tstod

ONIE(Open Network Install Environment)E AF2SHH HES MX| Z23 O|0|X[E RS2 2 HMe £ U0
Cumulus LinuxZE AX|e £ ASLICL O|Z Edl| Cumulus Linuxet 22 24 HIXE |_1E—|H°|'0:| ALQIXIE § t=
A|AEI DE0| 20[sHEILICH ONIEE AFE3H0] Cumulus LinuxE MX[Sh= 712 £ WHE 22 HTTP ZMS
Ar85h= AYLICE

(D) EAEHPWGE REse 2 B AME U FoI) SOISHR. SAETH PuE XSS B2 Y
PS

MH 2|0|= DHC
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0| HXt= Zt2|XH7 ONIEO|M HElISH = Cumulus Linux2 ¢ 18|0|Edt= BHE Ho{SL|C}

=
1.

18

A M2l RE CIAE2|0| Cumulus Linux &X| IS CH2EESLICE O] IHU 2| 0|E2 HHMIR onie-
installer.

O|F4l AO|S2 ALESIH SAEE AQ|X|Q &t2| O|F Ul ZE| HZEL|C.
AQIX|E HMR. A9 X|= ONIE O|O|X| Mkx| T2 123HS C}RE 80 HEISH|C} AX|7F 22 %™ Cumulus
Linux 2391 TET EJ} 0|4 Xtof| LIEFIL|CE

(D Cumulus LinuxE SAIf mjojch HA| T AAR TE7} XX D CHA LEELIC,

- SN2100 A|X|E THF & hL|Ct,

cumulus@cumulus:mgmt:~$ sudo reboot

GNU GRUB 2tH0||A Esc 7|1E &2 Yt 28 T2 MAE LSt ONIE*E MENSH = *Enter 7|E S&LICH
Ct2 3}HOIA *ONIE: OS AX[*E MEHSIA|R.

ONIE &X| T2 M T2 MA = Xts AXE QM AdAELICH *Enter*E =8 ZEMAE ZA|HC=E
EX5tM2
=) .

AM T2 M| AT SX|E E2:

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process 427:
No such process done.

HE|Z0lAH DHCP MH|AT7F M8 F0I A IP 4, MEY O0-A3 8l 7|2 AH0|EQ)|0|7t SHIZH
HEE|AEX] ERIsHAIR.

ifconfig ethO



o€ 2Hoix

N

ONIE:/ # ifconfig ethO
ethO

Link encap:Ethernet

inet addr:10.233.204.71 Bca

Mask:255.255.254.0

inet6 addr: fe80::bace:foff:

UP BROADCAST RUNNING MULTICAST

HWaddr B8:CE:F6:19:1D:F6

st:10.233.205.255

fel9:1df6/64 Scope:Link
MTU:1500 Metric:1

RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0

collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB)
Memory:dfc00000-dfclffff

ONIE:/ # route
Kernel IP routing table

TX bytes:472975 (461.8 KiB)

Destination Gateway Genmask Flags Metric Ref
Use Iface
default 10.233.204.1 0.0.0.0 UG 0 0
0 ethO
10.233.204.0 W 255.255.254.0 U 0 0
0 ethO
10. 1P Z4 X3 A7t £502 HolEl Z2 CISS +ustH L.

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

1. 9EtAIE

I.

=5t YA YRt SHZA| YHEJ=X] =

12. Cumulus Linux &X|:

RIgtL|C},

19



ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-linux-
4.4.3-mlx-amd64.bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-4.4.3-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

13. MEx|7} et E|H AQX|0of 2O0I8HMIR.

0 EHFAMR

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. Cumulus Linux HE S 20I5IM| 2
net show version

HE EHFAHR

cumulus@cumulus:mgmt:~$ net show version
NCLU VERSION=1.0-cl4.4.3u4

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3

DISTRIB DESCRIPTION="Cumulus Linux 4.4.3"

20
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RCF A3EEE HX[St7Lt Z0| =017 ol A{X[0f| M THE AR E AEE & UK 2ASHAIR.

* Cumulus Linux 4.4.30| AX|=|A&L|CT.
* IP FA, MEU OIAZ 7|2 A 0|EY0|= DHCPE S| Mo|=|HLt 502 LMEIL|C
X RCF A3 & E HA
Se{AEZ G AEZ|X| OfZ2|H|0|M0f| AFRE £ = RCF AT EE T JHX|7F YELICE 2tzto| k=

St

* 22{AEZ: MSN2100-RCF-v1.x-22{AH
* Xz ZK|: MSN2100-RCF-v1.x-X &t ZHK|

@ Ct2 of| | EXIH M= 2 AE AQX|0| Ci$t RCF ATZEE CIRZCEstD Mot e
HO{ELICt.

@ ol dl HH Z20|Ms AKX 22| IP T4 10.233.204.71, Sl0tA 3 255.255.254.0, 7|2 #|0| E|0]
10.233.204.12 ArEgtL|Ct.

e
1. SN2100 A9IX|0I A AHE 7H5BH QIE|TIO| AS FABILICE

net show interface all
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g EHFMR

cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN  swp3 N/A 9216 NotConfigured
ADMDN swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN  swpb6 N/A 9216 NotConfigured
ADMDN swp7 N/A 9216 NotConfigure

ADMDN swpS8 N/A 9216 NotConfigured
ADMDN  swp9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. RCF IIO|W ASZES AQ|X|0f SARRLCY.

admin@swl :mgmt:~$ pwd

/home/cumulus

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.8-

Cluster

ss0login@10.233.204.71's password:

MSN2100-RCF-v1.8-Cluster 100% 8607 111.2KB/s
00:00

3. RCF Ito|¥ A3ZE *MSN2100-RCF-v1.8-Cluster*S HE8tL|C}.

22



bl

cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.8-Cluster

[sudo] password for cumulus:

Step 1l: Creating the banner file

Step 2: Registering banner message

Step 3: Updating the MOTD file

Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get

Step 6: Creating the interfaces

Step 7: Adding the interface config

Step 8: Disabling cdp

Step 9: Adding the 1lldp config

Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config

Step 12: Configure SNMP

Step 13: Reboot the switch

RCF A3 EE= 9|0l LIEE HAIE 2= EfLIC.

@ =3 = gl= RCF Io|M A3EE ER|It A= B2 22BHMR. "NetApp X&" =Z0]
ZR5HH.
UK ol 0T Q| ALEXt H2|E CHA| M EetL|Ct ZSILHA 0|22 2! 74 1] Ate HE" F7I2

LA
HE Aol Cist XpAISE LIE 2 225HMIK.
=
=

O - =

S 3 242 IR,

net show interface all

|
=

2

ot
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g EHFMR

cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplsl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls?2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls3 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2s0 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2sl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN SWp2s2 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp2s3 N/A 9216 Trunk/L2 Master:
bridge (UP)
UP swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)
DN swp5 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN SWp6 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp7 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp8 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swp9 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplO0 N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpll N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpl2 N/A 9216 Trunk/L2 Master:
bridge (UP)

DN swpl3 N/A 9216 Trunk/L2 Master:



bridge (UP)

DN swpl4 N/A 9216 Trunk/L2 Master:
bridge (UP)

UP swpl5 N/A 9216 BondMember Master:
bond 15 16 (UP)

UP swpl6 N/A 9216 BondMember Master:

bond 15 16 (UP)

cumulus@cumulus:mgmt:~$ net show roce config
RoCE mode.......... lossless
Congestion Control:

Enabled SPs.... 0 2 5

Mode........... ECN

Min Threshold.. 150 KB

Max Threshold.. 1500 KB

PFC:

Status......... enabled

Enabled SPs.... 2 5

Interfaces......... swplO0-16, swpls0-3, swp2s0-3, swp3-9
DSCP 802.1p switch-priority

012 345¢67

8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63

~ o U b W DN B O
~ o U b W DN B O

switch-priority TC ETS

01 3 467 0 DWRR 28%
2 2 DWRR 28%
5 5 DWRR 43%

6. QIE{m|0[ A0l A EMAIHO] CHot WEE 2HQISHMIR.

net show interface pluggables



7.

8.
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g EHFMR

cumulus@cumulus:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN
Vendor Rev

swp3 Ox11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 0x11 (QSFP28) AVAGO 332-00440
AQ

swplb 0x11 (QSEFP28) Amphenol 112-00573

APF21109348001 BO

swpl6 Ox11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

Z L ETF 2F ARX|0f AZEEI0] JA=X| ZISHN| K.
net show 1lldp

HE EHFMR

cumulus@cumulus:mgmt:~5 net show 1lldp

LocalbPort Speed Mode RemoteHost
swp3 100G Trunk/L2 swl

swp4 100G Trunk/L2 SW2

swplb 100G BondMember swl3

swpl6 100G BondMember swl4

S AEO S AH LE HJEIE =QlglL|Cf.

a. 2HAHS BE L0 e0d ZEV} 2tE F0| 10 FHQUX| ZQlshN| Q.

network port show -role cluster

Vendor SN

AF1815GU05Z

RemotePort



g EHFMR

clusterl::*> network port show -role cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

a. SHAEO|M AL(X| HENE IS LICHLIFZE e0doll RIXISH| %2 B2 ALRIX| sw27t HA|E|X| 42 =
(o]} )

1[0

=
AN
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g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11ldp

e3a swl (b8:ce:f6:19:1a:7e) swp3 =

e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swpé -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 =

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address
Model
swl cluster—-network 10.233.205.90

MSN2100-CB2RC
Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cumulus Linux version 4.4.3 running on
Mellanox
Technologies Ltd. MSN2100
Version Source: LLDP

SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cumulus Linux version 4.4.3 running on
Mellanox
Technologies Ltd. MSN2100
Version Source: LLDP

CHE2 2Ae7te?

RCFE EX[5t7{Lt Za20|Eot 20 = LHEE +AHY & JUSLICEL'CSHM TL S EX5HM K" .
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O[S AR(X| &fEff ZLIE 74 oHE 2X

Follow this procedure to install the applicable configuration file for Ethernet switch health
monitoring of NVIDIA cluster switches. X|®l&|= 22 CtSat Z2&LICt.

*+ MSN2100-CB2FC

+ MSN2100-CB2RC

» X190006-PE

» X190006-P!I

(D) ol 4% =xHs ONTAP 9.10.1 Ol atofl HBELIC

AlZFsE7| o

* OS2 AAste] 4 Ot S CHREE50f SH=X| HQIStMIR. system switch ethernet show JE|1
S2Eof| *OTHER*7} BA|=[=X| 2elgtL|Ct.

78 IS HEo 20| = 2O *OTHER* 7} Al HA|=|= 22 NetApp X E 0| 22[5HMR.
* ONTAP S AE{7 A SQUX| 2l5tM K.
* CSHMOIM XS 3te 2= 7|52 AHE3I2{H SSHE Z¥etstA .
* XLt /mroot/etc/cshm_nod/nod_sign/ ZE =EQ| CIAER|:
a oM YEHHL:
system node run -node <name>

b. 0

Iy

=

rot
|0

2 HE:
priv set advanced

fESIMR /etc/cshm nod/nod_sign Kb FAAM. S CIAER[7F ZXotD 74 THES

c. M IS LIS 3
UoH md o[ F0| LIEELICE.

Zetstn
ls /etc/cshm nod/nod sign

d. AZE ALK -0l siEst= ZE 74 THUS AFELICH

SHUSHR| §h2 FR 2o LIEE X3 222 BE 719 DU S Mot T, S2et 2= 2| 71 IS
t22E5H0] EIWHIR
rm /etc/cshm nod/nod sign/<filename>
a. AE 78 ool K 0| CIHEE|of gl=X] 2lstM K.
ls /etc/cshm nod/nod sign
A
- o ONTAP 22| A HT0f et o Ul A9(X| el ZLE 714 zip IS CI22 EFL|C 0] THU2 THS 0| A
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A% 4 QIELICE "NVIDIA O|C{Lll AQ|X|" H|O|X|.
a. NVIDIA SN2100 AZE9||0f Ct2ZE H|0|X|0f|A] *Nvidia CSHM Itl*
b. Fol/Z 4 17| HIO|X|H|A SO|5t2{H SHoI2tS MEHSIA|R.

rulo
_|.
Jl'ﬂ
1)
r
n

C. 2|Z AHZX} 2to| A A ok T|O|X[of| M Sofst= gfelats MEistn *S9| & Al&+S 22U,
A

d. Nvidia CSHM It - C+2 2 = H|O|X|0i| A T 7 IS MENSL|CE ChS fYd e

ONTAP 9.15.1 O] A}
+ MSN2100-CB2FC-v1.4.zip

* MSN2100-CB2RC-v1.4.zip
» X190006-PE-v1.4.zip
» X190006-PI-v1.4.zip

ONTAP 9.11.12E 9.14.17IX|
« MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

- MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
- X190006-PE_PRIOR_9.15.1-v1.4.Zip
« X190006-PI_PRIOR_9.15.1-v1.4.Zip

1. Siddts zip U S LIS 2 MHof| F=2=8fLC)
2. 22{AE{Q| ONTAP A|AH! F SHLIOIM 118 B E HF0i| HMASHLICE

set -privilege advanced

3. AQIX| B EUE 74 ™S HAeLCt

clusterl::> system switch ethernet configure-health-monitor

4. ONTAP HT0f| Cist W& Z240| O3 HAERZ ELH=X] 2I5HM Q.

ONTAP 9.15.1 0| 4}
Ot A9|X| &Ef 2LIE{™0| 71 S HAIMSLICH

ONTAP 9.11.12E 9.14.17X|
SHMO| 714 mA S MX|HSLICH

ONTAP 9.10.1
CSHMOI| M CH2 2 =3t THF | X7t §SHLZ M| = ASL T

Q@RI LMSIH NetApp X|HEIO| 22/5HM| 2.

1. Ethernet 22|X| Aell ZL|E| E& 7t2{9| |} 28{7EX| 7|CHRILICH CHE S H#SH0] RELICH system
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switch ethernet polling-interval show CHS THAE 2t&E6H7| M.

2. HHZ MHMGINR system switch ethernet configure-health-monitor show ONTAP

ocoo=2 2o

AARIOM SHAE AQX|7F ELEZ HET *True*=E AH-E0] Y0 €& Mz BEO| *Unknown*0| HA|=|X|

OH=X| BHQIBHLICH

clusterl::> system switch ethernet configure-health-monitor show

SLICEH"AR(X] LEf ZL[EE 74",

e
mjo
nx
>t
rot
ot
=2
rir
il
gjo
o
>
00"
mat
4>
30

SN2100 A E2|X| AQX|E S% 7|24 = R{E™ L LTt
O M2 H:

* Cumulus Linux 5.10 5! 0|™ H{F2| AL Cumulus O|0|X[E M ETtL|C,

* Cumulus Linux 5.11 O| 49| AL CIZ2 MEYLICE nv action reset system factory-default

@ Cumulus Linux A X|[of| Cigt XtM|ot LIS 2 CHS S EZSHMR."NVIDIA SN2100 A%[X|E AITES|0]
MR 3Z2",
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o 2. tHA|
Cumulus Linux 5.10 & O|F HZ

1. Cumulus 2&0l|M CH2 HES ALE3I0] AQ(X| AXLEQ0f MX|E CHR2EEsD CH7|A[ZLICH onie-
install -a -i 0 S0, 29X 2ZEofof Chet It 27 Fof| 2&LCt

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2. 4X| Z2ORMO| CHRZEE AIZfEILCE O|0|X| S CH2ZESI AE S = HX|E &eldt2t= HAIX|7}

L|-E|-L|-|3=| y*E olzq oI-L||:|-_

3 MEZR AZEE EASIHAH AQXE MRELSIMR.

sudo reboot

cumulus@swl :mgmt:~$ sudo reboot

@ ALK MERIE[ D AQX] AT EQ 0 X|off SO{7h=0, AlZtO| Tk ZELICH & X7t
2IRE[H AQXIt MEEE D OHE HEZE |FX|ELILE 1og-in HZHQ.

Cumulus Linux 5.11 0|4}

1. AQIKE & 71222 MuHstn RE 74, AIAH I 3 27 THUS HHSIHH CHS S AASHAR.

L HA

nv action reset system factory-default

oE =
cumulus@switch:~$ nv action reset system factory-default
This operation will reset the system configuration, delete the log
files and reboot the switch.
Type [y] continue.

Type [n] to abort.
Do you want to continue? [y/n] y

NVIDIA &QISHM| R "SZ £7|et" XtMIEE LHE2 EME HZ5H K.
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