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nv set interface <interface-id> link fast-linkup on
nv config apply
reload the switchd

g EHFMR

cumulus@cumulus-csl3:mgmt:~$ nv set interface swp5 link fast-linkup on
cumulus@cumulus-csl3:mgmt:~$ nv config apply
switchd need to reload on this config change

Are you sure? [y/N] y
applied [rev id: 22]

Only switchd reload required
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1. 40GbE/100GbE F2| A|0| 28 AFE5t0 2} QIE{H|0]|A2| O|ES AlERLILCY.

cumulus@cumulus:mgmt:~$ net show interface pluggables

Interface Identifier Vendor Name Vendor PN Vendor SN
Vendor Rev

swp3 0x11 (QSFP28) Molex 112-00576 93A2229911111
BO
swp4 O0x11l (QSFP28) Molex 112-00576 93A2229922222
BO

2. CI2 £ &2 £II6IML. /etc/cumulus/switchd.conf 40GbE/100GbE 2| #H[0|EE A= B E
T E(swp<n>)0f| CHet mHY:

° interface.swp<n>.enable media depended linkup flow=TRUE

° interface.swp<n>.enable short tuning=TRUE

HE =

cumulus@cumulus:mgmt:~$ sudo nano /etc/cumulus/switchd.conf

interface.swp3.enable media depended linkup flow=TRUE
interface.swp3.enable short tuning=TRUE
interface.swpd4.enable media depended linkup flow=TRUE
interface.swpd4.enable short tuning=TRUE

3. CIA| A|ZISHMIR switchd AH|A:
cumulus@cumulus:mgmt:~$ sudo systemctl restart switchd.service

4. REJ} HESHEX| HOIH L.



cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU
Up swp3 100G 9216
bridge (UP)
UP swp4 100G 9216
bridge (UP)

A=A 2[5A 5.x

Trunk/L2

Trunk/L2

1. 40GbE/100GbE 2| 0|22 At25t0] 2t PIE{H|0|A Q| 0|52 AlHETILILCY,

Master:

Master:

cumulus@cumulus:mgmt:~$ nv show interface --view=pluggables

Interface Identifier Vendor Name Vendor PN
Vendor Rev

swp3 0x11 (QSFP28) Molex 112-00576
BO

swp4 0x11 (QSFP28) Molex 112-00576
BO

2. CH2 2 M50 35 THSMR. nv set CHE2t 20| HHELICH

°nv set interface <interface-id> link fast-linkup on

°nv config apply

° CtA| 2EE switchd AH|A

HE =

Vendor SN

93A2229911111

93A2229922222

cumulus@cumulus:mgmt:~$ nv set interface swp5 link fast-linkup on

cumulus@cumulus:mgmt:~$ nv config apply

switchd need to reload on this config change

Are you sure? [y/N] y

applied [rev id: 22]

Only switchd reload required

3. LEJ} Z=t=X] QISR



cumulus@cumulus:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
Up swp3 100G 9216 Trunk/L2 Master:
bridge (UP)
UP swpé 100G 9216 Trunk/L2 Master:
bridge (UP)
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g

OE =0:

cumulus@cumulus:mgmt:~$ net add int swpls3 link autoneg off && net com
-——- /etc/network/interfaces 2019-11-17 00:17:13.470687027 +0000
+++ /run/nclu/ifupdown2/interfaces.tmp 2019-11-24 00:09:19.435226258
+0000
@@ -37,21 +37,21 Q@@

alias 10G Intra-Cluster Node

link-autoneg off

link-speed 10000 <---- port speed set

mstpctl-bpduguard yes

mstpctl-portadminedge yes

mtu 9216

auto swpls3

iface swpls3
alias 10G Intra-Cluster Node

= link-autoneg off

+ link-autoneg on
link-speed 10000 <---- port speed set
mstpctl-bpduguard yes
mstpctl-portadminedge yes
mtu 9216

auto swp2s0

iface swp2s0
alias 25G Intra-Cluster Node
link-autoneg off
link-speed 25000 <---- port speed set
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cumulus@cumulus:mgmt:~$ net show interface

State

Name

Up

swplsO

br default (UP)

UP

swplsl

br default (UP)

UP

swpls?2

br default (UP)

UPp

swpls3

br default (UP)

UP

swp3

br default (UP)

UPp

swp4

br default (UP)

DN

swpb5

br default (UP)

DN

SWp6

br default (UP)

DN

swp7/

br default (UP)

UP

cluster isl (UP)

Up

cluster isl (UP)

swplb

swplb

|>
o
Hr
|>
(3,1
X

i
2

10G

10G

10G

10G

40G

40G

N/A

N/A

N/A

100G

100G

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

cs07

cs07

cs08

cs08

cs03

cs04

cs01

cs01

(edc)

(edd)

(edc)

(edd)

(ede)

(ede)

(swplb)

(swplb)

Summary

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:



cumulus@cumulus:mgmt:~$ nv set interface swpls3 link auto-negotiate off

cumulus@cumulus:mgmt:~$ nv set interface swpls3 link speed 10G

cumulus@cumulus:mgmt:~$ nv show interface swpls3

link

auto-negotiate off off
off

duplex full full
full

speed 10G 10G
10G

fec auto auto
auto

mtu 9216 9216
9216
[breakout]

state up up
up
HO| HEE|U=X| =I5t H QE{H|o| AL ZE AEHE 2QI5HM K.



HNM|R "Hardware Universe"J2|1 7|& XI& 2A "HWUY| L2t QK| 2
O Z2est =

Lt

Aol
0|

cumulus@cumulus:mgmt:~$ nv show interface

State Name Spd
UPp swplsO 10G
br default (UP)

UP swplsl 10G
br default (UP)

Up swpls2 10G
br default (UP)

UPpP swpls3 10G
br default (UP)

UpP swp3 40G
br default (UP)

UPpP swp4 40G
br default (UP)

DN swp5 N/A
br default (UP)

DN SWP6 N/A
br default (UP)

DN swp7/ N/A
br default (UP)

UP swplb5 100G
cluster isl (UP)

UP swplb6 100G

cluster isl (UP)

2 FAevte?

S29l 7y 97 ARES
= of A

= —-= -

- 0 ol
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9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

Mode LLDP
Trunk/L2 cs07
Trunk/L2 cs07
Trunk/L2 cs08
Trunk/L2 cs08
Trunk/L2 cs03
Trunk/L2 cs04
Trunk/L2

Trunk/L2

Trunk/L2

BondMember c¢s01
BondMember c¢s01
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Summary
(edc) Master:
(edd) Master:
(edc) Master:
(edd) Master:
(ede) Master:
(ede) Master:
Master:
Master:
Master:
(swplb) Master:
(swplb) Master:
F7t dHE= F0|H, ZH|E
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