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network interface modify -vserver Cluster -1if * -auto-revert false

network port show -ipspace Cluster

HE EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

b. LIFet X|FEl g =0f et HEE EAIRLICH



network interface show -vserver Cluster

2t

HE EHFAHR

clusterl::*> network interface show

Logical
Current Is
Vserver Interface
Port Home

Cluster

nodel clusl
e3a true

nodel clus2
e3b true

node2 clusl
e3a true

node2 clus2
e3b true

Status

Admin/Ope

Network

-vserver Cluster

r Address/Mask

2t LIF= CHS 2 EAISHOF L|CH up/up ~2 9%t status Admin/Oper 22|10 true ~2 9%t Is Home

up/up

up/up

up/up

up/up

network device-discovery show -protocol

169.254

169.254.

169.254.

169.254.

Current

Node
.209.69/16 nodel
49.125/16 nodel
47.194/16 node?2
19.183/16 node?2
2 Aoz J|E S2AK AX[0



g EHFMR

clusterl:

Node/
Protocol
Platform

node?2

3. 2B{AE ZTEQ A

:*> network device-discovery show -protocol cdp

Local Discovered
Port Device (LLDP: ChassisID) Interface

/cdp
e3a Cl (ba:ad:4f:98:3b:3f) 0/1
e3b C2 (ba:ad:4f:98:4c:a4) 0/1
/cdp
e3a Cl (ba:ad:4f:98:3b:3f) 0/2
e3b C2 (6a:ad:4f:98:4c:a4) 0/2

X[ TS BES AESHY (291K BE-UM) LSt 22 Y402 HEEL|CE

show cdp neighbors



g Eo{FAM R



Cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3a
node?2 Ethl/2 124 H AFF-2400
e3a
C2 0/13 179 S I s CN1610
0/13
C2 0/14 175 S I s CN1610
0/14
C2 0/15 179 S I s CN1610
0/15
C2 0/16 175 S I s CN1610
0/16

C2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3b
node?2 Ethl/2 124 H AFF-A400
e3b
Cl 0/13 175 S I s CN1610
0/13
Cl 0/14 175 S I s CN1610
0/14
Cl 0/15 175 S I s CN1610
0/15
Cl 0/16 175 S I s CN1610

0/16
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69
Cluster nodel clus2 169.254.49.125
Cluster node2 clusl 169.254.47.194
Cluster node2 clus2 169.254.19.183
Local = 169.254.47.194 169.254.19.183

Remote =

4294967293

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000

Local
Local
Local
Local

169.
1609.
169.
169.

byte MTU on 4

254.
254.
254.
254.

19
19
47
47

.183 to
.183 to
.194 to
.194 to

nodel
nodel
node?2

node?2

169.254.209.69 169.254.49.125
Cluster Vserver Id

on 4 path (s)
0 path(s)

path(s) :

Remote
Remote
Remote
Remote

169.254.
169.254.
169.254.
169.254.

Larger than PMTU communication succeeds on
RPC status:

2 paths up,
2 paths up,

0 paths down
0 paths down

1. [[BEHAN A2 C20ilAM E2{AE LIFE &

2. Cisco 9336C-FX2 8! 9336C-FX2-TO|M X|&st=

10

(D) =d2eure4s

configure
Config)# interface 0/1-0/12
Interface 0/1-0/12)# shutdown
Interface 0/1-0/12)# exit
Config)# exit

—_ o~ ~ ~

C20{IM M AQIX| cs22 O| S &L,

3. HEQZA ZE &£M8 HAIELICE

(tcp check)
(udp check)

e3a
e3b
e3a
e3b

209.69
49.125
209.69
49.125
4 path(s)

Off ZXI5H7| I8l .e=2| 22{AE ZEO| HEE ZES SEHLIC

network port show -ipspace Cluster

© = 010] 2|0 M3tX| O K.

HHES A 0l=

= MBS = EAE ZIEE O|H AL



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

4. 2t Lo 22{AE ZE= O|H L& 20N L33 22 HAOZ Z2{AH AQ(X|of AZELICH

network device-discovery show -protocol

11



5. AQIK| cs20ilM RE = SAE ZEJ} AE FQIX|

12

g EHFMR

clusterl:

Node/
Protocol
Platform

CN1610

C9336C-F
node?2

CN1610

C9336C-F

Interface

0/1

Ethernetl/1/1 NOK-
0/2

Ethernetl/1/2 NI9K-

:*> network device-discovery show -protocol cdp
Local Discovered
Port Device (LLDP: ChassisID)
/cdp
e3a Cl (6a:ad:4£:98:3b:3f)
e3b cs2 (b8:ce:f6:19:1a:7e)
X2
/cdp
e3a Cl (fa:ad:4£f:98:3b:3f)
e3b cs?2 (b8:ce:f6:19:1b:96)
X2

SIS 2.

=

network interface show -vserver Cluster

HE EHFMR

clusterl::*> network interface show

Current
Vserver
Port

Logical
Is
Interfac

Status

-vserver Cluster
Network

Admin/Oper Address/Mask

Current

Node

eOb

e0b

e0b

nodel clusl
false

nodel clus?2
true

node2 clusl
false

node2 clus2
true

up/up

up/up

up/up

up/up

169.254

169.254

169.254.

169.254.

.3.4/16

.3.5/16

3.8/16

3.9/16

nodel

nodel

node?2

node?2



6. A91%] CHOIA Z2IAE] LIFO| CH3t oj TXIZ /67| Sloh == S2|AE| ZEO AZH TES FRBILICY,

(Cl)# configure

(Cl) (Config) # interface 0/1-0/12

(Cl) (Interface 0/1-0/12)# shutdown

(Cl) (Interface 0/1-0/12)# exit

(C1) (Config) # exit

7. Cisco 9336C-FX2 5! 9336C-FX2-TOl|A X|2ISt= MAETt AO|SS AE610] LE S2{AE ZEE O|H A9
C10|lM M AQ|X| cs12 O|SELICE.

8. 22{AE Q| X|T 74 S EHRIstMIR.
network port show -ipspace Cluster

2t TEOf|= CSO| EA|E|0{OF &LICH up ~2 It Link J2|1 healthy ~2 9/ Health Status.

x|

13



oS

9. 2t

HHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

o| E2{AH ZEE= O|X|

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Health

Status

Health

Status

E 2EOM Ch3 1 22 A2 S2{AE A{X[of HZELICH

network device-discovery show -protocol

14



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp

e3a csl (b8:ce:f6:19:1a:7e) Ethernetl/1/1 NIK-
C9336C-FX2

e3b cs2 (b8:ce:f6:19:1b:96) Ethernetl/1/2 NI9K-
C9336C-FX2
node?2 /cdp

e3a csl (b8:ce:f6:19:1a:7e) Ethernetl/1/1 NI9K-
C9336C-FX2

e3b cs2 (b8:ce:f6:19:1b:96) Ethernetl/1/2 NI9K-
C9336C-FX2

10. A91X] cs1 X cs20| M 2= & 22AE XETJ AHE FQUX| =QlgfL|Ct

network port show -ipspace Cluster



1.

16

g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

FEE BE ZF AQX|Of StLie| HEO| A=K 2HelstN K.

network device-discovery show -protocol



g EHFMR

CHE ols & 29|X|of cHet HEet ZatE HoFLCt

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp

ela csl (b8:ce:f6:19:1b:42) Ethernetl/1/1 NI9K-
C9336C-FX2

e0b cs?2 (b8:ce:f6:19:1b:96) Ethernetl/1/2 NI9K-
C9336C-FX2
node?2 /cdp

ela csl (b8:ce:f6:19:1b:42) Ethernetl/1/1 NI9K-
C9336C-FX2

eOb cs2 (b8:ce:f6:19:1b:96) Ethernetl/1/2 NOK-
C9336C-FX2

3T 7 =l
1. 222 LIFOIM XI5 =227 ZgetEfLict

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert
true

2. A9I%| cs20 M BE 22HAE| EES FR613 CHA| AISOH0] B EEO| gl BE S2AH LIFY X5 S71S
Ez|AgLict



cs2> enable

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown

(Wait for 5-10 seconds before re-enabling the ports)
cs2 (config-if-range)# no shutdown

(After executing the no shutdown command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

cs2 (config-if-range)# exit
cs2 (config) # exit
cs2#

. E2AH LIFt 2 ZEZ E[SOI}EX| RISt (12 M 22 + U3).

network interface show -vserver Cluster

S2AE LIF 5 3 ZER 275X 92 20| YO £50= HAULICL LIFE AR8 22 =E9/ % E
22| LIF E= SP/ BMC AIAE 20| AZefof gLk,

network interface revert -vserver Cluster -1if *
. 22AEHI HAQIX| OISt .

=

cluster show

o

A 22 AH QHM|0| Ao AAY S ISt K.

=



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start
() sl ®ol 3 £ SO JIT2INAIR. show AlE HES EASH: FHYLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus?2 nodel clus2
none

D= ONTAP 22|A
ZE ONTAP Z2E2|A9| AR LIS MEY = UELICE cluster ping-cluster -node <name>

o 5 I~ .
HEGS efelsts FE:

cluster ping-cluster -node <name>

19



clusterl::*> cluster ping-cluster -node node2
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

set -privilege admin
2. X135 Alo|A MY S Aot B2 AutoSupport HIAIXIE SESH0] CHA| EAM3}5HN K.

system node autosupport invoke -node * -type all -message MAINT=END

22 Boiolte?
AQ|X|Z 00| 30| M3t SOjl= CHRS 43St 4 QUBLICH "AS|X| AEH DLIEZ 7A",

O|™ Cisco A2/ X|0l|A| Cisco Nexus 9336C-FX2 2! 9336C-FX2-
T 22X O10|2g|0|M

7|Z& Cisco 22| AE AL X|0|A Cisco Nexus 9336C-FX2 3! 9336C-FX2-T 2{AH
HES 3 AQX[Z St gl= 00| 18|0| M2 e 4~ QJUEL|CT
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* 7| Cisco A%|X| & 712| 0|2 *cs1*2} *cs2* QL L}
* M2 Nexus 9336C-FX2 22 AE AQ|X|= cs1-new & *cs2-new*QIL|C}.
* ..C 0|S2 *node1*} *node2*LICt.

* S2HAH LIF 0|2 =E 12| Z2 node1_clus1 5! node1_clus2*0|11, . E 29| AL *node2_clus1 3!
*node2_clus2*QIL|C}.
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E S8 AH LIF= M2 A%|X| cs2-newZ EHOff ZX|EIL|CH
o O3 CHg L E2} cs2 At0|2] A[O|E HAE cs20i M 22(5t1 cs2-newd| CHA| HZETILICE
* 29K cs12 291X| cs1-new= CHA|EL|CE.

° SHAH LEO| ZES SRYLILH S2{AH St

>

1S ARotHH ZE ZEES SA|0| S=8H0F gfLCt.

0

* 2= 2YAH LIFE MEZ2 A9/X| cs1-new= ZHOi ZX|ELICE

o O OHZ L EQt cs1 742 #|0|= HES cs10|M 22[6t1 cs1-newO| CHA| HZETLICE

o] xt Boll= == Sl ISL(2%1X| 2t @3)0| RSHA| gi&LILt Ol= RCF HT HZE Q2 QI ISL
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15t Ofo| 20| ZH|

1. 0] 22{AE{0|M AutoSupport 243zl 2 AutoSupport HA|X|E SE350] XI5 #H|0|A MM S ofF|EtL|Ct,
system node autosupport invoke -node * -type all -message MAINT=xh

O7IM _x_& |l 22| 7|ZHAIZhH>LICt

(D AutoSupport HIAIX|= 7|& X[ El0] O] RX| 22| XIS Ae] RAI 22| 7|12 St xS #|0[A
AH0l AH| = =5 BfLICt.

2. ALEX| 2= HIAIXIZF LIEHLLH *y*E 2AsH0] Yot 2FES 1522 HAHL|C

| —_

set -privilege advanced
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Ig TEITE(*>)7} LIEFELICE.

20 ZE gL A 0|5 71
1. M ALKl M cs1-new®t cs2-new A 2|X| AFO[0}| ISLO| #H[O|2 2 HZAE|0] U1 HAQIX| 2lstM| K.
show port-channel summary

g 2HFANR

csl-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

cs2-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36(P)

2. 7|1& S2AH AQK|0| HAE 2t LEO| 22{AH XEE HEA[RLICE



network device-discovery show

HE EHFAHR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp

ela csl Ethernetl/1 N5K-
C5596UP

e0b cs?2 Ethernetl/2 N5K-
C5596UP
node?2 /cdp

ela csl Ethernetl/1 N5K-
C5596UP

e0b cs?2 Ethernetl/2 N5SK-
C5596UP

3. 2t 2e{AE ZTEQ| 22| = Y AMENE sholstL|C},
a. DE Z2|AH ZEJH Y JEIZ ZESH=X| HolstiR,

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000
healthy false
Node: node2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
eOb Cluster Cluster up 9000 auto/10000
healthy false

b. 2= S2{AH AEHO|A(LIF)7L 5 ZEO A=K RISt K.

network interface show -vserver Cluster
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g EHFMR

clusterl::*> network interface show

Logical
Current Is
Vserver Interface
Port Home

Cluster

nodel clusl
ela true

nodel clus?2
eOb true

node2 clusl
ela true

node2 clus?2
elb true

Status

-vserver Cluster

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

169.254.

169.254.

169.254.

169.254.

209.69/16

49.125/16

47.194/16

19.183/16

C. 2o{AEIL & SAH ALX|0f tigt YEE & HA[SH=X| 2helgtL|Ct.

=

Current

Node

nodel

nodel

node?2

node?2

system cluster-switch show -is-monitoring-enabled-operational true



g EHFMR

clusterl::*> system cluster-switch show -is-monitoring-enabled
-operational true

Switch Type Address

Model

csl cluster—-network 10.233.205.92 N5K-
C5596UP

Serial Number: FOXXXXXXXGS
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(4)
Version Source: CDP

cs?2 cluster-network 10.233.205.93 N5K-
C5596UP
Serial Number: FOXXXXXXXGD
Is Monitored: true
Reason: None
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
9.3(4)
Version Source: CDP

S AH LIFOIM XS E[S2(7| S HIZ-detelL|c).

O HXtofl CHel X5 =HE HIZdetotH SHAE LIFJL XAISC2 8 ZEZ SO0VHK| E&LICH OS2 3ix|
S0l ot 27t A& 2R =8 LB}

network interface modify -vserver Cluster -1if * -auto-revert false

@ s =7 E HIZ-dststH LIS ALK ZET7 Z=E WTF ONTAP 2 AE] LIFE ZOK
ZX|RLIC

- S AH AQ{X| cs20f| M 22{AE LIFS Foll ZX[5H7| 9f8 2E =E29| S2{AH ZEO| AEE ZES
SzLCt
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6.

28

cs2# configure

cs2 (config) # interface ethl/1-1/2

cs2 (config-if-range)# shutdown

cs2 (config-if-range) # exit
cs2 (config) # exit
cs2#

22| AH LIF7I 22 AE AKX cs10]| SAEIEl TEZ T ZX|E[Y=

AL,

network interface show -vserver Cluster

HE EHFAHR

clusterl::*> network interface show

-vserver Cluster

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster
nodel clusl up/up 169.254.3.4/16
ela true
nodel clus2 up/up 169.254.3.5/16
ela false
node2 clusl up/up 169.254.3.8/16
ela true
node2 clus2 up/up 169.254.3.9/16
ela false
S AR HAQIX| 2l5HM( 2.
cluster show
OE EHFAH
clusterl::*> cluster show
Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

Current

Node

nodel

nodel

node?2

node?2



. 2HAH LIF7L AX| cs12 ZOH X[ =R 0 SHAE T HAQI
SHAH LIF7F AHO|X| tHALE 22 AT HAXO|X]

T ASLICEH

a. DE LCo| S3AE ZEO A IE

cs2# configure
cs2(config)# interface ethl/1-1/2
cs2 (config-if-range)# no shutdown

£ =8It

cs2 (config-if-range) # exit

cs2 (config)# exit

cs2#

b. 22{AE LIF7t 2HAE AL|X| cs10]|

A LIC

network interface show -vserver Cluster

HE EHFAHR

clusterl:

Current
Vserver
Port

SARE XEZ TOi =X = A}=X

o
o
—

:*> network interface show

Logical
Is
Interface

Status

|
oS

-vserver Cluster

A2 cre
erC

Network

O|s&hL|Ch A 10 . &
I*IﬂcﬂWWQQQ%

Admin/Oper Address/Mask

Current

Node

Cluster

ela

ela

ela

ela

nodel clusl
true

nodel clus2
false

node2 clusl
true

node2 clus?2
false

C. 2HAEIF YUK 2QlSHA K.

cluster show

up/up

up/up

up/up

up/up

169.254.3.

169.254.3

169.254.3.

169.254.3.

4/16

.5/16

8/16

9/16

nodel

nodel

node?2

node?2

29



g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

9. LIF & E{AE MEHE BT T TZMHAE CHA| A|ZISHM|Q.EHA|. 4 .
10. 2= Z3AE LE HZA HO0|EE 7|Z cs2 AKX M cs2-new AQX|Z 0|SEtL|CE

2HAH L E HE #|0|=0| cs2-new A%|X| 2 O| S&[ASLICH

MNodel Node2

..-'.‘ _ﬂ r_ .
Switchcsl | [ switch cs2 Switch cs1-new Switch cs2-new
., N > N
1. cs2-newZ O|SE HEYI HZO| MEHE QSN R:

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

0|5 ZE SAH ZEE &F S0|0{0F gLt
12. 2HAE ZEO|M 0|2 HEE 22I5tM K.

network device-discovery show -protocol cdp
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13.

14.

15.

32

g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Discovered
Device (LLDP: ChassisID)

Interface

Node/ Local
Protocol Port
nodel /cdp
ela
C5596UP
eOb
C9336C-FX2
node?2 /cdp
ela
C5596UP
elb
C9336C-FX2

O|sEl 22{AE EEJ} cs2-new A

csl

cs2-new

csl

cs2-new

Ethernetl/1

Ethernetl/1/1

Ethernetl/2

Ethernetl/1/2

FIXIE 0[R2 = QUM SH=R| =HelgtL|Ct.

switch cs2-new?2| HH0|IA AQX| LE HZAZ SQISIN| Q.

cs2-new# show interface brief

cs2-new# show cdp neighbors

S AE A2{X| cs10f| M 22{AE LIFO| CHeE Foi =X S Fot7| ?lof 2ZE ==9| S2{AF ZEO| AEE

ZEE ZZLC

csl# configure

csl (config) # interface ethl/1-1/2
csl (config-if-range)# shutdown

csl (config-if-range)# exit

csl (config)# exit
csl#

S AH LIFE cs2-new AQ|X|Z Zo =X|EIL|Ct.

Z2AH LIF7t AQX| cs2-newlf| SAEIE TEZ Z0f TX|E[A=X]

network interface show -vserver Cluster

Platform

N5K-

N9K-

NS5K-

NOK-

2l A
== T

o
AA

L.



g EHFMR

clusterl::*> network interface show -vserver Cluster

Current
Vserver
Port

Cluster

e0b

e0b

eOb

e0b

Logical
Is
Interfac

nodel clusl
false

nodel clus2
true

node2 clusl
false

node2 clus2

true

16. 2| AE I} HARIX| Q1SN 2.

cluster show

CEEIES )

=

Status

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

clusterl::*> cluster show

Node

Health Eligibility

169.254.3.4/16

169.254.3.5/16

169.254.3.8/16

169.254.3.9/16

Epsilon

true true

true true

false
false

17. 22{AH =& HZ 70|22 cs10M MZ cs1-new A X2 FZLICE

SHAH LEHE

AHO|20]| cs1-new A2|X| 2 O|SE|Y&LICH

Current

Node

nodel

nodel

node?2

node?2
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18.

34

MNodeal

]
|
1
1
1
1
La="

MNode2

) '8
Switch csl Switch ¢s2

Switch cs1-new

Switch cs2-new

cs1-new= O|SE HEHI HE| HEHE 2ISIHIR.

network port show -ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node?2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

0|5 ZE SAH ZEE &F S0|0{0F gLt
19. 22 AE ZEO|M 0|2 HEE 2olstM .

network device-discovery show
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g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID)
Platform
nodel /cdp

ela csl-new
C9336C-FX2

eOb cs2-new
C9336C-FX2
node?2 /cdp

ela csl-new
C9336C-FX2

eOb cs2-new
C9336C-FX2

O|sEl 22{AE EEJ}cs1-new ALX|E 0|ROZ QlAIGH=X| 2tolst

20. AQ|K| cs1-new?| ZEOIM A9X| ZE HAZES =QISHA K.

csl-new# show interface brief
csl-new# show cdp neighbors

21. cs1-new?} cs2-new AH0|2] ISLO| OJF S| At E5H=X| 2QISHA|R.

show port-channel summary

36

Interface

Ethernetl/1/1

Ethernetl/1/2

Ethernetl/1/1

Ethernetl/1/2

N9K-

N9K-

NO9K-

N9K-



g EHFMR

csl-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36 (P)

cs2-new# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

3EHA: 7 =l
1. 22| AH LIFOIM Xt3 =E2[7|E gdatetLch
network interface modify -vserver Cluster -1if * -auto-revert true

2. AQ0X| cs20M 2E S2AE ZEES BRI CHA AJZISH0] 8 ZEOf 2l= 2= 2212H LIFS X8 5HE
E2|A gLt



cs2> enable

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown

(Wait for 5-10 seconds before re-enabling the ports)
cs2 (config-if-range)# no shutdown

(After executing the no shutdown command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

cs2 (config-if-range)# exit
cs2 (config) # exit
cs2#

. E2AH LIFt 2 ZEZ E[SOI}EX| RISt (12 M 22 + U3).

network interface show -vserver Cluster

S2AE LIF 5 3 ZER 275X 92 20| YO £50= HAULICL LIFE AR8 22 =E9/ % E
22| LIF E= SP/ BMC AIAE 20| AZefof gLk,

network interface revert -vserver Cluster -1if *
. 22AEHI HAQIX| OISt .

=

cluster show

o

A 22 AH QHM|0| Ao AAY S ISt K.

=



ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start
() sl ®ol 3 £ SO JIT2INAIR. show AlE HES EASH: FHYLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2 clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus?2 nodel clus2
none

D= ONTAP 22|A
ZE ONTAP Z2E2|A9| AR LIS MEY = UELICE cluster ping-cluster -node <name>

o 5 I~ .
HEGS efelsts FE:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node node2
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel ela
Cluster nodel clus2 169.254.49.125 nodel e0b
Cluster node2 clusl 169.254.47.194 node2 ela
Cluster node2 clus2 169.254.19.183 node2 eOb

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. XI= AHo|A MM S AKX|ISH 22 AutoSupport HIAIX|S SZESH0] CHA| ZMSISHMR. system node
autosupport invoke -node * -type all -message MAINT=END

toja2jo] ¥t 20 = ChE2S =AY = ASLICH 29X LEf ZL[EZ 74",

2L AQX| 22{AEZ Of0|8|0|M

7|1&0| 21 E AQ|X[2|A E2{AE &HO0| Y= HL Cisco Nexus 9336C-FX2 5! 9336C-
FX2-T AQX|IE AFESHH 2 E AQ(X| EHAE 2tHO=Z 00| 1g|0|ME 4~ QJUELILCY.
Ofo|223f|0|M T2 MAL 2 TEL} Twinax ZEE AIE8t= RE LEo|M ZHES6HX|0H L EJF 23{AEH HEYA
ZEO 2EE 10Gb BASE-T RJ45 ZEE ALE6t= H 2 0] AX[MAM= KR X| Q&L|C.

HE Q7 At2

Qs 7

* 2B ARR|E|A FES B

%

° 2l E AR(X[2[A FE0| SHIEA 2FE 1 HS5t AL
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° BE S2{AH ZETL &S MEfL|CH
° DE S AH =2| QIE{H0|A(LIF)= X5 AlEjO|H & X E0]| U&LCE.
o HLC} "Hardware Universe" X[ &= 2= ONTAP H 0| CHaY.
* Cisco Nexus 9336C-FX2 AQ|X| 49| AL
o EARIX ZFE 2| HEYI HE 7|52 XF1 USLICHL

o SRAE APKl| 2oz W2 4 AL,

I>
>
)
>
o
>
A

> Nexus 9336C-FX2 - E 7t HZ0l= Twinax EE= THO|H #|0|=2 2 AFEEIL|CY.

2ot "Hardware Universe" #[0| 22 0f| CHeE XiAeh LHE2 7S HZSHMIR.

* ISL(Inter-Switch Link) 0| &2 & 9336C-FX2 A%[X|2| ZE 1/352} 1/360{ HZEEL|C.
* &£ 9336C-FX2 29|X|Q| £7| A+EX Hol7t 2= &[0 LSt 22 Zap7} LIZSLICE
° 9336C-FX2 A9|X|= A4 HTO| AT EQO|E At AELICH
° *°|X|01| X 74 I (RCF)O| HEELICE SMTP, SNMP, SSH 2| 2= AO|E A%} Heol= M
A2 KoM - ELIC.

Oof| Afof] 2t5to]
Of Exto| ool M= LhS 2 AH A9|X|QF LE BHHS AHERLICH

* 9336C-FX2 A2|X|2] 0|22 cs12t cs2®IL|LC}.
* 22{AFK SVMQ| 0|£2 node12t node2IL|Ct.

* LIFQ| 0|E2 E 10X = 22t node1_clus12t node1_clus20|1, .= E 20| = 2+2} node2_clus1zt
node2_clus2®lL|C}.

* 02 clusterl::*> ZETIEE S AEQ| 0|22 LIEMLICE

—_

* O] XM AIRE|= 23{AE ZEL= e0a2t eObQIL|CE

2. 2Ct "HWU01| = Ft

HC} "Hardware Universe" 31 E0i| CHot 22{AH ZEO| Cfst BE = LSS HX5tX
e CHSE XhMI3H LHE2 CHS S

=
HE = ZH|E dAot= O] 220t BE= FAYLIT ALK HX| 27 Arg
Jél-xol.AlMg.

00|' mlo

PN PN
|:|
of

22| K| ofo| 2|0

1TH2: Ofo| J3[0] M Z=H|

1. 0] 22{AE0|M AutoSupport &2-43tEl AL AutoSupport HAIX|E SESH0] XH5 #H|0|A MM S fF|etL|Ct,
system node autosupport invoke -node * -type all -message MAINT=xh

07| M x= FX| 22| 71ZHAIZhH LI

@ AutoSupport HIA|X|= 7|= X[ El0f| O] RX| 22| ZHS 2 |X| 22| 7|2t St XtHs AH|o|A
MA0| AN E| == THL|C},

2. {tt £72 NFOT WHSIRT 1SS YHSIR. y ALt HAIKIZH EAIE|H:
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set -privilege advanced

g TETE (x> )0| LIEFLICE

2CH|: LE 5l 70| £
1. M22 22{AE AQK| cs12t cs20|A 20| HEE BE TE(ISL ZE N|Q|)S H[ZAS}etL|Ct.
ISL ZEE H|2M35HR| OFM| K.
O E EHFAH R
CtE oflofl M= ALK cs10|M =20 HEE T E 1~347} H|Z MR JYSS EHELICE
csl# config
Enter configuration commands, one per line. End with CNTL/Z.
csl (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el1/4/1-4,

el/5/1-4, el/6/1-4, el/7-34
csl (config-if-range)# shutdown

2. 5 9336C-FX2 A2|X| cs12f cs2 ALO[2| ISL1t ISLe| S2|H XETJH EE 1/352F 1/360| A ZSsH=X|
SQISHN|R.

show port-channel summary
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g EHFMR

CH2 WO M= ISL ZEJ} AQK| cs10AM 2HS SR8 HO{FL|C}

csl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl1/35 (P) Ethl/36 (P)

CHS OloiM = ISL ZETF A9[X] cs20l|M S S S EHFLICL

(cs2)# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/35 (P) Ethl/36(P)
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show cdp neighbors
O] BH2 AIAH0| HEE ZX|of et YEE MS et
E EHFMR

CHS OloiM = 291K cs12] 1F FX|S LIELIL.

csl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s — Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
cs?2 Ethl/35 175 R S I s N9K-C9336C
Ethl/35
cs2 Ethl/36 175 R ST s N9K-C9336C
Ethl/36

Total entries displayed: 2

CHS OloiM = 291K cs22] 1F XIS LIEELIL.

cs2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
csl Ethl/35 177 R S I s N9K-C9336C
Ethl/35
csl Ethl/36 177 R S I s N9K-C9336C
Ethl/36

Total entries displayed: 2



K= 50

4. DE S A ZEJ} &

RIX| =HQISHM| L.

network port show -ipspace Cluster

Zt TEE= CHEat 20

o€ EHFAR

clusterl:

Node: nodel

Port IPspace
ela Cluster
healthy

e0b Cluster
healthy

Node: node?2

Port IPspace
ela Cluster
healthy

eOb Cluster
healthy

| EA|Z|0{Of BLICE nink 2|10

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

Broadcast Domain Link MTU Admin/Oper

Cluster up

Cluster up

4 entries were displayed.

5 BE

network interface show

2t 2HAE LIFEC
22/ 2.

S AH LIF7L &S 52X

=22 EAISHOF EL|Ct true ~2

stolstA| K.

-vserver Cluster

et 1s Home O2|11

AASICE Health Status.

:*> network port show -ipspace Cluster

Health
Status

Speed (Mbps)

9000 auto/10000

9000 auto/10000

Health
Status

Speed (Mbps)

9000 auto/10000

9000 auto/10000

ZtX[ARUCt status Admin/Oper
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g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
ela true

nodel clus2 up/up 169.254.49.125/16 nodel
e0b true

node2 clusl up/up 169.254.47.194/16 node2
ela true

node2 clus2 up/up 169.254.19.183/16 node2
elb true

4 entries were displayed.

6. 2HAES 2 E LIFOIM Xt& =[E2|7| 7|58 HlgdetgLict
network interface modify -vserver Cluster -1if * -auto-revert false

g EHFMR

clusterl::*> *network interface modify -vserver Cluster -1if * -auto
-revert false*

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl false

nodel clus2 false

node2 clusl false

node2 clus?2 false

4 entries were displayed.

7. == 19| 22{AH XE e0allM #HO|22
At25t0 e0as SHAEH AQK| cs19] X

of L 336C-FX2 22| X|0i| M X|#5t= XEet A 0|23
of @ZgLct.

e
(o]

M [

2|t
1

46



8.

9.

10.

J9k=2 "Hardware Universe - 22| X|" #|0| =2 0f| CHet XtA|et ME I} TStE|of JSLICE
"Hardware Universe - AQ|X|"

L E29| 22{AE IE e0allA #H 0|22 £2|8t L2, 9336C-FX2 AL X|0f|M X|st= A AHo|l22
ArE25I0 e0aE E2{AH ARIX| cs12] ZE 20 HZBIL|CE

SAE ALK cs10M BEE LE HE ZEE gHoletL|Ct
g EHFAMER
CHe ool M e ARIK| cs10M ZE 1/1~1/347} E83tE|0] Y2 S HHFLICH
csl# config
Enter configuration commands, one per line. End with CNTL/Z.
csl (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el1/4/1-4,

el/5/1-4, el/6/1-4, el/7-34
csl (config-if-range)# no shutdown

DE 22 AH LIF7t 25 FIX| &QIstM| L.

network interface show -vserver Cluster
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1.

12.

48

g EHFMR

CtS WA= node12}t node20|M 2 E LIF7t 2 M3tE|0] 22 EHELICE

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Home
Cluster

nodel clusl up/up 169.254.209.69/16
false

nodel clus2 up/up 169.254.49.125/16
true

node2 clusl up/up 169.254.47.194/16
false

node2 clus2 up/up 169.254.19.183/16
true

4 entries were displayed.

S AHS LE MEfo]| et HEE EA[SLICL
cluster show
O E EHFA R

CHZ ool M= S22 W ==9| dEfet M

clusterl::*> cluster show

Node Health Eligibility
nodel true true
node?2 true true

2 entries were displayed.

T 19| E2{AH XE e0b0|A #A[0|=2S
AE3t0] e0bE S2{AE A(X| cs22| £

=
o
E

of

—

2|t
1

4of| chet

C
HZLICE

Current

Node

nodel

nodel

node?2

node?2

2, 9336C-FX2 AL X|0|M X| &St &

Port

eOb

eOb

e0b

e0b



13. =29 22{AE ZE e0b0f|A 70|22 22|38t CHS, 9336C-FX2 ARIX|0IM X|Hst=
A5 eObE 2 AE AQ[X| cs29| EE 20| HZEEIL|CE.

14. ZHAE AR(X| cs20|M BE LE HE ZES g43tetL|Ct.
0 E 2HFAMR

CHe OolloiME ARIK| cs20iM E 1/1~1/347}F &30 YSS HHFLICH

cs2# config

Enter configuration commands, one per line. End with CNTL/Z.
cs2 (config)# interface el/1/1-4, el/2/1-4, el1/3/1-4, el/4/1-4,

el/5/1-4, el/6/1-4, el/7-34
cs2 (config-if-range)# no shutdown

15. BE S2{AE| ZEJ} ZHE ZOIX| 2H0I5HN| Q.

network port show -ipspace Cluster



g EHFMR

Ct2 dilMe BE 22{AE EEJ} node12t node20|A X5 S HO{FL|CE

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000

healthy false

4 entries were displayed.

3EHA: 7 =l
1. 22{AH LIFOIM Xt& = E2(7|E gdatetLch
network interface modify -vserver Cluster -1if * -—-auto-revert true

2. A9I%| cs20| M DE S2AE| EES BRI CHA AIRI6H0] & EEO gl BE 22{AH LIFS| 15 2US
Ea|Astct.
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cs2> enable

cs2# configure

cs2 (config) # interface ethl/1-1/2
cs2 (config-if-range)# shutdown

(Wait for 5-10 seconds before re-enabling the ports)
cs2 (config-if-range)# no shutdown

(After executing the no shutdown command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

cs2 (config-if-range)# exit
cs2 (config) # exit
cs2#
3. B2AH LIF7H S ZEE SISO0IZH=X| SRISIR(1E HE ZY 4 US).
network interface show -vserver Cluster

S2AE LIF 5 3 ZER 275X 92 20| YO £50= HAULICL LIFE AR8 22 =E9/ % E
22| LIF E= SP/ BMC AIAE 20| AZefof gLk,

network interface revert -vserver Cluster -1if *
4. D E QIE{H|O| AT} true2 HA|Z|=X| 2OISHAMA|R. Ts Home :

network interface show -vserver Cluster

() eEstooyems 2y 4 AsU
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g EHFMR

Ct2 ool A= 2= LIF7} node12t node20i| Q!

clusterl::*> network interface show -vserver Cluster

Current Is
Vserver

Home

Cluster

true

true

true

true

Logical

Interface

nodel clusl

nodel clus?2

node2 clusl

node2 clus2

Statu

S

1 Is Home Z1t= AMMQLICE:

Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

4 entries were displayed.

5 & L& o= ZF AQ|X|of StLiel HEA
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show cdp neighbors

ol

A=K

169.254.

169.254.

169.254.

169.254.

209.69/16

49.125/16

47.194/16

19.183/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

e0b

ela

elOb



g EHFMR

CHE ols & 29|X|of cHet HEet ZatE HoFLCt

(csl)# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s — Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 133 H FAS2980
ela
node?2 Ethl/2 133 H FAS2980
ela
cs?2 Ethl/35 175 RS TIs N9K-C9336C
Ethl/35
cs2 Ethl/36 175 R S I s NOK-C9336C
Ethl/36

Total entries displayed: 4

(cs2) # show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 133 H FAS2980
e0b
node?2 Ethl/2 133 H FAS2980
elb
csl Ethl/35 175 R S I s N9K-C9336C
Ethl/35
csl Ethl/36 175 R S I s N9K-C9336C
Ethl/36

Total entries displayed: 4
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SHAEOM JME HIERS FAof et YEE EAIRLICE

network devi

HE EHFAMR

clusterl:

Node/
Protocol
Platform

C9336C

C9336C
nodel

C9336C

C9336C

4 entrie

ce-discovery show -protocol cdp

:*> network device-discovery show -protocol cdp
Local Discovered
Port Device (LLDP: ChassisID) Interface

/cdp
ela csl 0/2
elb cs?2 0/2
/cdp
ela csl 0/1
e0b cs?2 0/1

s were displayed.

0| HZ Gt U =R] 2elotM K.

network opti

clusterl::

ons switchless-cluster show

o
ro
HU
Ot
rr
i}
we
M
=)
Y
e
4>
$0
o>
-
i}
W
M
=0
tot
N
™
=]
al
(]3]

XE 7|t M R.

*> network options switchless-cluster show

Enable Switchless Cluster: false

SAEO[ L& HH YEIE RISt L.

cluster show

=

N9K-

N9K-

N9K-

N9K-



of

o

£ EFAMR

CH2 ool M= 22 W ==9| dEfet A dof| thet F

ot HEHE 20 FLIC

clusterl::*> cluster show

Node Health Eligibility
nodel true true
node?2 true true

A 22 AH QEM|0| Ao HEYS 2QISHA K.

o =
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. ot +FS ChA| ZE|Xt2 HERLIC
set -privilege admin

2. Xt3 Alo|A MM S AX|St AL AutoSupport HIAIXIE = E5H0] CHA| 2Hd3t5HN| R,

system node autosupport invoke -node * -type all -message MAINT=END

to|22f|o| Mgt 20 = LSS Y & ASLICE "A9X LEf ZLIHE 4"
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