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cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h
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https://hwu.netapp.com/

O 2HFAMR

CHS oloA = AQK| cs10|A =E0f| HAE TE 1~127} H|ZHA3}E|0f

(csl)> enable

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# shutdown
(csl) (Interface 0/1-0/12)# exit
(csl) (Config) # exit

Lt ool M= A91X] cs20iM = E0f HEE ZE 1~127} H[Z-H2Hz|0]

2)> enable
cs2) # configure

(c

(

(cs2) (Config)# interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# shutdown
(cs2) (Interface 0/1-0/12)# exit
(cs2) (Config) # exit

2. &= CN1610 22{AE AQX| cs11t cs2 AO|Q] ISLT} ISLe| E2|X ZEII 5

show port-channel

ASE BOFLIC

ASE EHSLICE



g EHFMR

CHS OlM= ISL ZETHCHE 2t 22 AE EHFLICE up 291X cs10[Al:

(csl) # show port-channel 3/1

Local INterface. . v inn ittt it e it teeneennnnn 3/1
Channel Name. . ... oot ittt eneeeeeeeeeeanenaeans ISL-LAG
Link State. ...ttt ittt it e tteeetneeaean Up
Admin MOde . « v vttt ittt ettt ettt aeeenonaneeens Enabled
Y e e e e e e e e e e e ae e eneeeseneeesaneeesaneeeeaes Static
Load Balance Option. ..ottt eeeeeeeeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

Lt ool M= ISL ZEJt TS0 22 WS EHFELICE up 291%] cs20i|M:



(cs2) # show port-channel 3/1

Local INterfacCe. vttt ittt e ettt eeeeeaenn 3/1
Channel Name. ...ttt it ittt eeeeeeeeeeeeeeeenens ISL-LAG
Link State. ...ttt ittt ettt Up

72N o o W (o Y L Enabled
T P e e e v e e e e et e e e ae e aeeeeeeeeeeneeoeeeneeaneennns Static
Load Balance Option. ..t ieen et eeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

3. 0|2 TX| =E2 HAILIC

show isdp neighbors



g EHFMR

CHS OloM = 291K cs12] 1F FX|S LIEELIL.

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

CHS OloM = 291K cs29| 1F XIS LIE LI,

(cs2) # show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1lo61l0
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16

4. 22{AEH ZE 228 EA|ELICE

network port show



g Eo{FAM R

CHE ool M= A8 7hstt 23AH ZEE HOFLIC]



cluster::*> network port show -ipspace Cluster

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: nodel
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false
elc Cluster
healthy false
e0d Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false
Node: node2
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster
healthy false
elc Cluster
healthy false
eld Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

12 entries were displayed.

up 9000
up 9000
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



5. 2t SHAH XEJ i MEL] AR LEO| siE ZE0| HZEE0] Y=X| ISHM K.

run * cdpd show-neighbors

HE EHFAMR

CHS ool M= E2{AE EZE e1a?t e2a’l EHAH LIEL] LE2| STt ZE| HELN JASS

HoHELICH
cluster::*> run * cdpd show-neighbors
2 entries were acted on.
Node: nodel
Local Remote Remote Remote Hold
Remote
Port Device Interface Platform Time
Capability
ela node?2 ela FAS3270 137
H
e2a node?2 eza FAS3270 137
H
Node: node2
Local Remote Remote Remote Hold
Remote
Port Device Interface Platform Time
Capability
ela nodel ela FAS3270 1ol
H
e2a nodel eza FAS3270 161l
H

6. D= SHAH LIF7L A=K FASHIAIL. up 2|11 2F:

of
network interface show -vserver Cluster

2t 22{AE LIF= CHS2 EAISHOF &LICE true & 0.



7.

10

g EHFMR

cluster::*> network interface show -vserver Cluster

Logical Status
Current Is
Vserver Interface
Home
nodel

clusl up/up
true

clus? up/up
true
node?2

clusl up/up
true

clus?2 up/up
true

4 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10

Network

Admin/Oper Address/Mask

10.1/16

10.2/16

11.1/16

.11.2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eza

ela

e2a

(D) 10ERE 13E27RIl CHg 47 U Oto| 20| 4 BHS 2 = SofA S8eor BLCt,

HE SHAH ZETF JUEX 2RISHHAL. up :

=

network port show -ipspace Cluster



g EHFMR

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

eZa clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus2 up 9000 true/true full/full
auto/10000

4 entries were displayed.

8. MMBICt —auto-revert DN7HHS false & =29 22{AE LIF clus1 U clus20f|A:
network interface modify

g EHFMR

cluster::*> network interface modify -vserver nodel -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver nodel -1if clus2 -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clus2 -auto

-revert false

@ Z2|A 8.3 0|Ao| AR LIS HHE AMESIMR. network interface modify -vserver
Cluster -1if * -auto-revert false

©
ro

A 22 AH QIEM|0|AS] HAHS 2QISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl:

Host 1s node?2

Getting
Cluster
Cluster
Cluster
Cluster

Local

Cluster Vserver Id = 4294967293

= 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125

Ping status:

Basic connectivity succeeds on 4 path(s

Basic connectivity fails on 0 path(s)

Detected 9000

Local
Local
Local
Local

169.254.
169.254.
169.254.
169.254.

byte MTU on 4 path(s):

47 .
47.
19.
19,

Larger than PMTU
RPC status:

2 paths up,
2 paths up,

1. ztrc

0 paths down
0 paths down

194 to Remote
194 to Remote
183 to Remote
183 to Remote

communication

169.254.
169.254.
169.254.
169.254.

:*> cluster ping-cluster -node local

addresses from network interface table...
nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
node2 clus2 169.254.19.183

nodel e0a
nodel e0b
node2 e0la
node2 e0b

)

209.69
49.125
209.69
49.125

succeeds on 4 path(s)

(tcp check)
(udp check)

o 220N clus12 ZE e2aZ O+0| 1|0 M LT}

network interface migrate

OlE Ho{F

CHE dloM =

cluster:

N

:*> network interface

-source—-node nodel -dest-node nodel

cluster:
-source-node node?2

®

222 8.3 0|49 AL L2 BHS

O ocoo=2

:*> network interface

—-dest-node node?2

clus12 node12} node29| L E e2aZ O10|18|0| M=

migrate -vserver
-dest-port
migrate -vserver

-dest-port

ZZMAE EELICH

nodel -1if clusl
ela
node?2 -1if clusl
e2a

AMESIM|R. network interface migrate -vserver

Cluster -1if clusl -destination-node nodel -destination-port e2a

2. 010| 22|0|H0| SH-E|A=X| 2RIt L.

13



3. ELE 00N 22{AE ZE e1a= ZE8IL|LCI

14

network interface show -vserver Cluster

HE EHFAMR

CH2 WM A= clus10| node1Zt node22| ZE e2aZ 00| 12{|0|ME|QI=X| &tolstL|C},

cluster::*> network interface show -vserver Cluster

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Home
nodel

clusl up/up 10.10.10.1/16
false

clus? up/up 10.10.10.2/16
true
node?2

clusl up/up 10.10.11.1/16
false

clus?2 up/up 10.10.11.2/16
true

4 entries were displayed.

network port modify

g HHFAHR

Ct2 of| ™[0l A= node1Z} node20| M ZE e1aE ZSESt=

cluster::*> network port modify -node

false

cluster::*> network port modify -node

false

network port show

Current

Node

nodel

nodel

node?2

node?2

YES 2o FELC

Port

e2a

eza

eza

e2a

nodel -port ela -up-admin

node2 -port ela -up-admin



O 2HFAMR

CI2 of|0l M= ZE e1a?} down node1Z} node20i|A:

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link  MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl down 9000 true/true full/full
auto/10000

eZa clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl down 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

. EE 19| 2 AE EE et1alA #HO|=2 £2/3t CFS, CN1610 AL X|0f| M X|&l5t= MESH A|0| 22 AHE5H0
elas S2{AE AQX| cs19] ZE 10| HATHL|C

J8k="Hardware Universe" 70| S 0f| CHSt XtAISH A7t EoE|of JSLICH

- - E29| 2AH ZE e1alilM 0|22 22/¢t L2, CN1610 29I X|0|M X|45H= XETt #[0| 22 AHE%HY
elaE SHAE AKX cs19| ZE 20| HAAGLICE

. BHAE ALK cs10|M BE L& HZE TEE SAMSSHL|CE

HE EHFAHR

CHS G0 M= AQIK| cs10lM ZE 1~127t gdotE|0] S E EOFLIC

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# no shutdown
(csl) (Interface 0/1-0/12)# exit

(csl) (Config) # exit

15
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8. 2t LEO|A X I 22| AE LE e1as SASEILICE
network port modify
OE EHFAH R

CHe HIA[0ll A= node 12t node20i A ZE e1aE g4elsh= WHE EESLICL

cluster::*> network port modify -node nodel -port ela -up-admin true

cluster::*> network port modify -node node2 -port ela -up-admin true

9. BE SHAE ZETJ UEX| &RISHIAR. up :
network port show -ipspace Cluster
oE HHFAHR

CIE oo s 2E 22{AE ZEJ} up node12t node20]| A:

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

ela clus?2 up 9000 true/true full/full
auto/10000

4 entries were displayed.

10. &£ & DZ0f|A O|Fof| OF0| I&|0|MEl clus12 elaZ E|STILICE.

network interface revert

16



g EHFMR

CtS OfIMIl M= clus12 node1t node22| X E e1aZ E|S2|= WHE HO{EL|CL

cluster::*> network interface revert

cluster::*> network interface revert

2|4 8.3 0[429 B Lt

®

1. RE SHAH LIF7t Q=X 2ol

= JHS MESIMR.

Cluster -1if <nodename clus<N>>

SHYAIR. up , 2B & EA

network interface show -vserver Cluster

g 2HFANR

Ct2 Olo| M= 2= LIFZt up =E13F = E201 A "Is Home" € 227t ChE 1 Z5LICEH true:

-vserver nodel

-vserver node?2

network interface revert

true "&" SO0 A:

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?2
true
node?2

clusl
true

clus?2
true

Status Network

Admin/Oper Address/Mask

up/up 10.10.10.1/16
up/up 10.10.10.2/16
up/up 10.10.11.1/16
up/up 10.10.11.2/16

4 entries were displayed.

12. 22 AEQ| L E HEfjof TSt HEE HAILIC

cluster show

Current

Node

nodel

nodel

node?2

node?2

-1if clusl
-1if clusl

—vsServer

Port

ela

e2a

ela

e2a

17



O 2HFAMR

CIS ool = S 2AE W Eo| MEfet MA Lo ciet MEE HA|gL|CH
cluster::*> cluster show
Node Health Eligibility Epsilon
nodel true true false
node?2 true true false
13. 2t LEO| 2&0|M clus2E EE e1aZ 00|20 MTtL|CE.

network interface migrate

g 2HFAMR

Ct2 o|0| M= clus2E node1d} node28| X E e1aZ 0t0|12||0|MstE TEMAE HHEL|CE

cluster::*> network interface migrate -vserver nodel -1if clus2
—-source-node nodel -dest-node nodel -dest-port ela
cluster::*> network interface migrate -vserver node2 -1if clus2
-source-node node2 -dest-node node2 -dest-port ela

22|A 8.3 0|Ao AR LIS HHZ AMESIMR. network interface migrate -vserver

Cluster -1if nodel clus2 -dest-node nodel -dest-port ela

®

14. 00| 224|0[ 40| +™E|AU=X| 2QISHM K.

network interface show -vserver Cluster

18



g EHFMR

LIS oMol M= clus27t node12} node22| ZE e1aZ O10| 12{|0| ME|Q=X| EHoltL|C},

cluster::*> network interface show -vserver Cluster

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

10.

10.

10.

10.

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?
false
node?2

clusl
true

clus?
false

4 entries were displayed.

15. & L E DE0|AM 22AE ZE e2aE ZEYLICE

network port modify

HE EHFMR

10.

10.

10.

10.

L

Ct2 of| ™[0l M= node13} node20|M ZE e2aE ZR2ot=

cluster::*> network port modify -node

false

cluster::*> network port modify -node

false

16. ZLE MENE 2olstM :

=

network port show

Network

10.1/16

10.2/16

11.1/16

11.2/16

Current

Node

nodel

nodel

node?2

node?2

YHS EHFELICL

Port

ela

ela

ela

ela

nodel -port e2a -up-admin

node?2 -port e2a -up-admin

19



O 2HFAMR

CI2 of|0| M= EZE e2a?} down node12} node20i|

M:

cluster::*> network port show -role cluster

Auto-Negot Duplex
(Mbps)
Node Port Role Link  MTU Admin/Oper Admin/Oper
Admin/Oper
nodel
ela clusl up 9000 true/true full/full
auto/10000
eZa clus? down 9000 true/true full/full
auto/10000
node?2
ela clusl up 9000 true/true full/full
auto/10000
e2a clus2 down 9000 true/true full/full
auto/10000
4 entries were displayed.
17. LE 19| 2AH ZE e2a0|M #|0|2S 22[¢t CH3, CN1610 22| X|0l| M X|{5t= XAt A0
e2asS S AH AQK| cs29| ZE 10| HZEILIC
18. LLE29| 22{AH ZE e2a0llA #H[0|2S 220t CHZ, CN1610 AL X0l M X|{st= MG
e2aE SHAE AQK| cs29| ZE 20| HAARLIC
19. S2{AH AR[X| cs20iM BRE LE A ZEE S4SHEL|CL

O 2HFAMR

CHS olloflA = AKX cs20l|M EE 1~127t 430 JSS B SLICEH

(cs2)# configure

(cs2) (Config) # interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# no shutdown
(cs2) (Interface 0/1-0/12)# exit

(cs2) (Config) # exit

20. Zt L EO|AM 5= HIY 22{AE ZE e232

20
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g EHFMR

CtS WA= node1Zt node20|A ZE e2aS M3t WS HOjELICH

cluster::*> network port modify -node nodel -port e2a -up-admin true
cluster::*> network port modify -node node2 -port e2a -up-admin true

21. BE SAH ZET} JEX HRASHHAIL. up
network port show -ipspace Cluster

0 EHFAMR

CIE oloM= 2E 23{AEH ZEJ} up node12 node20]| Al:

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

ela clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

22. = & ZF0|M clus2(0|F0j| Oto| 12|0| M EE e2aZ = SEILICH

network interface revert

21



g EHFMR

CtE OIMI0l M= clus2E node1t node22| X E e2aZ E|S2|= WHE HO{EL|CL

cluster::*> network interface revert -vserver nodel -1if clus?2

cluster::*> network interface revert -vserver node?2 -1if clus?2

2|2 8.3 0| ¢0|M= BHO| 20 Z&LICH cluster: : *> network interface
(:) revert -vserver Cluster -1if nodel clus2 2|1 cluster::*> network
interface revert -vserver Cluster -1if node2 clus2

3CH: 2 et=
1. DE QIE{H|O| AT} EA|Z|=X]| &USIM|R. true "2" SOf|A:

network interface show -vserver Cluster

HE EHFAHR

CHE ool = 2E LIFZt up =E12H =220 M "Is Home" € 217t ChZat Z5LICH true:

cluster::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
nodel

clusl up/up 10.10.10.1/16 nodel
ela true

clus?2 up/up 10.10.10.2/16 nodel
e2a true
node?2

clusl up/up 10.10.11.1/16 node?2
ela true

clus?2 up/up 10.10.11.2/16 node?2
e2a true

2. Y7 22{AH QE{H0|A9 HZEYE IsHM|R.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>

23



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

T [BEHAN & =& 25 2t A9|X[0l| 71l HEO| A=X| =St

show isdp neighbors
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g EHFMR

CHE ols & 29|X|of cHet HEet ZatE HoFLCt

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
ela
node?2 0/2 163 H FAS3270
ela
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs?2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

(cs2)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
e2a
node?2 0/2 163 H FAS3270
eZa
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1610
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16

25



5.

26

T80 A= ZX|of| et S=EE EAIRLICH

network device discovery show

Tg Aot BYE A F 2= ZR0IM 2= AQIX[E[A Y EFYE HIEEY

network options detect-switchless modify

g EHFMR

CHE GloM = A2

IX|2|& 74 2FS v

0x
ot
o
rir
0%
£
o
H
2
A
C
Inl

FetLICt.

cluster::*> network options detect-switchless modify -enabled false

() zal2 92 0140IME 340l IS0 WEE|DE 0 B2 ALELICY,

HHO| HIZGotE| A=K 2ARUSHA K.

=

network options detect-switchless-cluster show

g EHFMR

O%tF false LIS OA[2 £22 74 2HO| HIZHSEAZSS HHFLICH

cluster::*> network options detect-switchless-cluster show

Enable Switchless Cluster Detection: false

(D 2lg|A 9.2 O|MO|ME CH27HK| 7|CH2|MA|2. Enable Switchless Cluster falseE

&L 2|t 3

H o 2 A QIAL|CE

= o

=22 T

2} B0 M 22 AH clus1dt clus2E XS 2 E|S2| =8 745t =helgtL|ot.

g EHFMR

cluster:

-revert

cluster:

-revert

cluster:

-revert

cluster:

-revert

:*> network
true
:*> network
true
:*> network
true
:*> network
true

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus2

clusl

clus2

—auto

—auto

—auto

—auto



22|A 8.3 0|Ao| AR LI HHE AESIM|R. network interface modify -vserver
(D Cluster -1if * -auto-revert true =EZHAEQS ZE LM XS SHE
gttt
6. SB{AEQ| LE HH MEHE 2QIStM|R.
cluster show

O 2HFAMR

CH2 ool M= 231AH W ==9| dEfet A Joj| chet 2 E B EL(Ct

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

7. X3 AHO|A MM S ofF|st AR AutoSupport HA|X|E SEH0 CHA| ZM3tstM .
system node autosupport invoke -node * -type all -message MAINT=END

g 2HFAMR

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=END

8. At +FS CHAl H2|Xt2 HFGLIC

set -privilege admin
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