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a. HERI ZE £48 EARL|CH
network port show -ipspace Cluster

HE EHFAMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false
Node: nodeZ2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false

b. LIFQ X|HEl = =0 st HEE HEA|RLICE.
network interface show -vserver Cluster

2t LIF= CHS 2 EAISHOF BLIC} up/up ~2 98 Status Admin/Oper 2|1 true ~2 2%t Is Home



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl wup/up 169.254.47.194/16 node2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

2. 2t Lol 2 AR XE= CHZ HHS AI8S0] (& 2HH0|M) CHEa 22 LA = 7|1E S2{AF A9/X|0f
HZELIC

network device-discovery show -protocol

g HHFAHR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /cdp
e3a cl (ba:ad:4f:98:3b:3f) 0/1 -
e3b c?2 (ba:ad:4f:98:4c:a4) 0/1 -
node?2 /cdp
e3a cl (ba:ad:4f:98:3b:3f) 0/2 -
e3b c?2 (ba:ad:4f:98:4c:a4) 0/2 =

3. 2 AE ZEQL AQIK|= L}Z BHS ALE5I0] (A9IX| 2E0IM) CHE2t 22 Yaloz AZE L

show cdp neighbors



g Eo{FAM R



cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel 0/1 124 H AFF-A400
e3a
node?2 0/2 124 H AFF-2400
e3a
c2 0/13 179 S I s CN1610
0/13
c2 0/14 175 S I s CN1610
0/14
c2 0/15 179 S I s CN1610
0/15
c2 0/16 175 S I s CN1610
0/16

c2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge
S - Switch, H - Host, I - IGMP, r - Repeater,
- VoIP-Phone, D - Remotely-Managed-Device,
s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel 0/1 124 H AFF-A400
e3b
node?2 0/2 124 H AFF-A400
e3b
cl 0/13 175 S I s CN1610
0/13
cl 0/14 175 S I s CN1610
0/14
cl 0/15 175 S I s CN1610
0/15
cl 0/16 175 S I s CN1610

0/16
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel e3a
Cluster nodel clus2 169.254.49.125 nodel e3b
Cluster node2 clusl 169.254.47.194 node2 e3a
Cluster node2 clus2 169.254.19.183 node2 e3b

Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. A9IK| c20 A 2B{AE LIFS &of ZX[3}7] $I8) o SBAE ZEO| HHE ZES ERLICH

configure

Config)# interface 0/1-0/12
Interface 0/1-0/12)# shutdown
Interface 0/1-0/12)# exit
Config)# exit

FH o~ ~ ~ ~ F

2. NVIDIA SN21000| M X|5t= A A O|SS AHBSIY L= 22{AE ZEE 0| AKX c20l| A Af AQ{X]|
sw2Z O|SgL|Ct

3. HEYZA TE £M88 HAIELICE

network port show -ipspace Cluster



oS

4. 2t &

HHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

Node: node?2

Ignore

Health

Port IPspace
Status

e3a Cluster
healthy false
e3b Cluster

healthy false

o| E2{AH ZEE= O|X|

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Broadcast Domain Link MTU

Cluster up 9000

Cluster up 9000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Speed (Mbps)

Admin/Oper

auto/100000

auto/100000

Health

Status

Health

Status

E 2EOM Ch3 1 22 A2 S2{AE A{X[of HZELICH

network device-discovery show -protocol

10



g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

e3a cl (6a:ad:4f:98:3b:3f) 0/1

e3b sw2 (b8:ce:f6:19:1a:7e) swp3
node?2 /11dp

e3a cl (6a:ad:4f:98:3b:3f) 0/2

e3b sw2 (b8:ce:f6:19:1b:96) swpé

5. AQX| sw20|A RE L E S{AE ZEJ} &5 SOIX| SQISIN K.
net show interface

HE EHFAHR

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3b

Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 e3b
Master: bridge (UP)

UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)

UP swplb6 100G 9216 BondMember swl (swpl6)

Master: cluster isl (UP)

6. A9IX| o101 M 2B{AE| LIFO| Chat Tl ZX|Z #/5t7] S8 -S| SAE EEO| HZE ZES



7.

12

configure

Config)# interface 0/1-0/12
Interface 0/1-0/12)# shutdown
Interface 0/1-0/12)# exit
Config)# exit

Q Q o aQ Q@ Q
=
o~ o~ o~ o~

NVIDIA SN21000{| A X|2St= MEot H|0|S S AFESI0 & S2{AE ZEE O™ AQ[X] c10f|A A ALK
sw1Z O|=gfL|C}t.

- SHAEO| AT ALY S &ASHM K.

network port show -ipspace Cluster

2t TEO|= C20| HA|E[0{0F BLICt up ~2 2I?t Link J2|1 healthy ~& 9I¥t Health Status.



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

9. 2} Lo 2HAE ZEE O[N| = 2F0IM CHEat 22 WAoo = S2{AE AL(X|of| HZELICE

network device-discovery show -protocol

13



g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3

e3b sw2 (b8:ce:f6:19:1b:96) swp3
node?2 /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4

e3b sw2 (b8:ce:f6:19:1b:96) swpé

10. 291X sw1 X sw20iM 2= = AR ZETJL A SQUIX| ISt

net show interface

14



g EHFMR

cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3a

Master: bridge (UP)

Up swp4 100G 9216 Trunk/L2 e3a

Master: bridge (UP)

UP swplb 100G 9216 BondMember sw2 (swplb)
Master: cluster isl (UP)

UP swplb6 100G 9216 BondMember sw2 (swpl6)

Master: cluster isl (UP)

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3b

Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 e3b
Master: bridge (UP)

UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)

Up swplb6 100G 9216 BondMember swl (swpl6)

Master: cluster isl (UP)

M. & LC RE 2L AQK|0f St HEO| U=K| =HRISHMIR.

net show 1lldp
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g EHFMR

CH2 o= & 29 X|of cher &t ZatE =0

cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode

swp3 100G Trunk/L2
swp4 100G Trunk/L2
swplb 100G BondMember
swpl6 100G BondMember

cumulus@sw2:~$ net show 1l1ldp

LocalPort Speed Mode

swp3 100G Trunk/L2
swp4 100G Trunk/L2
swplb 100G BondMember
swpl6 100G BondMember

3EA: 74 =l

1.

2.

16

S AE LIFOIM AtS EIS2(7]18 g4ttt

RemoteHost
nodel
node?2

SW2

SW2

RemoteHost

RemotePort

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert

true

AKX sw20iM 2E SHAE ZES S=5H1 LHA| AIESHH & ZE0| gle 2E 22 AH LIFS K& =7 E

E2|AgL k.



1.

2443

cumulus@sw2:mgmt:~$ net add interface swpl-14 link down
cumulus@sw2:mgmt:~$ net pending
cumulus@sw2:mgmt:~$ net commit

(Wait for 5-10 seconds before re-enabling the ports)
cumulus@sw2:mgmt:~$ net add interface swpl-14 link up

cumulus@sw2:mgmt:~$ net pending
cumulus@sw2:mgmt:~$ net commit

(After executing the link state up command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

AE23{A 5.x

cumulus@sw2:mgmt:~$ nv set interface swpl-14 link state down

cumulus@sw2:mgmt:~$ nv config apply
cumulus@sw?2:mgmt:~$ nv show interface

(Wait for 5-10 seconds before re-enabling the ports)

cumulus@sw2:mgmt:~$ nv set interface swpl-14 link state up

cumulus@sw2:mgmt:~$ nv config apply
cumulus@sw2:mgmt:~$ nv show interface

(After executing the link state up command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

S2AHLIF S 8 ZEZ S EX| 2 0| JOH 502 SHA|ZLICEL LIFE
2| LIF EE= SP/ BMC A|AH! 2&0 HZslof gfL|Ct

network interface revert -vserver Cluster -1if *
Tt +F 3 CHA| E|XtE HE L
set -privilege admin

X&S AHlo|A MM S AX|SH B2 AutoSupport HAIXIE S Z3t0] CHA| 24 3t6HN 2.

kJ

A2 LE ZLE

system node autosupport invoke -node * -type all -message MAINT=END

17
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° O CH2 =2t c2 At0|Q] #|0|=20] c20i M 22|=[ 11 sw20i] CA| HAEL|CE.
* 29K c12 291X| sw1Z WA ELIT}

- B2|AE =EO| EES ZRTULICL Z2AH BOHAS WX|SI2H BE TES SAl0| SRof BLICH

T CHS =2t ¢1 A0|2] Z|0]£0] c10llM 22|10 sw10i| ChA| HZE LT,

1EHA|: 0to| 12{[0]d ZH|

1. 0] 22{AE{0f|A AutoSupport &-43}t=l AL AutoSupport HIAX|E S E5H0] A1 #|0|A MM S AF|ELICE,
system node autosupport invoke -node * -type all -message MAINT=xh
O7IM _x_= |X 22| 7|ZHAIZH) LT

2. ALEX| 2= HIAIXIZ} LIEFLIH *y*E 25t Yot £F2 1502 HAFLIC,
set -privilege advanced

g TETE(*>)7} LERL|CH
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3. 2AH LIFOIM Xt& = E2(7| S HlZ-getetct.

network interface modify -vserver Cluster -1if * -auto-revert false

1. 2t 222 QlEm0o[A9 22| = 2F MEE gfelgt|Ct.

2t TEE= O30t 20| EA|Z|0{of 2HL|CH nink 32|10 ZAUSICE Health Status.
a. UESQ3 ZE 48 FA[FLICE

network port show -ipspace Cluster

HE EHFAHR

20

clusterl::*> network port show -ipspace Cluster

Node: nodel
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false
Node: node?
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false



b. =2|& QIE{Ho|At X|FE & 0] et WES EAIHLICE

network interface show -vserver Cluster

S

LIFE CtS2 EAISHOF LIC up/up ~2 It status Admin/Oper 2|1 AHY Is Home .

€ EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16 nodel
e3a true

nodel clus2 up/up 169.254.49.125/16 nodel
e3b true

node2 clusl up/up 169.254.47.194/16 node?2
e3a true

node2 clus2 up/up 169.254.19.183/16 node2
e3b true

—

2. 2} LEO| SBAH ZEE 31 22 WAOR 7|&E S2{AH ALX|0| HZELICHEE 2H0IA).

network device-discovery show -protocol 1ldp



g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp
e3a cl (ba:ad:4f:98:3b:3f) Ethl/1
e3b c?2 (ba:ad:4f:98:4c:ad) Ethl/1
node?2 /11dp
e3a cl (ba:ad:4f:98:3b:3f) Ethl/2
e3b c?2 (ba:ad:4f:98:4c:ad) Ethl/2

3. SRAE XEQL AQX|= Ci3a 22 WAOZ HAZEL|THALIX] ZHEOY|A).

show cdp neighbors

22



g EHFMR

cl# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge

S - Switch, H - Host, I - IGMP, r - Repeater,

- VoIP-Phone, D - Remotely-Managed-Device,

s - Supports-STP-Dispute
Device-ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3a
node?2 Ethl/2 124 H AFF-A400
e3a
c2 Ethl/31 179 S I s N3K-C3232C
Ethl/31
c2 Ethl/32 175 S I s N3K-C3232C
Ethl/32

c2# show cdp neighbors

Capability Codes: R - Router, T - Trans-Bridge, B - Source-Route-

Bridge

S - Switch, H - Host, I - IGMP, r - Repeater,

V - VoIP-Phone, D - Remotely-Managed-Device,

s - Supports-STP-Dispute
Device-1ID Local Intrfce Hldtme Capability Platform
Port ID
nodel Ethl/1 124 H AFF-A400
e3b
node?2 Ethl/2 124 H AFF-A400
e3b
cl Ethl/31 175 S I s N3K-C3232C
Ethl/31
cl Ethl/32 175 S I s N3K-C3232C
Ethl/32

o

2 S AH QEIo|AS] HEHS &QlstMR

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...

Cluster nodel clusl 169.254.209.69 nodel e3a
Cluster nodel clus2 169.254.49.125 nodel e3b
Cluster node2 clusl 169.254.47.194 node2 e3a
Cluster node2 clus2 169.254.19.183 node2 e3b

Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125

Cluster Vserver Id = 4294967293

Ping status:....

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. [[5THAI] 221X| c20ll M SHAE LIFE o ZX|5H7| 23 c=2| 22{AE ZEO| HZE ZES Z=HLICL

(c2)# configure
Enter configuration commands, one per line. End with CNTL/Z.

Config) # interface

config-if-range)# shutdown <interface list>
config-if-range) # exit

Config)# exit

H o~ ~ ~ —~

2. NVIDIA SN21000{| A X|&l5t= XESE A 0|22 AF2SI0] & S2{AH ZEE O™ AQ|X[ c20|A A ALK
sw22 0| = gfL|C}t.

3. LES3 ZE 48 HAIFLICE

network port show -ipspace Cluster



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

4. 2t Lo 22{AE ZE= O|H L& 20N L33 22 HAOZ Z2{AH AQ(X|of AZELICH
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g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp
e3a cl (fa:ad:4£f:98:3b:3f) Ethl/1
e3b sw2 (b8:ce:f6:19:1a:7e) swp3
node?2 /11dp
e3a cl (fa:ad:4£f:98:3b:3f) Ethl/2
e3b sw2 (b8:ce:f6:19:1b:96) swpé

5. AQX| sw20|A RE L E S{AE ZEJ} &5 SOIX| SQISIN K.
net show interface

HE EHFAHR

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3b

Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 e3b
Master: bridge (UP)

UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)

UP swplb6 100G 9216 BondMember swl (swpl6)

Master: cluster isl (UP)

6. A9IX| o101 M 2B{AE| LIFO| Chat Tl ZX|Z #/5t7] S8 -S| SAE EEO| HZE ZES



7.

28

(cl)# configure
Enter configuration commands, one per line. End with CNTL/Z.

Config)# interface

config-if-range) # shutdown <interface list>
config-if-range) # exit

Config)# exit

H o~ ~ ~ ~

NVIDIA SN21000i| M X[&35H= HES A|0| =2 A3 = 2HAE ZEE 0| ALQ{X| c10{|A A ALK
sw1Z 0| SgL|Ct.

SHAEO] £|F FY S &SHM K.

=

network port show -ipspace Cluster

2t LEO|&= CHZ 0| EA|E|0{OF ELICH up ~2 {8t Link 32|10 HZASICE Health Status.



g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node?2

Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

9. 2} Lo 2HAE ZEE O[N| = 2F0IM CHEat 22 WAoo = S2{AE AL(X|of| HZELICE
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g EHFMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3

e3b sw2 (b8:ce:f6:19:1b:96) swp3
node?2 /11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4

e3b sw2 (b8:ce:f6:19:1b:96) swpé

10. 291X sw1 X sw20iM 2= = AR ZETJL A SQUIX| ISt

net show interface
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g EHFMR

cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3a

Master: bridge (UP)

Up swp4 100G 9216 Trunk/L2 e3a

Master: bridge (UP)

UP swplb 100G 9216 BondMember sw2 (swplb)
Master: cluster isl (UP)

UP swplb6 100G 9216 BondMember sw2 (swpl6)

Master: cluster isl (UP)

cumulus@sw2:~$ net show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2 e3b

Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 e3b
Master: bridge (UP)

UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)

Up swplb6 100G 9216 BondMember swl (swpl6)

Master: cluster isl (UP)

M. & LC RE 2L AQK|0f St HEO| U=K| =HRISHMIR.

net show 1lldp
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g EHFMR

CH2 o= & 29 X|of cher &t ZatE =0

cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode

swp3 100G Trunk/L2
swp4 100G Trunk/L2
swplb 100G BondMember
swpl6 100G BondMember

cumulus@sw2:~$ net show 1l1ldp

LocalPort Speed Mode

swp3 100G Trunk/L2
swp4 100G Trunk/L2
swplb 100G BondMember
swpl6 100G BondMember

3EA: 74 =l

1.

2.

32

S AE LIFOIM AtS EIS2(7]18 g4ttt

RemoteHost
nodel
node?2

SW2

SW2

RemoteHost

RemotePort

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert

true

AKX sw20iM 2E SHAE ZES S=5H1 LHA| AIESHH & ZE0| gle 2E 22 AH LIFS K& =7 E

E2|AgL k.



1.

2443

cumulus@sw2:mgmt:~$ net add interface swpl-14 link down
cumulus@sw2:mgmt:~$ net pending
cumulus@sw2:mgmt:~$ net commit

(Wait for 5-10 seconds before re-enabling the ports)
cumulus@sw2:mgmt:~$ net add interface swpl-14 link up

cumulus@sw2:mgmt:~$ net pending
cumulus@sw2:mgmt:~$ net commit

(After executing the link state up command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

AE23{A 5.x

cumulus@sw2:mgmt:~$ nv set interface swpl-14 link state down

cumulus@sw2:mgmt:~$ nv config apply
cumulus@sw?2:mgmt:~$ nv show interface

(Wait for 5-10 seconds before re-enabling the ports)

cumulus@sw2:mgmt:~$ nv set interface swpl-14 link state up

cumulus@sw2:mgmt:~$ nv config apply
cumulus@sw2:mgmt:~$ nv show interface

(After executing the link state up command, the nodes detect the change

and begin to auto-revert the cluster LIFs to their home ports)

S2AHLIF S 8 ZEZ S EX| 2 0| JOH 502 SHA|ZLICEL LIFE
2| LIF EE= SP/ BMC A|AH! 2&0 HZslof gfL|Ct

network interface revert -vserver Cluster -1if *
Tt +F 3 CHA| E|XtE HE L
set -privilege admin

X&S AHlo|A MM S AX|SH B2 AutoSupport HAIXIE S Z3t0] CHA| 24 3t6HN 2.

kJ

A2 LE ZLE

system node autosupport invoke -node * -type all -message MAINT=END
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adelrte?
]

tojazjo] ¥t 20 = ChE2S =AY =

&L|C} "AQK| AME{ RL|E{2! A",

$Q

NVIDIA SN2100 22{AE AKX E A5 2E A QK]
S{AEZ 0fo|38|0|M
7|1&2| 2 E ARX[2|A S2{AH 2H0| U= E2 NVIDIASN2100 A9 X[ E A2

5t 2
AQK| S AH SH Q= 010|120 5HH S AHUM =28 F Il 0|8 = &Y =
OIAL_||:|-

AMEdte Exts 24 ZEES 0| ME Se{AFH HESRD ZEJH & 7 JI=X|, OfL|H 2 AEE2{of T S22

T EJ} Q=X|of w2t ;*EPEIL_U:L EMNSIE T2 MAE= 2 TELF Twinax ZEE AISt= E LEA Rz SEX| Ot
LEJ} 23AH HEQI ZEO 2HE 10GBASE-T RJ45 ZEE AI26t= 2R 0] AQX|0|AME= X=X
OPALl |:|..

(=]

HE 7 At
25 E AQK|E|A
ChS AtS =l MIR
* 21T AQK[2[A 2 HO| SHIEA| MHEE| 0 EFSt JYELICE
* LLE= ONTAP 9.10.1P3 O|AFS AlSHSHL|C}.
* BE ZAH ZEJI 2E MENQLICE
* DE Z{AH =2| AHI0|A(LIF)= & MEHO|H & ZE| JUSLICE.
NVIDIA SN2100 22{AE AKX M
CtS At2 &QISHM| Q.
F AKX 25 22| HERZ HE 7|s2 310 JASLICH
« S22{AH AX|0 2E2 M2Y £ JSLICH

* NVIDIA SN2100 L E 7t AQ|X|QF AQ[X| 2 HZE 2 Twinax == IHO|H 0|22 AFEEILICY.

0

@ HOPAH Ol 22 % 74 15 Abeh ZE" FO|ALE 8l XHAM[et LHE 2 CHS 2 AXSHNR. O
"Hardware Universe - 22| X" #|0|=2!0]| CHSE XtM|St HE = Tote|o| JUEL|CE

* ISL(Inter-Switch Link) #[0]£2 T NVIDIA SN2100 A 9|X|2] ZE swp152 swp160 HZE/L|Ct.
* 5 SN2100 22[X[] £7| ALEXt |7t 2tE &0 CHE3t 22 2Tt LIgt&LCH

o>

° SN2100 AQ|X|= %[ Al HHF S| Cumulus LinuxS &&sta JA&LICE
o HxE M IY(RCF)2 AQX|0f| M E/L|CE

* SMTP, SNMP, SSH 5| ZE A0|E ARt &ol= A A9IX[0fH A ELIT

A%F "Hardware Universe” 2E2| &H| 2={2F ZEO| thich |4 Y27 Zote|of JSLICE
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A ¢{X| Oro| |0

of Alof 250

O] ™xte| ofloi A= CHS E2{AEH AKXt L= HHHS AFEELICE
* SN2100 A2[X[2] O|F2 swi1 1t sw2 {L|C|
* 22{AE SVM2| 0|22 node1 1t node2 {ILIC.

* LIFS| 0|E2 = 10|ME= 22t _nodel clus1 It nodel clus2 0|11, == 20|ME= 242t node2 clus1_ 1t
_node2_clus2_QL|LC}.

e OF2 clusterl: OETEE= Z2{AEQ| 0|2 LIEFHLICE

* O] ZXtolM A EEl= 2HAH ZEE= _e3a_ 2ot _e3b_gL|C|.

* H2j|0|30IR ZEE= swp[EE]s[E3|0|30tR X E 0-3] YAIS [MELICE O|E S0, swp12| 47 E2f|0|=0IR

ZEE= swp1s0, swpist, swp1s2, swp1s3 L|CH.
1¢HA|: Oro| agjjo| M &4

1. 0] 22{AH0|A AutoSupport A%HEl 22 AutoSupport HIAX|E S£5t0] b5 #H[0|A M-S ARBL|CE
system node autosupport invoke -node * -type all -message MAINT=xh

H7IM _x_& |/l 2e| 7|ZHAIZhH>LICt

2. Yot £F2 182

OF

tu

HESHHE LIZ2 YR, v AlISstetE HAIX|Z7E EAE|H: set -privilege

advanced

g TETE (> )0| LIEFLLICE

20HA: ZTE 8l Ho|= M
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A=A 254 4.4

36

1. M2 Z2{AE AQIX| sw1} sw20l|M LE0| HAE ZE

2.

Im

(ISL ZE H|2|)E Hl&-gtetL|C}.

ISL ZEE HlgH-getstH oF ELct.

cumulus@swl:

down

cumulus@swl:

cumulus@swl:

cumulus@sw?2 :

down

cumulus@sw2:

cumulus@sw?2:

—
-
=1

=]

FISHNIR.

net add interface swpls0-3, swp2s0-3, swp3-14 link

net pending
net commit

net add interface swpls0-3, swp2s0-3, swp3-14 link

net pending
net commit

SN2100 A 2[X| sw12t sw2 AFO|Q] ISLZ} ISLL| S2|M XET X E swp152 swp160|A ZS5H=X|

net show interface

Cte E@E2 ISL ZEJF AQK| sw1t sw20i|M £tE 5SS EHFLICL



cumulus@swl:~$ net show interface

State Name

Spd MTU Mode LLDP Summary

UPp swplb

cluster isl (UP)
UP swpl6

cluster isl (UP)

100G 9216 BondMember sw2 (swpl5) Master:

100G 9216 BondMember sw2 (swpl6) Master:

cumulus@sw2:~$ net show interface

State Name

Spd MTU Mode LLDP Summary

UP swplb

cluster isl (UP)
UP swplb6

cluster isl (UP)

F20A 2|54 5.x

100G 9216 BondMember swl (swpl5) Master:

100G 9216 BondMember swl (swpl6) Master:

1. M2 22{AH AKX sw1ll sw20|M =20 HEE= BE ZE(ISL ZE N|Q|)E H|ZMStetLCt.

ISL ZEE H|gH-getstH oF ELct.

CHE B2 291K sw1 & sw20iA & HZE ZES Hg-dstefL|ot.

cumulus@swl:~$
down

cumulus@swl:~$
cumulus@swl:~$

cumulus@sw2:~$
down
cumulus@sw2:~$

cumulus@sw2:~$

nv

nv

nv

nv

nv

nv

set interface swpls0-3,swp2s0-3,swp3-14 link state

config apply
config save

set interface swpls0-3,swp2s0-3,swp3-14 link state

config apply
config save

2. = SN2100 A|X| sw1T} sw2 ALO|Q] ISLt ISLL| 22| ZETL ZE swp152t swp160IA ZtSSH=X|
=1

=2 QISHM K.
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nv show interface

CHE Oll= ISL ZE7F A9/K| sw1 5 sw20l|M £tS SIS 20FLIC

cumulus@swl:~$ nv show interface

Interface MTU Speed State Remote Host Remote Port

Type Summary

+ swpl4d 9216 down

SWp

+ swplb 9216 100G up ossg-rcfl Intra-Cluster Switch
ISL Port swpl5 swp

+ swplb 9216 100G up ossg-rcf2 Intra-Cluster Switch

ISL Port swpl6 swp

cumulus@sw2:~$ nv show interface

Interface MTU Speed State Remote Host Remote Port

Type Summary

+ swpld 9216 down

SWp

+ swplb 9216 100G up ossg-rcfl Intra-Cluster Switch
ISL Port swpl5 swp

+ swpl6 9216 100G up ossg-rcf2 Intra-Cluster Switch

ISL Port swpl6 swp

1. [[BEHAN 2E SAH ZET 23 FIX| elgt|cth

network port show

Zt LEOf|= CHZ0| EAIE[0{0fF ELICH up ~2 9ITt Link J2|1 AZSICE Health Status.
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g EHFMR

clusterl::*> network port show

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false
Node: node?2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000
healthy false

2. BE SAH LIF7I & S| &elstM|a.

=

network interface show

2t 2 AH LIF= CHS I 20| EA|Z|0{0F BfLICt Is Home 22|11 ZFX|DULCE Status Admin/Oper ~2
up/up .



4,

40

g EHFMR

clusterl::*> network interface show

Logical
Current Is
Vserver Interface
Port Home

Status

Network

Admin/Oper Address/Mask

-vserver Cluster

Current

Node

Cluster

nodel clusl
e3a true

nodel clus?2
e3b true

node2 clusl
e3a true

node2 clus?2
e3b true

S2{2E LIFOM Xts E=2|7| 2 H|gd

up/up

up/up

up/up

up/up

SFEfLICt.

169.254.

169.254.

169.254.

169.254.

209.69/16

49.125/16

47.194/16

19.183/16

nodel

nodel

node?2

node?2

network interface modify -vserver Cluster -1if * -—-auto-revert false

HE EHFMR

clusterl::*> network interface modify -vserver Cluster -1lif * -auto

-revert false

Logical
Vserver Interface

Auto-revert

Cluster
nodel clusl
nodel clus?2
node2 clusl

node2 clus?2

L C 39 22|{AE| ZE e330||A H0|2

=
(=)

3942 "Hardware Universe - 22| X|" H|0| = Z/0f| CHeE XpA[SE M E Tt ZLEHE[0f QY

£ 22|3t LIS, SN2100 AL X|0| M X|St= MA st
e3as SHAE AQX| sw19| ZE 10| HZBIL|CE

SLIC}.

AOIES AE3H


https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX
https://hwu.netapp.com/SWITCH/INDEX

5. L-E49| 22{AEH X E e3a0|M HO|22 223 CH2, SN2100 AL X|0|AM X|2St= HESE H0|22 A5t
e3aZ S¢{AH AQX| sw12| ZE 20| HZABIL|CE
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A=A 254 4.4

1. AQIK| swiOlM 2E =C W3 TES SBtBiLCE
CHE 82 290K sw1Q| 2= & ¢Z ZEE gdstetLtt.
cumulus@swl:~$ net del interface swpls0-3, swp2s0-3, swp3-14 link
down
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit
2. AQX| swi1OM 2E ZEV} ZHESH=X| SHolgtL|Ct,

net show interface all



cumulus@swl:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO 10G 9216 Trunk/L2 Master:
br default (UP)
DN swplsl 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls2 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls3 10G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s0 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2sl 25G 9216 Trunk/L2 Master:
br default (UP)
DN SWp2s2 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s3 25G 9216 Trunk/L2 Master:
br default (UP)
UP swp3 100G 9216 Trunk/L2 nodel (e3a) Master:
br default (UP)
Up swp4 100G 9216 Trunk/L2 node2 (e3a) Master:

br default (UP)

Up swplb 100G 9216 BondMember swplb Master:

cluster isl (UP)
UP swpl6 100G 9216 BondMember swpl6 Master:

cluster isl (UP)

A=A 2|54 5.x

T AQIXl swiGM 2E L& &8 TES FAotptLIC.

0

CHE 82 290K sw1Q| 2= & ¢Z ZEES ghdstetLnt.

cumulus@swl:~$ nv set interface swpls0-3,swp2s0-3,swp3-14 link state
up

cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

2. ASIK| swiOllN BE EEJ} HESH=X| SQIBHLICY,



nv show interface

cumulus@swl:~$ nv show interface

Interface State Speed MTU Type Remote Host
Remote Port Summary

swplsO up 10G 9216 SWpP odg-a300-1la

ela

swplsl up 10G 9216 sSwWp odg-a300-1b
ela

swpls?2 down 10G 9216 SWp

swpls3 down 10G 9216 SWpP

swp2s0 down 25G 9216 SWp

swp2sl down 25G 9216 SWp

SWp2s2 down 25G 9216 SWp

swp2s3 down 25G 9216 SWp

swp3 down 9216 sSWp

swp4 down 9216 SWP

swpl4 down 9216 SWp

swpl5 up 100G 9216 SwWp ossg-int-rcfl0
swplb

swpl6 up 100G 9216 SWp O0ssg—-int-rcfl0
swpl6

DE SYAR ZEJAE QK| =QlstM( 2.

network port show -ipspace Cluster



g EHFMR

CHe oloiM = 2& S2{AH ZETI node12t node20i M &tE S22 2 ESLICL.

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

2. 22AHQ| L& HEHo]| CHet FE

iy
HH
=
et
C
x|

cluster show



O 2HFAMR

CH2 oo M= S22 W ==9| dEfet XA

clusterl::*> cluster show

dofl i

rot
0
HL
i

Health Eligibility

true
true

3. LE 39| 23 AE ZE e3b0A AO|lEE E
e3bE Z2{AE AKX sw22| ZE 10| HZ&

4. LE40| 2 AE ZE e3b0]|A HO|

46

=

= =
e3bs ST{AE 29X sw2o| ZE 20| A&

=o 2o

—

FL

=

2L

2|5t
S

true
true

|CF.

|Ct.

|t CHE, SN2100 29 X0l A X|&5H= A

CHE, SN2100 29 X[0f| M X|&5h= X A= et

PSke!



A=A 254 4.4

1 A9IK sw20ilM BE =E 92 ZES gyaiBiCt
CHS HH2 AQK| sw20|M LEO| HEE ZES HMs}etL|CL,
cumulus@sw2:~$ net del interface swpls0-3, swp2s0-3, swp3-14 link
down
cumulus@sw2:~$ net pending
cumulus@sw2:~$ net commit
2. ALK sw20ilM 2E ZETL &SR] ZolgtL|ct,

net show interface all
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cumulus@sw2:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO 10G 9216 Trunk/L2 Master:
br default (UP)
DN swplsl 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls2 10G 9216 Trunk/L2 Master:
br default (UP)
DN swpls3 10G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s0 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2sl 25G 9216 Trunk/L2 Master:
br default (UP)
DN SWp2s2 25G 9216 Trunk/L2 Master:
br default (UP)
DN swp2s3 25G 9216 Trunk/L2 Master:
br default (UP)
UP swp3 100G 9216 Trunk/L2 nodel (e3b) Master:
br default (UP)
UP swpé 100G 9216 Trunk/L2 node?2 (e3b) Master:

br default (UP)

Up swplb 100G 9216 BondMember swplb Master:

cluster isl (UP)
UP swpl6 100G 9216 BondMember swpl6 Master:

cluster isl (UP)

T AKX swizt sw20i| M F L ETF 242F A2{X|0f| gt HZ S SHLt4 JHX| 1 QUEX] =l gLt
net show 1lldp

CHS Ol= sw1ah sw2 29(X| Z50f Cigh MEet AE EOFLIC.



cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3a

swp4 100G Trunk/L2 node?2 e3a

swplb 100G BondMember sw2 swplb5
swpl6 100G BondMember sw2 swplb6

cumulus@sw2:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3b

swp4 100G Trunk/L2 node? e3b

swplb 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6

A=A 254 5.x

1. 29K sw20lM 2E E 97 ZES gysteLt

CHS EES AKX sw20i|A 0| HAE TEE MatetL|Ct.

cumulus@sw2:~$ nv set interface swpls0-3,swp2s0-3,swp3-14 link state

up
cumulus@sw2:~$ nv config apply
cumulus@sw2:~$ nv config save

2. ARIX| sw20lM 2E ZET} ZS5H=X| golgtL|C}.

nv show interface



50

cumulus@sw2:~$ nv show interface

Interface State
Remote Port Summary

swplsO up

ela

swplsl up
ela

swpls?2 down
swpls3 down
swp2s0 down
swp2sl down
sSwWp2s2 down
swp2s3 down
swp3 down
swp4 down
swpléd down
swplb up
swplb

swpl6 up
swpl6

Spe

10G

10G

10G
10G
25G
25G
25G
25G

100

100

ed MTU

9216

9216

9216
9216
9216
9216
9216
9216
9216
9216

9216
G 9216

G 9216

SWp

SWP

SWP
SWp
SWP
SWP
SWp
SWP
SWP
SWp

SWp
SWp

SWP

T AQIK| swizt sw20i| A & =7} 2t2E AQ|X|of| it

nv show interface --view=1lldp

CHE Oll= 291X] sw1at sw20]| CHet MEot 2atE HoF

e Remote Host

odg-a300-1a

odg-a300-1b

ossg-int-rcfl0

ossg-int-rcfl0

HES StLHY 7HK]

cumulus@swl:~$ nv show interface --view=1lldp

Interface Speed
Remote Port

swplsO 10G
ela

swplsl 10G

Typ

SWp

SWp

e Remote Host

i

o
AN

odg-a300-1la

odg-a300-1b



ela

swpls2 10G SwWp

swpls3 10G SWp

swp2s0 25G SWp

swp2sl 25G SWpP

SWp2s2 25G SWp

swp2s3 25G sSWp

swp3 SWp

swp4 sSwp

swpléd sSwp

swplb 100G SWP ossg-int-rcfl0
swplb

swplo6 100G SWpP ossg-int-rcfl0
swpl6

cumulus@sw2:~$ nv show interface --view=1lldp

Interface Speed Type Remote Host
Remote Port

swplsO 10G SWp odg-a300-1la

ela

swplsl 10G SWp odg-a300-1b
ela

swpls?2 10G SWp

swpls3 10G SWp

swp2s0 25G SWp

swp2sl 25G SWp

SWp2s2 25G SWp

swp2s3 25G SwWp

swp3 SWp

swp4 sSwp

swpléd sSwp

swplb 100G SWp ossg-int-rcfl0
swplb

swpl6 100G SWp ossg-int-rcfl0

swpl6



1.

2.

52

SHAEHOM JME HES FX|of et YEE EAIGLICH

network device-discovery show -protocol 1ldp

HE EHFAMR

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP:
nodel /11dp
e3a swl (b8:ce:f6:
e3b sw2 (b8:ce:f6:
node?2 /11dp
e3a swl (b8:ce:f6:
e3b sw2 (b8:ce:f6:

DE SPAE ZEJL EHE F0IX| ol

=

network port show -ipspace

SHM| 2.

Cluster

159k
19:

1°9%
19:

ChassisID)

Interface

swp3
swp3

swp4
swp4

Platform



g EHFMR

CHe oloiM = 2& S2{AH ZETI node12t node20i M &tE S22 2 ESLICL.

clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

SEA!: 7 el
1. BE 2HAH LIFOM Xt =S2]7|1E gdstefL|ct

net interface modify -vserver Cluster -1if * -—-auto-revert true
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g EHFMR

clusterl::*> net interface modify -vserver Cluster -1if * -auto

-revert true

Logical
Vserver Interface
Cluster

nodel clusl

nodel clus2

node2 clusl

node2 clus?2

- 29K sw20i| M 2E 22{AEH ZEE S

Eg|AgLct

Auto-revert

true
true
true

true

ZOt0 CRA] AIEISH] = ZEO gl= 2E 22AH LIFS K& =7E



2443

cumulus@sw2:mgmt:~$ net add interface swpl-14 link down
cumulus@sw2:mgmt:~$ net pending
cumulus@sw2:mgmt:~$ net commit

(Wait for 5-10 seconds before re-enabling the ports)
cumulus@sw2:mgmt:~$ net add interface swpl-14 link up
cumulus@sw2:mgmt:~$ net pending

cumulus@sw2:mgmt:~$ net commit

(After executing the link state up command, the nodes detect the change
and begin to auto-revert the cluster LIFs to their home ports)

FAEHA 5.x
cumulus@sw2:mgmt:~$ nv set interface swpl-14 link state down
cumulus@sw2:mgmt:~$ nv config apply
cumulus@sw2 :mgmt:~$ nv show interface
(Wait for 5-10 seconds before re-enabling the ports)
cumulus@sw2:mgmt:~$ nv set interface swpl-14 link state up
cumulus@sw2:mgmt:~$ nv config apply

cumulus@sw2 :mgmt:~$ nv show interface

(After executing the link state up command, the nodes detect the change
and begin to auto-revert the cluster LIFs to their home ports)

1. 2AE LIFJt 2 ZEZ E[SO0R=X AL (12 3 2 £+ A3):

SEAHLIFE 2 ZEZ S EX| %2 A0 JOH 502 SHA|ZLICL LIFE A%t 22 LEQ| 2t L=
2| LIF EE= SP/ BMC A|AH! 2&0 HZslof gfL|Ct

network interface revert -vserver Cluster -1if *
2. DE QEHO|ATL BAZ|=X| SOISIMR true ~2 {8t Is Home :

net interface show -vserver Cluster

@ otEsl o 18 ME 22 2 QaLch
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g EHFMR

Ct2 ool M= 2= LIF7} node12t node20l| Q1 Ts Home ZIt= AFAMQIL|CE

clusterl::*> net interface show

Current Is
Vserver

Home

Cluster

true

true

true

true

Logical

Interface

nodel clusl

nodel clus?2

node2 clusl

node2 clus2

HFO| H[Z Gt U =R] 2el5tM K.

network options switchless-cluster show

CH2 oflmlel #RE £82 74 230

Status

Network

-vserver Cluster

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

| Bl

it

169.254.

169.254.

169.254.

169.254.

209.69/16

49.125/16

47.194/16

19.183/16

HotE|RAS S 20 ELIC.

clusterl::*> network options switchless-cluster show

Enable Switchless Cluster: false

SHAEO[ L HH JEIS 2RI5HA|

cluster show

=

2.

Current

Node

nodel

nodel

node?2

node?2

Port

e3a

e3b

e3a

e3b



of

o

£ EFAMR

CtZ ool M= E31AE L =29 dEfet HA o) et Y2EE 2HELICE

clusterl::*> cluster show

Node Health Eligibility
nodel true true
node?2 true true

A 22 AH QEM|0| Ao HEYS 2QISHA K.

=

57
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE A2 CHE MR HE HAISH= EE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2| M AL, show MIF HEE HAISH= S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|AQ AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is nodel

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel e3a
Cluster nodel clus2 169.254.49.125 nodel e3b
Cluster node2 clusl 169.254.47.194 node2 e3a
Cluster node2 clus2 169.254.19.183 node2 e3b
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. ot +FS ChA| ZE|Xt2 HERLIC
set -privilege admin

2. Xt3 Alo|A MM S AX|St AL AutoSupport HIAIXIE = E5H0] CHA| 2Hd3t5HN| R,

system node autosupport invoke -node * -type all -message MAINT=END

to|22f|o| Mgt 20 = LSS Y & ASLICE "A9X LEf ZLIHE 4"
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