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1EHA|: 22{AHE 00| 12f|o|M
1. 0] 2{AH0|M AutoSupport 243tEl 22 AutoSupport HIAXIE S &E5t0] XtE #H|0|A MM S AR|EL|CH.
system node autosupport invoke -node * -type all - message MAINT=xh
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g EHFMR

(cs2) # enable

Password

(cs2) #

N

(Enter)

network interface migrate

HE EHFMR

FL-E0| 240||A clus2E EE e1aZ Ot0|12{|0|MEtL|Ct

cluster::*> network interface migrate -vserver vsl -1if clus2

-destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2

—-destnode node2 -dest-port ela

.2t 20

Tk

network interface show

CHS GOl M= clus27t & L E 2 F0|A ZE e1aZ 00| O30 MEIIS S B ELICE

€ EHFMR

cluster:

Vserver

false
vs2

false

Logical
Interface

clusl
clus?2

clusl
clus2

£0i| A 0ro] 220 M0| | U =X

Status

up/up
up/up

up/up
up/up

21o|

Network
Admin/Open Address/Mask

10.
10.

10.
10.

10.
10.

10.
10.

10.
.2/16

10

10.
10.

1/16

1/16
2/16

:*> network interface show -role cluster

Current
Node

nodel
nodel

node?2
node?2

Current
Port

ela
ela

ela
ela

Is
Home

true

true



2CHA|: FASTPATH AZEQ| 0]

1. 2 LE Q0N 2HAE ZE 232 Z28ILICE

ax

network port modify

€ EHFMR

CHE oM & == 2R0M ZE e2a”t SRE|= A2 2OFELICE

cluster::*> network port modify -node nodel -port e2a -up-admin

false

cluster::*> network port modify -node node2 -port e2a -up-admin

false

2 ELE RN ZE e2a7l ZREUE=X| SIS L.

network port show

HE EHFAHR

cluster::*>

(Mbps)
Node Port
nodel
ela
ela
node?2
ela
ela

3. &M NetApp 221X|2l cs12] ISL(Inter-Switch Link) ZEE Z=ZgtL|Ct.

network port show -role cluster

cluster
cluster

cluster
cluster

Link MTU

up 9000
down 9000

up 9000
down 9000

Auto-Negot
Admin/Oper

true/true
true/true

true/true
true/true

Duplex
Admin/Oper

full/full
full/full

full/full
full/full

Speed

Admin/Oper

auto/10000
auto/10000

auto/10000
auto/10000



g EHFMR

(csl) # configure

(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # shutdown
(csl) (Interface 0/13-0/16) # exit
(csl) (config) # exit

4. cs20llM BixH EAISIEl 0]0|X|S welBtLICt

CEEIES )

(cs2) # show bootvar
Image Descriptions

active:

backup:

Images currently available on Flash

unit active backup current-active next-
active
1 1.1.0.3 1.1.0.1 1.1.0.3 1.1.0.3

(cs2) # copy active backup
Copying active to backup
Copy operation successful

(cs2) #

5. A9|x|of o|O|x| ItUS CHRREFILICE

O|0|X| IS &4 O|0|X|ofl SAFSHHA MFEE Al SHE O|0[X[7t Ml Q! FASTPATH HE S AEEfLICt o
O[0fX|= HHEOZ A& AHEY = USLIC

-



g EHFMR

(cs2) # copy tftp://10.0.0.1/NetApp CN1610 1.1.0.5.stk active

LY L TETP

Set Server IP. . ... iieeteeeeeeeeeeeneenens 10.0.0.1

== ol o P ./

FLILEMEMS 0 0 0 000 000000000000000000000000000 ¢ NetApp CN1610 1.1.0.5.stk
DAt T P e v e et e et e et ee e eeeeeeeeseesaeennens Code

Destination Filename.......c.ouooiteeweeeennn active

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

6. FASTPATH AT E|0{Q] A3t HFS 2QISIM Q.

=

show version



g EHFMR

(cs2) # show version

Switch: 1

System Description.........eeeeeeo.. Broadcom Scorpion 56820
Development System - 16 TENGIG,
1.1.0.3, Linux 2.6.21.7

Machine TypPe. ..o i ittt eeeeeeeenans Broadcom Scorpion 56820
Development System - 16TENGIG

Machine Model. ...t iieeeeennnnnnn BCM-56820

Serial NUmMbEer. ....oi et eeeeeeeeeans 10611100004

IFIRU NUOSE 6 0 0 c 0 coooo0o0000000000000000

Part Number. ......oi it ieteeneenans BCM56820

Maintenance Level..... ..ot eeenn. A

Manufacturer........ .o, 0xbc00

Burned In MAC Address.......eeeee... 00:A0:98:4B:A9:AA

Software Version........eeeeeeeeenn. 1.1.0.3

Operating System........coveeeeunn.. Linux 2.6.21.7

Network Processing Device........... BCM56820 BO

Additional Packages..........c....... FASTPATH QOS

FASTPATH IPv6 Management

2y 9 89l T oj ChSt S5 0|0|XIS Eelstict,

= O = d — =

show bootvar



g EHFMR

(cs2) # show bootvar

Image Descriptions

active

backup

Images currently available on Flash

unit active backup current-active next-
active
1 1.1.0.3 1.1.0.3 1.1.0.3 1.1.0.5

reload

HE EHFMR

(cs2) # reload
Are you sure you would like to reset the system? (y/n) vy

System will now restart!

3CHA|: MX| ol
1. CtA| 20913510] FASTPATH 2T EQ0{2] A HHE SQISHA|R.

show version



g EHFMR

(cs2) # show version

Switch: 1

System Description.........c..ceee.... Broadcom Scorpion 56820
Development System - 16

TENGIG,
1.1.0.5, Linux 2.6.21.7

Machine TypPe. e v it in it teeeeeeeenenens Broadcom Scorpion 56820
Development System - 16TENGIG

Machine Model...... ..t eeennn. BCM-56820

Serial Number.......oieiiiieeeneennn. 10611100004

FRU NUMDET . o it it ittt et e e et eeeeeeanens

Part NUmMber. ... .ottt teeeeeennenenns BCM56820

Maintenance Level......coiiii .. A

Manufacturer......c.. it ennennn. 0xbc00

Burned In MAC AddresSsS.....cueeeueeeeeensn 00:A0:98:4B:A9:AA

Software Version.......c.ooeeeeeeeeenn. 1.1.0.5

Operating System. ....oueeeeeeeeeennnnn Linux 2.6.21.7

Network Processing Device............ BCM56820 BO

Additional Packages........ieeeeeen.. FASTPATH QOS

FASTPATH IPv6 Management

fot

2. =M AQK[Ql cs10|A ISL ZEE FHL|C}.

Ml

configure

oE 2HFAHR

(csl) # configure

(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # no shutdown
(csl) (Interface 0/13-0/16) # exit

(csl) (config) # exit

3. ISLO| ZtS3H=X| &QI5tHIR.
show port-channel 3/1

23 YEi EE= OES EAISHOF LT up .

10



5.

g EHFMR

(cs2) # show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

. SAFSICE running-config MY startup-config 2L EQ0] HF It AKX ™| BHESHH MAS

CIREESHMIR.

g EHFMR

(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully

Configuration Saved!

ZH L E0M & W 2AE ZE e2aS 2doLIC]

network port modify

11



6.

7.

8.

12

g EHFMR

cluster::*> network port modify -node nodel -port e2a -up-admin true

cluster::*> **network port modify -node node2 -port e2a -up-admin

true**

TE e2a2 HEE clus2E & STLICH

network interface revert

ONTAP AZEQ|0| A0 w2} LIF7F AHs O 2 E| S0z 4 QSLICE

€ EHFMR

cluster::*> network interface revert -vserver Cluster -1if nl clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus2

LIFZ} O[X| ZQIX| &QIStHR(true ) F LE BZ5F0||A:

network interface show -role cluster

HE EHFMR

cluster::*> network interface show -role cluster

Vserver

vs2

o] MEHE 2015

—

cluster show

Logical
Interface

clusl
clus?2

clusl
clus?2

FMI2:

Status

Network

Admin/Oper Address/Mask

up/up
up/up

up/up
up/up

10.10.10.
10.10.10.

10.10.10.
10.10.10.

1/24
2/24

1/24
2/24

Current
Node

nodel

nodel

node?2
node?2

Current
Port

ela
e2a

ela
e2a

Is
Home

true

true

true

true



O 2HFAMR

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

9. C}2 AQ[X| cs10f| FASTPATH AZEY0{E MX|6l2{H 0| ChA|ZE gtEhL|Ct,

10. Xt& A0|A MM 2 At AL AutoSupport HA|X|E SZE3H0] CHA| ZA3t6HMR.
system node autosupport invoke -node * -type all -message MAINT=END
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HAISHOF €fL|C}. 1arger than PMTU communication 2E ZZ0|A M3gL|Ct

* RCF %! ONTAP 2| X[ &[&= M LT,
AQX| St HE & QSN Q. "NetApp CN1601 5! CN1610 A9 X|" X2 &= RCF 5! ONTAP HH| CHSt
O X| LTt
RCF &%

CtE EXolM= 2 AEE Data ONTAP 8.2 &
Z3 2 Data ONTAP 8.3} CHELILY.

o
>
00
ot
L
o
My
1]
1A
Io
rulJJ

2{AE{ Vserver, LIF 0|2 4 CLI

13


http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/
http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/
http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/
http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/
http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/

RCF {7t FASTPATH HT9| HE T AfO[ofl BE S540| A2 &+ UASLICH

RCF HZH 1.20| A& 2ot 2X|Z 2I8H Telnet X| 20| HAIMOZ H|ZMSE|AELICE RCF 1.28
() 4xists Sof o2 XIS WAIBtIB Secure Shell SSH)O| Eafstelo] QIX| Soldti. 1ota
"NetApp CN1610 A2 X[ 2t2[X} 7t0| =" SSHO|| CHSE XtA[St HE T}t & LICt

Ofl Alof| 25t
Of Zxtof oflofl M= ChE 291K & .= BEEE AFSELIC

= 7H2| NetApp 22|X|= cs11t cs2LICt.
£ 79| 28{AH LIFE clus1z} clus2®IL|C}.
VAHE vs12t vs2 R LILCE,

e 02 cluster::*> TETE = S2{AE9 0|EZ LIEHL|LCE

* 2t LCO| 22{AE XEE e1a%2t e2aE HHEL|CL
"Hardware Universe"SSHE0| M X/ &= AX 22{AH ZE CHet XMt HE Tt USL|CT.

* X|¥E[E ISL(Inter-Switch Links)2 EE 0/135%E 0/167HX|IL|Ct,
s X|¥EE L E HAL T E 0/1~0/12YL|LC.
* FASTPATH, RCF % ONTAP 9| X|2l&|= HFQIL|C}.

AQK| T3 BE 1 EHOISIM 2. "NetApp CN1601 & CN1610 AL/ X|" X| ¥ == FASTPATH, RCF &
ONTAP H{7Z0f CHgt I[O| X[ I L|Ct.

e

1EHA|: 22{AH Oto|azf|o|M
1. 8 AQK| 18 HEE MELCHL
write memory

HE EAFAMR

CHS oflofl A= B AKX 2M0| A2 2| MEE= A2 EHELICH(startup-config ) 29K
cs22| mp:

(cs2) # write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!
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N
N

PO ZA0||A clus22 EE e1a O10|12{|0|MEtL|LC}
network interface migrate

HE EHFAMR

cluster::*> network interface migrate -vserver vsl -1if clus2
-source-node nodel -destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2
-source-node node2 -destnode node2 -dest-port ela

w
N

FL-Eo| 240 A OFo|O2j[0]M0] H/HZH =X 2QlsHM|=.
network interface show -role cluster

g 2HFAMR

CHS oo M & clus27t & L E 250 EE e1aZ OHO| 20| MEIR}SE 2 ELICH

cluster::*> network port show -role cluster

clusl up/up 10.10.10.1/16 node?2 ela true

clus?2 up/up 10.10.10.2/16 node?2 ela
false

4. 5 LE DR0M ZE e2aS ZEELICE
network port modify

HE EHFMR

LS ool = & L= 2F0M ZE e2a7t B&E = WS HOFLICL

cluster::*> network port modify -node nodel -port e2a -up-admin
false

cluster::*> network port modify -node node2 -port e2a -up-admin
false

5. E LE OE0M ZE e2a7l ZRE|Y=X| EOISHA L.

|

network port show

15



O 2HFAMR

cluster::*> network port show -role cluster

Auto-Negot

Admin/Oper

Duplex

Admin/Oper

(Mbps)
Node Port Role
nodel
ela cluster
e2a cluster
node?2
ela cluster
e2a cluster

9000
9000

up
down

9000
9000

up
down

6. 2 NetApp 22/%[Q! cs19] ISL ZEE Z=Z L.

O 2HFAMR

2CHA|: RCF AX|

1. RCFE ARIX|0f] SAtetL|Ct

@

>
do
s
rir

16

true/true
true/true

true/true
true/true

# configure
(config) # interface 0/13-0/16
(interface 0/13-0/16) # shutdown
(interface 0/13-0/16) # exit
(config) # exit

™ OF BILICE .scr ATEEE

2l T2 FASTPATH 29 M|HE ¢let &2 L ct.

full/full
full/full

full/full
full/full

Speed

Admin/Oper

auto/10000
auto/10000

auto/10000
auto/10000



g EHFMR

(cs2) # copy tftp://10.10.0.1/CN1610 CS RCF vl.l.txt nvram:script
CN1610 CS RCF vl.l.scr

[the script is now displayed line by line]
Configuration script validated.

File transfer operation completed successfully.

2. A3REJURZEE0 X|Fot Y 0| 222 MHEEIU=X] &RIsHH Q.

(cs2) # script list

Configuration Script Name Size (Bytes)
running-config.scr 6960
CN1610 CS RCF vl.l.scr 2199

2 configuration script(s) found.
6038 Kbytes free.

() 23zEe:ci2zcos Sot gns PAE M 2 50| Qu A9IK BYSQIX) HeIELIC

oE 2HFANR

(cs2) # script validate CN1610 CS RCF vl.l.scr
[the script is now displayed line by line]
Configuration script 'CN1610 CS RCF vl.l.scr' validated.

4. AT ES AQ|X[0f MEELICL



O 2HFAMR

(cs2) #script apply CN1610 CS RCF vl.l.scr

Are you sure you want to apply the configuration script? (y/n) vy
[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.l.scr' applied.

M L—

O. HZ AI0| AL(X|0] THEIU=X] 2QUSHA K.

18

(cs2) # show running-config

O Oilofl A= IS S EAIBLICE running-config 29|10 T, o &3t ch2 HH3 D=t Q=X
stolsta{ot el RCFet Hlmafof BHLIt,

HE A S MERLICH

AHSICE running-config MY S BEEOE X|™HEL|CE

OlE HOFMR
(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

29X E Pt CHSE HRISHMIR. running-config I20| FetEL|Ct.

=

MEEo| 2zEH 2015t0f TS S =Hldof &LICE running-config IIYE &2 CtZ RCFe| HH
202l QIE{H|O|A 3/640]| CHEt HHE HoM K.



g EHFMR

(cs2) # reload

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

System will now restart!

ot

9. =M AQX|Ql cs10|M ISL ZEE ZAL|C}

I

HE EHFMR

(csl) # configure

(csl) (config)# interface 0/13-0/16
(csl) (Interface 0/13-0/16)# no shutdown
(csl) (Interface 0/13-0/16)# exit

(csl) (config)# exit

10. ISLO| &S3H=X| 2tQlStAR.

show port-channel 3/1

Y3 HEf EE= L2 S EAISHOF gL/t up .

19



M. £ LC DA 22{AE ZE e2a= A|ASHL|CH

g EHFMR

(cs2) # show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static

(Enhanced hashing mode)

Mbr Device/
Ports Timeout

Port
Speed

0/13 actor/long
partner/long
0/14 actor/long
partner/long
0/15 actor/long
partner/long
0/16 actor/long
partner/long

network port modify

€ EHFMR

CH2 0|0 A= node12t node20l|M EE e2a7} &M 3}x|

10G Full

10G Full

10G Full

10G Full

True

True

cluster::*> network port modify -node nodel -port e2a -up-admin true

cluster::*> network port modify -node node2 -port e2a -up-admin true

3EHA|: 2| =l

1. & LE DM ZE e2a7} 58H=X| 2QI5IM| 2.

20

network port show -role cluster



g EHFMR

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed (Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper Admin/Oper
nodel
ela cluster up 9000 true/true full/full auto/10000
e2a cluster up 9000 true/true full/full auto/10000
node?2

ela cluster up 9000 true/true full/full auto/10000
e2a cluster up 9000 true/true full/full auto/10000

2. & LE OR0M XE e2a2t HEE clus2E ESELIC
network interface revert
ONTAP HTof| a2t LIF7} XS 2 B[S0t = /JASLICEH
ol E 2E0FAHR

cluster::*> network interface revert -vserver nodel -1if clus?2

cluster::*> network interface revert -vserver node2?2 -1if clus?2

3. LIF7t O|H| S QIX| &QlIStMR(true ) F L& EF0lA:

network interface show -role cluster



4.

g EHFMR

cluster::*> network interface show -role cluster

Logical
Vserver Interface

Status

Network
Admin/Oper Address/Mask

10

vsl
clusl up/up 10.10.
clus? up/up 10.10.
vs2
clusl up/up 10.10.
clus2 up/up 10.10.
L& O MEHE 240I5HM( Q.
cluster show
OlE HOFMR
cluster::> cluster show
Node Health Eligibility
nodel
true true
node?2
true true

S. S AtstCt running-config ¥ E startup-config

22

CIREESHMIR.

10.

10.
10.

1/24
.2/24

1/24
2/24

ADE

sl I

Current

Node

nodel

nodel

node?2
node?2

Current
Port

ela
eza

ela
eza

E4)|of HHat A9|X| 2Fof| ThEoHH obA

Is
Home

true

true

true

true



O 2HFAMR

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

6. L2 AR(X| cs10il RCFE & X|5t2{H 0| EHAIS gh=gtL|Ct

—_=

ChE22 f9e7te?

"ALIK| HEi 2ZLEE £4"

ONTAP 8.3.1 0| &t0]| CH{$t FASTPATH AT E 0] 3! RCF AX|
ONTAP 8.3.1 O|&0]| FASTPATH 2ZE9|0{Q} RCFE AX|5}2{H CtS XIS [LIEN Q.

ONTAP 8.3.1 0| &2

HSH= NetApp CN1601 22| A2{X|2F CN1610 S2{AH ALQ|X[Q| dX| A= SLELCt.
SHX|2H = HEo= M2 C

2 AT EQ0{t RCFIt ZQgtL|Ct.

» AQIX| 0| A iRt
-+ SHfel AHSehs 2BAE(210| 257 g0, ZE0| Y ZAE| HEYI QIEH0|A FH=(NIC)L 02

> 1
rot
Ho
N
£Q
njo

X0 M 2AHSHA| 7| Sots ZE HE.

rin
my

HAE ZEJF AHE|ASLICH
1

rin

HAE =2| AEHO[A(LIF)7t E = ASLICHDO0| 22| 0] M= X| SiofoF ).

* b ooy Jork
L]
|>
I>

* M3HQ HFLIAO|M HZ: ONTAP (#oh: 11&) cluster ping-cluster -node nodel BH2 LSS
HAISHOF &fL|C}. 1arger than PMTU communication 2E ZAZ0|A M3gL|Ct.

* FASTPATH, RCF 3! ONTAP 2| X[ &[= HM LT}

AQAX| =8 HE B 2QISHNR. "NetApp CN1601 2! CN1610 A2 X[" X[ E|= FASTPATH, RCF &
ONTAP H7Z0f CHet H[O| X[ L | C.
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FASTPATH AZEQ|0{E HX[5HM| 2

Ct2 BXtof M= 22{AE A Data ONTAP 8.2 22 AFERILICH 2oH o= 22 AH Vserver, LIF 0|F 8! CLI
£32 Data ONTAP 8.31} CHELICH.

RCF BTt FASTPATH HTQ| HE & AfO[ofl BH S£540| AS 5 ASLICH

RCF H{ZH 120 A= Hot 2H|2 218} Telnet X|210| BA|X O 2 H|EMt=|A&LICt RCF 1.22
() uxists sof o1z XIS WRIBtEIE Secure Shell SSH)O| Zafstelo] QIX| Solsti. 12t
"NetApp CN1610 A2[X| 2t2|Xt 7t0| =" SSHO|| CHst XtM[st HE Tt Q&LIC

Ofl Alof| 25t
Of Exto| ool M= LhS 291K & .= FEEE AFSHLIC

* £ 7129 NetApp 29IX| 0|22 cs12t cs2@!L|C}.

* SHAH =2| 2IEH[0|A(LIF) 0|22 node12| B node1_clus1dt node1_clus20|11, node22| &<
node2_clus12t node2 clus2L|Ct. (EHAENE #|C 24742 = =7t S 4 AUELICH)

* AER|X| 7t HA(SVM) 0| S E2{AEHQIL|C
* J0I2 clusterl::*> TETEL= S AFEQ| 0|22 LIEFHL|CH

* 2t LEo| 22{AH XEE= e0a2 eObZE HHEL|CE.
"Hardware Universe"SHZ0{|A X|JE|= X S2{AE ZE| CHS XHA|et HEIt JSLICH

* X|2IE|= ISL(Inter-Switch Links)2 LE 0/135E{ 0/167HX|QIL|C}.
* XYElE L E HE2 ZE 0/1~0/12¥LICt.

12| 22{AF oto| 20| M

1. 22{AHQ UHES3I ZEO Cist HEE HEAILICE

network port show -ipspace cluster
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g EHFMR

CHE ols B89 23 s 2HELICL

clusterl::> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

eOb Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000

4 entries were displayed.

2. 2AEQ| LIFO|| CHEt HE S HAILCH.

network interface show -role cluster



O 2HFAMR

CHE ool M= S1AE2| =2[H QUEI0[AE EHELICL O] Hl0M= ~role B/iHs= SAH ZES
HZE LIFO| et §EE FAIRLICH

clusterl::> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
elb true

node2 clusl up/up 10.254.48.152/16 node?2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
eOb true

4 entries were displayed.

3. ZH LEOM L E 22| LIFE AF2310 node1_clus2E node12| e0aZ 00| 12|0| M5t 1 node2_clus22
node22| e0a= O}O| 20| MLt

network interface migrate

7t S2AE| LIFS AQ3 HES2

— =

M

&0 FFS Y=HOF gLCt.

g EHFMR

clusterl::> network interface migrate -vserver Cluster -1if
nodel clus2 -destination-node nodel -destination-port ela
clusterl::> network interface migrate -vserver Cluster -1if

node2 clus2 -destination-node node2 -destination-port ela

@ O] BHO| 2 2T AH 0|2 LHAEKE F=20IH 2 LE0| M BHES AAstof fLict. it

4. LSS AF2ot0] Oto|a2f|o| MOo| HAHZH=X| 2HOISHMIR. network interface show =0 CHEH HEH.

26



g EHFMR

CtS Of|0 M= clus27t .= node12} node22| ZE e0az 00| 18|0|ME|A}SS EHFLICE.

clusterl::> **network interface show -role cluster**

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
ela false

node2 clusl wup/up 10.254.48.152/16 node2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
ela false

4 entries were displayed.

5. ALEX| 2= HIAXIIE LHEHLHH yE J2i5t] Hot +F2 1502 HEHLIC
set -privilege advanced
g TEITE(*>)7f LIEFLIC.
6. = T D=0 2HAE ZE e0bE ZS2ELILCE
network port modify -node node name -port port name -up-admin false
Zt S AE LIFE 2R ZEER 2&0| BES LH|{oF LTt

g EHFAMR

CHe HloiM = 2E = E0M ZE e0bE E=5H= BHE 2 SLICL

clusterl::*> network port modify -node nodel -port e0b -up-admin
false
clusterl::*> network port modify -node node2 -port eOb -up-admin
false

7. 5 LE REUA ZE eOb7t ZEE[JA=X] SQISHN .



network port show

HE EHFAHR

clusterl::*> network port show -role cluster

(Mbps)
Node Port
Admin/Oper

Broadcast Domain Link

MTU

ela
auto/10000

elb
auto/10000
node?2

ela
auto/10000

eOb
auto/10000

4 entries were displayed.

8. cs19| ISL(Inter-Switch Link) ZES Z=ZtL|Ct.

oE 2HFANR

9. cs20i| M HxH 2tz 0|0|X|S W ATt CH.

28

#configure

(Config) #interface 0/13-0/16
(Interface 0/13-0/16) #shutdown
(Interface 0/13-0/16) #exit
(Config) #exit

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

up

down

up

down

9000

9000

9000

9000

Speed



g EHFMR

(cs2) # show bootvar
Image Descriptions
active

backup

Images currently available on Flash

1 1.1.0.5 1.1.0.3 1.1.0.5 1.1.0.5

(cs2) # copy active backup
Copying active to backup
Copy operation successful

2CHA|: FASTPATH 2ZE 9|0 2! RCF A %]

1. FASTPATH 2ZE¢0{9] M3 HT S &I5tM Q.



g EHFMR

(cs2) # show version

Switch: 1

System Description
1.1.0.5, Linux

............................. NetApp CN1610,

2.6.21.7
Machine T YR . v i ittt ittt e et e ettt et eeaaaneas NetApp CN1610
Machine Model. ...ttt et teeneeeneeeeens CN1610
Serial NUMDET . ..ttt ittt ettt et eneeneanannns 20211200106
Burned In MAC AddreSS .. v i et eeeeeeeeeeeaeeenns 00:A0:98:21:83:69
Software VersSion. . ... ettt ettt eeeeeeennenns 1.1.0.5
Operating SyStemM. ..ttt ttneeeeeeeeeneeeeannnn Linux 2.6.21.7
Network Processing DeviCe.........eiuenuennn.. BCM56820 BO
Part NUMbDETr . ..ttt ittt ittt e ettt e eanannns 111-00893

--More-- or (qg)uit

Additional Packages

Management

2. A2[X|of O|0O|X| MY S CHREE

O|0| x| mpd

LIC.

2 o[n|X|of| SAFSHH TEE Al 8l o|0|X|7t A

k=)
=
O[0|X|= HAHELZ A& MEEH = USLICE

30

AlSH =
=0

............................ FASTPATH QOS

FASTPATH IPv6

QI FASTPATH HEME dHgetL|Ct. o|H



g EHFMR

(cs2) ficopy

sftp://root@10.22.201.50//tftpboot/NetApp CN1610 1.2.0.7.stk active
Remote Password: ***x**x*x*

SEFTP

10.22.201.50
/tftpboot/

NetApp CN1610 1.2.0.7.stk
Data Type

Destination Filename

(y/n)

Management access will be blocked for the duration of the transfer
Are you sure you want to start? y

SFTP Code transfer starting...

File transfer operation completed successfully.

w
rot

M e 2

2t R O|0|X| T2 2elotM| L.

show bootvar

0 EHFMR

(cs2) #show bootvar

Image Descriptions

active

backup

Images currently available on Flash

31



4. M2 0|0|X| H{Xt =8te| = RCFE ALIX|0| HX|ELICH

RCF H{Z10| 0|0| YeISICHH ISL ZES S2{MK.

0 EHFMR

32

(cs2) #copy tftp://10.22.201.50//CN1610 CS RCF vl1.2.txt nvram:script
CN1610 CS RCF vl.2.scr

£ L TETP

Sel SerVET TP . it ittt it ittt eeeeeeenaaeeaneeens 10.22.201.50
= o /

Filename. @ v v ittt ittt et et e eee et eeeeesoeenaseas
CN1610 CS RCF vl.2.txt

DAtA Ty Pt ottt ittt e et teeeeenneeeeneeeeaneeneans Config Script

Destination Filename. .. ....c.u ittt eeeenenenn
CN1610 CS RCF vl.2.scr

File with same name already exists.
WARNING:Continuing with this command will overwrite the existing

file.

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
Validating configuration script...
[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

(D) 1B .cor TBEE EEs| KOl MY 080 Y ARAE L0 HLIC O o
7152 FASTPATH 2% HIRIS 913t Z@lLIct.



g EHFMR

(cs2) #script list
Configuration Script Name Size (Bytes)

CN1610_CS RCF vl.2.scr 2191

1 configuration script(s) found.
2541 Kbytes free.

- 23R EE AQX|0f| HEELCt.

(cs2) #script apply CN1610 CS RCF vl.2.scr

Are you sure you want to apply the configuration script?
[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.2.scr' applied.

- HE ALO| A9/K|of| MEE|AE=X| 2RI ChZ ME L)

= - =

show running-config

g 2HFAHR

(cs2) #show running-config

LAY Y2 MR AQIXIS MEYE o A% RHOR ABELIC

(y/n)

y
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g EHFMR

(cs2) #write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

9. A9IX|Z MEEIFLICE

g EHFMR

(cs2) #reload

The system has unsaved changes.

Would you like to save them now? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

System will now restart!

3EHA: 2] =l

1. CIA| 20013t CH2 AQ|X|7} FASTPATH AT E Q09| M| HM S AlsHstT Q=X| 2H0I5HAM| Q.
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g EHFMR

(cs2) #show version

Switch: 1

System DesCription. ... e e eeeeeeeeeeeeenn NetApp CN1610,
1.2.0.7,Linux

3.8.13-4ce360e8

Machine T YR . v i ittt ittt e et e ettt et eeaaaneas NetApp CN1610
Machine Model. ...ttt et teeneeeneeeeens CN1610

Serial NUMDET . ..ttt ittt ettt et eneeneanannns 20211200106
Burned In MAC AddreSS .. v i et eeeeeeeeeeeaeeenns 00:A0:98:21:83:69
Software VersSion. . ... ettt ettt eeeeeeennenns 1.2.0.7
Operating SyStemM. ..ttt ttneeeeeeeeeneeeeannnn Linux 3.8.13-
4ce360e8

Network Processing Device............couvuun... BCM56820 BO
Part NUmMbET . . ittt it ittt i ettt et ettt et eeeeanens 111-00893
CPLD VeTrSI0M e v vttt et ettt et eeeeeeeeeeeeeeaeenans 0x5
Additional Packages.......ieiii ittt enanneens FASTPATH QOS

FASTPATH IPv6
Management

MEEO| =M =215t O|0|X| HE S &elsty, e Sl 784S 211, RCFo| M7 2{|0|S2l QIEH|o[A
3/640] Clist @FS Zotof hL|Ct.

- 2 220X cs10f|M ISL ZES ALIL}

g EHFAMR

(csl) #configure

(csl) (Config) #interface 0/13-0/16
(csl) (Interface 0/13-0/16) #no shutdown
(csl) (Interface 0/13-0/16) #exit

(csl) (Config) f#exit

- ISLO| AS3t=X| 2lstA K.

show port-channel 3/1

Y3 e EE= CH2S EAISHOF gLt up .
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g EHFMR

(csl) #show port-channel 3/1

Local Interface. . v i ittt et et teeeeennnnn 3/1
Channel Name. . ...t it ittt eneeeeeeeeeeeneneeans ISL-LAG
Link State. .. ii ittt ittt it ettt enaeaean. Up
Admin MOde . c v vttt ittt ettt ettt eeneneeeaaeees Enabled
T e e e e e e e e e e e eee e eneeeseneeeeaneeesaneeneans Static
Load Balance Option. ..ot eeeeeneeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full False
partner/long

0/16 actor/long 10G Full True
partner/long

4. RE CCOo|M 22AE ZE e0bE A|ZFEILICE,
network port modify
Zt 2HAH LIFE AR HEED 250 BH 2 =sHof gfLct

HE EHFAHR

CtE ool A= node12t node20ll M ZE eOb7t Edotkl= XS 20 FLICH

clusterl::*> network port modify -node nodel -port e0b -up-admin
true

clusterl::*> network port modify -node node2 -port e0b -up-admin
true

5 BE LCA ZE e0b7t RS8t=X

ok
o
iels
2=
fo

network port show -ipspace cluster
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g EHFMR

clusterl::*> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

eOb Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000

4 entries were displayed.

6. LIF7I O|H| SQIX| &QIStM2(true ) F LE EF0AM:

network interface show -role cluster



g EHFMR

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.66.82/16 nodel
ela true

nodel clus2 up/up 169.254.206.128/16 nodel
e0b true

node2 clusl up/up 169.254.48.152/16 node2
ela true

node2 clus2 up/up 169.254.42.74/16 node?2
elb true

4 entries were displayed.

7. £ Ol AE S HA|RLICE
cluster show

g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

2 entries were displayed.

8. ZE|Xt Yot +FEQZ EO0HIH|:
set -privilege admin

9. O|™ THA|E HHE235}0] CHE AQ|X| cs10l| FASTPATH A E |02t RCFE M X| gL},
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NetApp CN1610 22| X|0f| CHoF SI=9|0] A

SHAEH 2HH| HAH ALK r5$|o1 U ATEQNHE LHoI2{H LSS
"CN1601 5! CN1610 2 2|X| ™ 5! 2 70| =" .

A 2| K| Oro[22]|0]4d

AQK|E|A EHAE A AKX NetApp CN1610 22{AE SAOZ 010|12|0|M

7|E0| 2 E AQX|2|A E2AEH &H0| U= AL CN1610 22{AEH HES
AE23510] 2= A QK| EB{AE SHOE nromaﬂomg £ AOMH, 0|8 Edl| 2= OIMOE
ehabet o~ QU&LICt

2 E AQIKIE|A TGOl B3R LS A S 2IsHMIR.

* 2L E AQX|E|A PMO| SHIEA KD XES5tn QELICE
* LE= ONTAP 8.2 O|AFS AlBHSHL|LC},
c BE S3AH ZEE= up MEY.
* DE 22 AH =2 AEO|A(LIF)=E up T ZEOfA.
CN1610 2 AE AQX| Mo AL
* CN1610 2HAH AQX| QlZat= = AQIX| RO 2HHSHA| XS SEL|CL.
s FARQX EE 22| HERI AHE V|sS AF10 YELICE
* SHAH AQK[Y 2EE MY 4+ JUSLICH
* CN1610 E ZF AQ|X|QF AQX| 2 HZEL2 Twinax == IIO|H 0|22 AF2EIL|CY.
J9t=2"Hardware Universe" #H|0|2&/0f| CHat XtM[$F HE 7t ITEHE|0f QELILCE
* ISL(Inter-Switch Link) #|0|£S S CN1610 A9|X|9| EE 13~160] HZEIL|C,
* = CN1610 AQX|Q| X£7| AFEXt o7t b2 =AU &L|C.
SMTP, SNMP, SSH & O|T ALO|E ARt M| LHE2 M A2|X[0f| SAFSHOF BLICE
HAYE
« "Hardware Universe"

* "NetApp CN1601 & CN1610"
* "CN1601 & CN1610 AQX| MH oI 1M

]

39


https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://hwu.netapp.com/
http://hwu.netapp.com
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://mysupport.netapp.com/site/products/all/details/netapp-cluster-switches/docs-tab
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
https://library.netapp.com/ecm/ecm_download_file/ECMP1118645
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* "NetApp KB ZA{ 1010449: 0f|2El || 22| 7|2t St Xts AH|O|A WS AH[SH= Bl

22{X| oro|Z12fofd

of|Afof] 2tsto]
o Axtel ool M= Ct3 SAE ALX[et LE HHHS AFETLICE
* CN1610 A%[X|2| 0| F2 cs12t cs2YLILCE.
* LIFQ| O|E2 clus12t clus2!L|C}.
* LLE9| 0|5 node12t node2®L|Ct.
* O0F2 cluster::*> ZIE2ETELE S2AEQ| 0|2 LIEPHLICE

* O XIo| N AHEE[= EAH ZEE= e1a%t e2a®iL|C.

J9t=2"Hardware Universe" Z21Z90| AN S2{AE ZEO| CHSH X| Al AE I TSR 0 QSLICE.

1¢HA|: 0to| 2|0 M =H|

-
o
—

1.

r
4
o

F2 1522 HESIHH LIS YSHIR. y Al&5IEt= HIAIXI 7L EAIE|H:
set -privilege advanced
g TETE(*>)7} LEFL|CH
2. 0| 22{AE{0|AM AutoSupport ZM3}El 22 AutoSupport HIA|X|E S ZE610] XI5 #H|0|A MM S AX|SHL|C,

system node autosupport invoke -node * -type all -message MAINT=xh

Xl

rr
e

X 2] 7|1 ZH(AIZ LT,

@ AutoSupport HIAIX| = 7|& X[ E0] O] RX| 22| 2t S &e] RAI 22| 7|12 Set xS #|0[A
dH0l AH| = =5 FfLICt.

HE EHFAHR
Ct

H &
oo

ro

2M|2E S KIS AHlo|& HE S ARIELIC

gjo

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

2CHA: TE 1M
1. M22 22{AH AKX cs12t cs20|M 20| HZEE ZE TE(ISL ZE N|Q|)E H|&Md3}etLCt.

ISL ZEE HlgdetotH ot gLt
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O 2HFAMR

CHS oloA = AQK| cs10|A =E0f| HAE TE 1~127} H|ZHA3}E|0f

(csl)> enable

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# shutdown
(csl) (Interface 0/1-0/12)# exit
(csl) (Config) # exit

Lt ool M= A91X] cs20iM = E0f HEE ZE 1~127} H[Z-H2Hz|0]

2)> enable
cs2) # configure

(c

(

(cs2) (Config)# interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# shutdown
(cs2) (Interface 0/1-0/12)# exit
(cs2) (Config) # exit

2. &= CN1610 22{AE AQX| cs11t cs2 AO|Q] ISLT} ISLe| E2|X ZEVI 5

show port-channel

ASE BOFLIC

ASE EHSLICE
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g EHFMR

CHS OlM= ISL ZETH 22t 22 AE EHFLICE up 291X cs10[Al:

(csl) # show port-channel 3/1

Local INterface. . v inn ittt it e it teeneennnnn 3/1
Channel Name. . ... oot ittt eneeeeeeeeeeanenaeans ISL-LAG
Link State. ...ttt ittt it e tteeetneeaean Up
Admin MOde . « v vttt ittt ettt ettt aeeenonaneeens Enabled
Y e e e e e e e e e e e ae e eneeeseneeesaneeesaneeeeaes Static
Load Balance Option. ..ottt eeeeeeeeeenneeenns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

Lt ool M= ISL ZEJt THE0 22 RS EHFELICE up 291%] cs20i|M:



(cs2) # show port-channel 3/1

Local INterfacCe. vttt ittt e ettt eeeeeaenn 3/1
Channel Name. ...ttt it ittt eeeeeeeeeeeeeeeenens ISL-LAG
Link State. ...ttt ittt ettt Up

72N o o W (o Y L Enabled
T P e e e v e e e e et e e e ae e aeeeeeeeeeeneeoeeeneeaneennns Static
Load Balance Option. ..t ieen et eeeeeeeennennns 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

3. 0|2 TX| =E2 HAILIC

show isdp neighbors



g EHFMR

CHS OloM = 291K cs12] 1F FXIS LIEELIL.

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

CHS OloM = 291K cs29| 21F XIS LIE LI,

(cs2) # show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1lo61l0
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16

4. 22{AEH ZE 228 EA|ELICE

network port show
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g Eo{FAM R

CHE ool M= A8 7hstt 23AH ZEE HOFLIC]

45



46

cluster::*> network port show -ipspace Cluster

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: nodel
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
eOb Cluster
healthy false
elc Cluster
healthy false
e0d Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false
Node: node2
Ignore

Health

Port IPspace
Status

ela Cluster
healthy false
elb Cluster
healthy false
elc Cluster
healthy false
eld Cluster
healthy false
eda Cluster
healthy false
edb Cluster
healthy false

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

12 entries were displayed.

up 9000
up 9000
up 9000
up 9000
up 9000
up 9000
Link MTU
up 9000
up 9000
up 9000
up 9000
up 9000
up 9000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

auto/10000

Health

Status

Health

Status



5. 2t SHAH XEJ i MEL] AR LEO| siE ZE0| HZEE0] Y=X| ISHMK.

run * cdpd show-neighbors

HE EHFAMR

=

CHS GloM = 2 AH ZE et1at e2a/t S{AE MEL 29| SYUSE ZEO| A0

2 ELICH

cluster::*> run * cdpd show-neighbors

2 entries were acted on.

Node: nodel

Local Remote Remote
Remote

Port Device Interface
Capability

ela node?2 ela

H

e2a node?2 e2a

H

Node: node2

Local Remote Remote
Remote

Port Device Interface
Capability

ela nodel ela

H

e2a nodel e2a

H

6. D= SHAH LIF7L A=K FASHIAIL. up 2|11 2F:

of
network interface show -vserver Cluster

2t 22{AE LIF= CHS2 EAISHOF &LICE true & 0.

Remote

Platform

[e]
A

k=]
=

mio

Hold

Time

FAS3270

FAS3270

Remote

Platform

137

137

Hold

Time

FAS3270

FAS3270

161

161

47



7.

48

g EHFMR

cluster::*> network interface show -vserver Cluster

Logical Status
Current Is
Vserver Interface
Home
nodel

clusl up/up
true

clus? up/up
true
node?2

clusl up/up
true

clus?2 up/up
true

4 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10

Network

Admin/Oper Address/Mask

10.1/16

10.2/16

11.1/16

.11.2/16

Current

Node

nodel

nodel

node?2

node?2

Port

ela

eza

ela

e2a

(D) 10ERE 13E27RIl CHg 47 U Oto| 20| 4 BHS 2 = SofA S8eor BLCt,

HE SHAH ZETF U= 2RISHHAL. up

=

network port show -ipspace Cluster



g EHFMR

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

eZa clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus2 up 9000 true/true full/full
auto/10000

4 entries were displayed.

8. MMBICt —auto-revert DN7HHS false F =29 22 AE LIF clus1 U clus20f|A:
network interface modify

g EHFMR

cluster::*> network interface modify -vserver nodel -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver nodel -1if clus2 -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clusl -auto
-revert false
cluster::*> network interface modify -vserver node2 -1if clus2 -auto

-revert false

@ Z2|A 8.3 0|Ao AR LIS HHE AMESIMR. network interface modify -vserver
Cluster -1if * -auto-revert false

©
ro

A 22 AH QIEM|0|AS] HAHS 2QISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Hoj| H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl:

Host 1s node?2

Getting
Cluster
Cluster
Cluster
Cluster

Local

Cluster Vserver Id = 4294967293

= 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125

Ping status:

Basic connectivity succeeds on 4 path(s

Basic connectivity fails on 0 path(s)

Detected 9000

Local
Local
Local
Local

169.254.
169.254.
169.254.
169.254.

byte MTU on 4 path(s):

47 .
47.
19.
19,

Larger than PMTU
RPC status:

2 paths up,
2 paths up,

1. ztrc

0 paths down
0 paths down

194 to Remote
194 to Remote
183 to Remote
183 to Remote

communication

169.254.
169.254.
169.254.
169.254.

:*> cluster ping-cluster -node local

addresses from network interface table...
nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
node2 clus2 169.254.19.183

nodel e0a
nodel e0b
node2 e0la
node2 e0b

)

209.69
49.125
209.69
49.125

succeeds on 4 path(s)

(tcp check)
(udp check)

o 220N clus12 ZE e2aZ O+0| 1|0 M LT}

network interface migrate

OlE Ho{F

CHE dloM =

cluster:

N

:*> network interface

-source—-node nodel -dest-node nodel

cluster:
-source-node node?2

®

222 830|149 AL Lz BHS

O oo=2

:*> network interface

—-dest-node node?2

clus12 node12} node29| L E e2aZ O10|18|0| M=

migrate -vserver
-dest-port
migrate -vserver

-dest-port

ZZMAE EELICH

nodel -1if clusl
ela
node?2 -1if clusl
e2a

AMESIM|R. network interface migrate -vserver

Cluster -1if clusl -destination-node nodel -destination-port e2a

2. 010| 22|0|H0| SH-E|A=X| 2RIt L.
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3. ELE 00N 22{AE ZE e1a= ZE8IL|LCI

52

network interface show -vserver Cluster

HE EHFAMR

CH2 WM A= clus10| node1Zt node22| ZE e2aZ 00| 12{|0|ME|QI=X| &tolstL|C},

cluster::*> network interface show -vserver Cluster

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Home
nodel

clusl up/up 10.10.10.1/16
false

clus? up/up 10.10.10.2/16
true
node?2

clusl up/up 10.10.11.1/16
false

clus?2 up/up 10.10.11.2/16
true

4 entries were displayed.

network port modify

g HHFAHR

Ct2 of| ™[0l A= node1Z} node20| M ZE e1aE ZSESt=

cluster::*> network port modify -node

false

cluster::*> network port modify -node

false

network port show

Current

Node

nodel

nodel

node?2

node?2

YES 2o FELC

Port

e2a

eza

eza

e2a

nodel -port ela -up-admin

node2 -port ela -up-admin



O 2HFAMR

CI2 of|0l M= ZE e1a?} down node1Z} node20i|A:

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link  MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl down 9000 true/true full/full
auto/10000

eZa clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl down 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

. EE 19| 2 AE EE et1alA #HO|=2 £2/8t CFS, CN1610 AL X|0f| M X|&l5t= MESH H|0|22 AHE5H0
elas S2{AE AQX| cs19] ZE 10| HATHL|C

J8t="Hardware Universe" 70| S & 0f| CHSt XtA|SH ARt EoE|of JSLICH

- - E29| 22AH ZE e1alilM 0|22 22/t L2, CN1610 29I X|0|M X|45H= XETt #[0| =2 AHEdHY
elaE SHAE AKX cs19| ZE 20| HAARLICE

. BHAE ALK cs10lM BE L& HZE TEE SASISHL|CE

HE EHFAHR

CHS G0 M= AQIK| cs10lM ZE 1~127t gdotE|0] S E EOFLIC

(csl)# configure

(csl) (Config) # interface 0/1-0/12
(csl) (Interface 0/1-0/12)# no shutdown
(csl) (Interface 0/1-0/12)# exit

(csl) (Config) # exit
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8. 2t LEO|A X I 22| AE LE e1as SASEILICE
network port modify
OE EHFAH R

CHe HIA[0ll A= node 12t node20i A ZE e1aE g4elsh= WHE EESLICL

cluster::*> network port modify -node nodel -port ela -up-admin true

cluster::*> network port modify -node node2 -port ela -up-admin true

9. BE SHAE ZETJ UEX| &RISHIAIR. up :
network port show -ipspace Cluster
oE HHFAHR

CIE oo s 2E 22{AE ZEJ} up node12t node20]| A:

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

ela clus?2 up 9000 true/true full/full
auto/10000

4 entries were displayed.

10. &£ & DZ0f|A O|Fof| OF0| 2&|0|MEl clus12 elaZ E|STILICE.

network interface revert
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g EHFMR

CtS OfIMIl M= clus12 node1t node22| X E e1aZ E|S2|= WHE HO{EL|CL

cluster::*> network interface revert

cluster::*> network interface revert

2|4 8.3 0[429 B Lt

®

1. RE SHAH LIF7t Q=X 2ol

= JHS MESIMR.

Cluster -1if <nodename clus<N>>

SHYAIR. up , 2B & EA

network interface show -vserver Cluster

g 2HFANR

Ct2 Olo| M= 2= LIFZt up =E13F =E201 A "Is Home" € 227t ChE 1 Z5LICE true:

-vserver nodel

-vserver node?2

network interface revert

true "&" SO A:

cluster::*> network interface show -vserver Cluster

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?2
true
node?2

clusl
true

clus?2
true

Status Network

Admin/Oper Address/Mask

up/up 10.10.10.1/16
up/up 10.10.10.2/16
up/up 10.10.11.1/16
up/up 10.10.11.2/16

4 entries were displayed.

12. 22 AEQ| L E HEfjof TSt HEE HAILIC

cluster show

Current

Node

nodel

nodel

node?2

node?2

-1if clusl
-1if clusl

—vsServer

Port

ela

e2a

ela

e2a
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O 2HFAMR

CIS ool = S 2AE W Eo| MEfet MA Lo ciet MEE HA|gL|CH
cluster::*> cluster show
Node Health Eligibility Epsilon
nodel true true false
node?2 true true false
13. 2t LEO| 2&0|M clus2E EE e1aZ 00|20 MTtL|CE.

network interface migrate

g 2HFAMR

Ct2 o|0| M= clus2E node1d} node28| X E e1aZ 0t0|12||0|MstE TEMAE HHEL|CE

cluster::*> network interface migrate -vserver nodel -1if clus2
—-source-node nodel -dest-node nodel -dest-port ela
cluster::*> network interface migrate -vserver node2 -1if clus2
-source-node node2 -dest-node node2 -dest-port ela

22|A 8.3 0|Ao AR LIS HHZ AMESIMR. network interface migrate -vserver

Cluster -1if nodel clus2 -dest-node nodel -dest-port ela

®

14. 00| 224|0[ 40| +™E|AU=X| 2QISHM K.

network interface show -vserver Cluster
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g EHFMR

LIS oMol M= clus27t node12} node22| ZE e1aZ O10| 12{|0| ME|Q=X| EHoltL|C},

cluster::*> network interface show -vserver Cluster

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

10.

10.

10.

10.

Logical
Current Is
Vserver Interface
Home
nodel

clusl
true

clus?
false
node?2

clusl
true

clus?
false

4 entries were displayed.

15. & L E DE0|AM 22AE ZE e2aE ZEYLICE

network port modify

HE EHFMR

10.

10.

10.

10.

L

Ct2 of| ™[0l M= node13} node20|M ZE e2aE ZR2ot=

cluster::*> network port modify -node

false

cluster::*> network port modify -node

false

16. ZLE MENE 2olstM :

=

network port show

Network

10.1/16

10.2/16

11.1/16

11.2/16

Current

Node

nodel

nodel

node?2

node?2

YHS EHFELICL

Port

ela

ela

ela

ela

nodel -port e2a -up-admin

node?2 -port e2a -up-admin
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O 2HFAMR

CI2 of|0| M= EZE e2a?} down node12} node20i|

M:

cluster::*> network port show -role cluster

Auto-Negot Duplex
(Mbps)
Node Port Role Link  MTU Admin/Oper Admin/Oper
Admin/Oper
nodel
ela clusl up 9000 true/true full/full
auto/10000
eZa clus? down 9000 true/true full/full
auto/10000
node?2
ela clusl up 9000 true/true full/full
auto/10000
e2a clus2 down 9000 true/true full/full
auto/10000
4 entries were displayed.
17. L E 19| 2AH ZE e2a0l|M #|0|2S 22[¢t CH3, CN1610 22| X|0l| M X|{5t= XAt A0
e2asS S AH AQK| cs29| ZE 10| HZEILIC
18. LLE29| 22{AH ZE e2a0llA #A[0|2S 220t CHZ, CN1610 AL X0l M X| R[St MG
e2aE SHAE AQK| cs29| ZE 20| HAARLIC
19. S2{AH AR[X| cs20iM BRE LE A ZEE S4SHEL|CL

O 2HFAMR

CHS olloflA = AKX cs20l|M EE 1~127t 430 JSS B SLICEH

(cs2)# configure

(cs2) (Config) # interface 0/1-0/12
(cs2) (Interface 0/1-0/12)# no shutdown
(cs2) (Interface 0/1-0/12)# exit

(cs2) (Config) # exit

20. Zt L EO|AM 5= HIY 22{AE ZE e232
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g EHFMR

CtS WA= node1Zt node20|A ZE e2aS M3t WS HOjELICH

cluster::*> network port modify -node nodel -port e2a -up-admin true
cluster::*> network port modify -node node2 -port e2a -up-admin true

21. BE SAH ZEJ} JEX HRAGHHAIL. up
network port show -ipspace Cluster

0 EHFAMR

CIE oloM= 2E 23{AEH ZEJ} up node12 node20]| Al:

cluster::*> network port show -ipspace Cluster

Auto-Negot Duplex Speed

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
Admin/Oper
nodel

ela clusl up 9000 true/true full/full
auto/10000

ela clus? up 9000 true/true full/full
auto/10000
node?2

ela clusl up 9000 true/true full/full
auto/10000

e2a clus? up 9000 true/true full/full
auto/10000

4 entries were displayed.

22. = & ZF0|M clus2(0|F0j| Oto| 12|0| M EE e2aZ = SEILICHL

network interface revert
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g EHFMR

CtE OIMI0l M= clus2E node1t node22| X E e2aZ E|S2|= WHE HO{EL|CL

cluster::*> network interface revert -vserver nodel -1if clus?2
cluster::*> network interface revert -vserver node?2 -1if clus?2

2|2 8.3 0| ¢0|M= BHO| 20 Z&LICH cluster: : *> network interface
(:) revert -vserver Cluster -1if nodel clus2 2|1 cluster::*> network
interface revert -vserver Cluster -1if node2 clus2

3CHA:

-4

Motz

[

1. B E QIHH|O| AT} EAIE|=X| SOISHNR. true "&" SOf|A:
network interface show -vserver Cluster
OlE HOFMR

CtS Ol0 M= 22 LIF7F up =E13F = E20|M "Is Home" € 217t TSt Z2&LICH true:

cluster::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
nodel

clusl up/up 10.10.10.1/16 nodel
ela true

clus?2 up/up 10.10.10.2/16 nodel
e2a true
node?2

clusl up/up 10.10.11.1/16 node?2
ela true

clus?2 up/up 10.10.11.2/16 node?2
e2a true

N
rio

A 22 AH QHM|0|Ao| AAY S &ISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Hoj| H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

T [BEHAN & =& 25 2t A9|X[0l| 71l HEO| A=X| =St

show isdp neighbors
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g EHFMR

CHE ols & 29|X|of cHet HEet ZatE HoFLCt

(csl)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
ela
node?2 0/2 163 H FAS3270
ela
cs2 0/13 11 S CN1610
0/13
cs2 0/14 11 S CN1610
0/14
cs?2 0/15 11 S CN1610
0/15
cs2 0/16 11 S CN1610
0/16

(cs2)# show isdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route

Bridge,

S - Switch, H - Host, I - IGMP, r - Repeater
Device ID Intf Holdtime Capability Platform
Port ID
nodel 0/1 132 H FAS3270
e2a
node?2 0/2 163 H FAS3270
eZa
csl 0/13 11 S CN1610
0/13
csl 0/14 11 S CN1610
0/14
csl 0/15 11 S CN1610
0/15
csl 0/16 11 S CN1610
0/16
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5.

64

T80 A= ZX|of| et S=EE EAIRLICH

network device discovery show

Tg Aot BYE A F 2= ZR0IM 2= AQIX[E[A Y EFYE HIEEY

network options detect-switchless modify

g EHFMR

CHE GloM = A2

IX|2|& 74 2FS v

0x
ot
o
rir
0%
£
o
H
2
A
C
Inl

FetLICt.

cluster::*> network options detect-switchless modify -enabled false

() =212 92 0140ME 340l IS0 WEE|DE 0 B2 ALELICE,

HHO| HIZGStE|[=R] 2ARUSHAR.

=

network options detect-switchless-cluster show

g EHFMR

O%tF false LIS OA[2 £22 74 2HO| HIZHSEAZSS HHFLICH

cluster::*> network options detect-switchless-cluster show

Enable Switchless Cluster Detection: false

(D 2lg|A 9.2 O|MOME CH2 K| 7|CH2|MA|2. Enable Switchless Cluster falseE

&L 2|t 3

H o 2 A QIAL|CE

= o

=22 T

2} LEO|M 22 AH clus1dt clus2E XS 2 E|S2| =8 745t =helgtL|ot.

g EHFMR

cluster:

-revert

cluster:

-revert

cluster:

-revert

cluster:

-revert

:*> network
true
:*> network
true
:*> network
true
:*> network
true

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus2

clusl

clus2

—auto

—auto

—auto

—auto



22|A 8.3 0|Ao| AR ChE HHE AESIMR. network interface modify -vserver

(D Cluster -1lif * -auto-revert true SHAEQS EE LA Xt SHE
2t otetL|Ct.

6. 2HAEQ| C HH HENE =QlstIL.

cluster show

O 2HFAMR

CH2 ool M= 231AH W ==9| dEfet A Joj| chet 2 E B EL(Ct

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

7. Xts Alo|A MM S XISt AR AutoSupport HA|X|E SE6H0] CHA| EAM}6HM(R.
system node autosupport invoke -node * -type all -message MAINT=END

g 2HFAMR

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=END

8. Mot £FS CHA| ZE[XIZ HFFLICH

set -privilege admin

ALK WA

NetApp CN1610 S AE AQX| WA

22 AH UEZNM ZE0| Q= NetApp CN1610 A9/ XIS WAH|SHE{H CHS HHAIE
ENR. Ol= BT = EAHNDU)RLILCE

HE QF Alet

0

AlZtsE7| o

29X WHE S| Tof| oIzl 2Fut 7|E S AH S HESX S QZato] K| A{X|0M A2(X| KIS
FAsto| Hofl Eh:. 0| ZXE|0f0f BLC}.
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7|1E EAHE HO{E 5Ll 20| HEE SE{AE A(X|E Sl 2AHHH 2Sot=A|

D\.l

4% | 0{OF BfLC}.
o DE Z{AE EEJ} *XH=*3|| 0} SHL|C}.
* BE ZAH =2| AEH|0|A(LIF)= & S0[0{0F 5t O0r0|a3|0| ME|{ A= 2t ElL|Ct.

* ONTAP 22{AH ping-cluster -node nodel BE2 7|2 HZ1 PMTUELH 2 S4I0| 2E Z20A
HSXAUS LIEtL{OF gfL|Ct.

o1ao=

* QX|&z2| S0fl= AutoSupport ZA35HH FMIL.

* R 22| 7|2 Set A ojA WH S HIEdsste{H |fX| 22| =0l FX| 22| AutoSupport E2|AHELLICY. Of
XA 718 2ME EZSHMR. "sU92: o|efEl { | 22| 7[2H SoF AFS #H[0| A ME S ARSH= LH" XbAISt

= o1
20
L [ Jym—

* HE CLI MM Tigt MM 22 S SdeltetLth M8 222 2dstst

Mskste Seof Tt XA 0] 7|2 A2 2Me|
MM EH 22 MHS AESHHR. "ONTAP AIAEI0 st |0 HZS

I3l PUTTYE Fdot= &E".

Ho IE

29K E wHSHM R

22 AH LIF7t AR = = E0|M 22{AH LIFE 010 128)|0| M= HE S HAsHOF ehLCt.
O At oilofl M= THE S2{AH ALK L E HYHS AFSYLICE

* S 712 CN1610 22{AH AL[X|Q| 0|§2 L33t Z#&LICH cs1 J2|d cs2.
* WHE CN1610 ALIX|(BE U= ALIK|)2| 0|E2 CH32 ZE&LICH 01d csl .
* 22 CN1610 AL K|(2A| A

WHE[X] b= THEH 291K 2

[T

2Ix1)2| 0|2 C2at Z&LICt new csl.
0

b
1. ASE 4 DhUO| A3 T4 TRt UX|SHEX| Solotul 2. mHl K S0 AFZst2iR o] TS 220 xfzeor
ShL|CH
(=] .

Ct2 oMl 1A HZHS FASTPATH 1.2.0.72 {3t ZdQlL|Ct.

HE EHFAMR

(old csl)> enable
(0ld csl)# show running-config
(old csl)# show startup-config

2. 4 ol 71 mpol ARZE BHELICH

CI2 o|d|e] HZE FASTPATH 1.2.0.70] CHSE Zd1L|C},
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O 2HFAMR

(0ld csl)# show running-config filename.scr
Config script created successfully.

@ CHSE dlelet ZE Ot 0|2 AH8E & USLICH cN1610_Cs RCF_vl.2.scr . I O[S0
.scr %PSXM A0{OF LTt

1. Aol ChH|Sto] AffX|el Ml 7o MYUS 2| TAE KMESLCH

g EHFAMR

(0ld csl)# copy nvram:script filename.scr
scp://<Username>@<remote IP address>/path_to file/filename.scr

2. 8k HEZ AN ASIXI2 ONTAP HIHO| LASHEX| SHoIstHR. B AZSHIAIR "NetApp CN1601 2!
CN1610 A9/%]" XEMIS LIZS HOIXIS HESIM 8.

3. Of|M "AZES0 CH2Z2E T|0[X|" NetApp X AIO|EO|A NetApp 22{AE AQIX|E MENSIO] K& st RCF 2
FASTPATH HHE CIRZESHN| K.

4. FASTPATH, RCF % MZHEl 1M 2 AFE8H0] TFTP(Trivial File Transfer Protocol) AHE MASLIC} | scr
M2 AQ|X|et i Atgd f°'°'|—||1f.

S. EO|d o 22f|0| MO| Q= AR 7ts8t SAEQN 2E ZE(AQX] LEZ| "IOIOI"2t HA|El RJ-45 H4YE)E
HZAstL|Ct.

6. SAE0M 2 Eo|d A2 MES XNFELICH
a. 96002 =
8712| H|O|E HIE

o

c. 1 EX| HIE
d. miz|E|: eiS
e. SE HOf: gl
7. fe2| IEALIXK] 21Z0] U= RI-45 ZLE)E TFTP M7t Q= St HEY 30| HZAFLICE
8. TFTP MHE At85t0] HIE 30| HEY &=H|E gLt

o
>

DHCP(SX 2 AE 14 IZEF)E A8%t= Z2 ol 22|X|0f Chigt IP 48 P BTt IELICH MH[A
EEE= 72X = DHCPE ArE5t= 5 AFE|0] ASLICH IPv4 8L IPve Z2EZ A0 Cis] LIEH 2 22|
EEV} 8oz AFEJUSLICL HX| ZETI DHCP MHIE A= HERIZO| HZE 3 MH 2H0| X152z
T ELCH

.

N |p AL E MHSIE{H serviceport protocol, network protocol, serviceport ip &S AF2sHOF BfL|CL.
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10.

CEEENT)

(new csl)# serviceport ip <ipaddr> <netmask> <gateway>

MEFO2 TFTP AH{7I ES0| Y AP BE O|Ci A0 2S AL85t0] CN1610 A9XIE ES0| A
CHg, Y LIEYIIM A IP A2 HEYI ZES PHFLICL

ol P 2REEx| @2

L2 MEY = USLIL ping FLAE 2AQIS= HIYLILE HES BHY + Q= BR
HIERIE AFE5t1 IP 192.168.x = 1 72.16.x% AEBH0 MH|A ZEE 1 g3l{of LI LSO M|
TEE DIZGM 22| IP FAZ AT £ JELICH

k2 %*KIE.* [T A 29{X|7F

MEHMOZ MZEL AL X0 Metst RCF U FASTPATH AZEQ|0| HHAE 2018
| 2 13CHA|Z 0| F3lof

SHI2H| M™E|Q D RCF & FASTPATH AZEQ0{E AH0|EE TR It Q=
LICk.

a. M2 AQK| MES &tolsIN| Q.
o= =

|_9_+
o
or
d&

O 2HFAMR

(new _csl)> enable
(new _csl)# show version

b. 22 AL|X|0ll RCFE CIHREESHM|R.
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g EHFMR

(new csl)# copy tftp://<server_ ip address>/CN1610_CS RCF vl.2.txt
nvram:script CN1610_CS RCF vl.2.scr

Mode. TETP

Set Server IP. 172.22.201.50

Path. /

Filename. @ vu ettt e ittt ee et eeeeeeneeeeeneenean
CN1610 CS RCF vl.Z2.txt

= it A 7 1O Config Script

Destination Filename.........uiiiienennennnnn.
CN1610 _CS RCF vl.Z2.scr

File with same name already exists.

WARNING:Continuing with this command will overwrite the existing
file.

Management access will be blocked for the duration of the

transfer Are you sure you want to start? (y/n) y

File transfer in progress. Management access will be blocked for
the duration of the transfer. please wait...

Validating configuration script...

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"

Configuration script validated.
File transfer operation completed successfully.

C. RCF7} AQX|0f| CIREZEE|U=X| SQISIN| L.

€ EHFMR

(new _csl)# script list

Configuration Script Nam Size (Bytes)
CN1610 CS RCF vl.l.scr 2191
CN1610 CS RCF vl.2.scr 2240
latest config.scr 2356

4 configuration script(s) found.
2039 Kbytes free.
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11. CN1610 22[X[0fl RCFE X 8gfLCt.

oI 2HFANR

(new csl)# script apply CN1610_CS RCF vl.2.scr
Are you sure you want to apply the configuration script? (y/n) y

(the entire script is displayed line by line)

description "NetApp CN1610 Cluster Switch RCF v1.2 - 2015-01-13"
Configuration script 'CN1610 CS RCF vl.2.scr' applied. Note that the
script output will go to the console.

After the script is applied, those settings will be active in the
running-config file. To save them to the startup-config file, you

must use the write memory command, or if you used the reload answer

yes when asked if you want to save the changes.

a. ddl 0l 719 MAS XMEoIH AQKIE MELY w A[Z 719 THE0[ ELCt.

(new csl)# write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

b. CN1610 A2|X|0f| O|0|X|E CR2EEEL|CY.
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g EHFMR

(new csl)# copy
tftp://<server ip address>/NetApp CN1610 1.2.0.7.stk active
Mode. TEFTP

Set Server IP. tftp server ip address

Path. /

Fillename. o vu ittt ittt et et et e e e e e e e e

NetApp CN1610 1.2.0.7.stk

Data Type. Code

Destination Filename. active

Management access will be blocked for the duration of the

transfer
Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

C. A9|XIE MEYSH M22 &g £ E O|0|X[E AALICt

to M O|0|X|E HrESt2AH AQIKIE RO SLICH ChA 2E HES ¢
tX| 7tset 27217k IS LIt

(new_csl)# reload
The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved! System will now restart!

Cluster Interconnect Infrastructure

User:admin Password: (new csl) >*enable*

a. O|™ ALQX|OM MZEE M IHUS M AQX|Z2 SAFSHL|CE
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g EHFMR

(new csl)# copy tftp://<server_ ip address>/<filename>.scr
nvram:script <filename>.scr

b. o|Hofl MFE TS M 22(K|0f| HEELCE

g EHFMR

(new csl)# script apply <filename>.scr
Are you sure you want to apply the configuration script? (y/n) y

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

c. ddl B 78 M3 AlE 7 Do MEELC.

(new csl)# write memory

12. 0] 22{AE{0|M AutoSupport 2A13HEl 2 AutoSupport HAIX|E S &350 AtS #|0|A MM S AX|StL|CT.
system node autosupport invoke -node * -type all - message MAINT=xh

X

rr
ic]

X 2] 7|1 ZHAIZH LT,

@ AutoSupport HA|X| = 7|& X[ E0] O] RX| 22| XS &e] RAI 2| 7|12 St xS A|0[A
A-0| AN E[ =5 Lt

13. M2 AQIX| new_cs10lA] ZHE|X} AFRAIE 20180 = S2{AE QIE{H|0|A HZAE RE IERE
1~12)8 Z=EL|CE
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g EHFMR

User:*admin*
Password:
new csl enable
new csl
new csl
config) # interface 0/1-0/12
interface 0/1-0/12)+# shutdown
interface 0/1-0/12)# exit
write memory

new csl

( ) >
( ) #
( ) # config
(new csl) (
( ) (
(new csl) (
( ) #

new csl

14. old_cs1 A9(X|0f| HEE ZEOM 22{AF LIFE Oto|22{|o[dgL|Ct
2t S2AH LIFE dM ==9f 2t2| QIE{H[0] A0i| A O}0]12{|0] M3Hjof BfL|Ct.

g EHFMR

cluster::> set -privilege advanced

cluster::> network interface migrate -vserver <vserver name> -1lif
<Cluster LIF to_be moved> - sourcenode <current node> -dest-node
<current node> -dest-port <cluster port that is UP>

15. BE SHAE LIFH 2t = =0 MEpt 22 AH ZEZ O|SE|JU=X] &l5HM K.

=

S EHFMR

cluster::> network interface show -role cluster

16. wH|st AQfX|of| HAE SHAE ZES SEHLICL

g HHFAHR

cluster::*> network port modify -node <node name> -port
<port to_admin down> -up-admin false

17. 22 AEQ| HEIE 2QISHN Q.

=
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g EHFMR

cluster::*> cluster show

18. LEJ| CILEYU =X EQISHM 2.

=

HE EHFAHR

cluster::*> cluster ping-cluster -node <node name>

19. AQX| cs20|A ISL ZE 13~162 Z=&fL|CT.

€ EHFMR

( ) # config

( ) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# shutdown
( ) # show port-channel 3/1

cs?2

20. AEE|X] RE|Xt7F AQIX| WA|0f CHH|M=X] 2tRlStA Q.
C

Ot

21. old_cs1 22IX[0M ZE 0|22 M AT CHE, i AIOIES new_cs1 A9|X|Q| SLT X EO]| HESL|CH.

22. cs2 AQX[O|M ISL ZE 13~162 HMIR.

0 EHFMR

(cs2)# config
(cs2) (config)# interface 0/13-0/16
(cs2) (interface 0/13-0/16)# no shutdown

23. 22{AH Lot AEE M A(X| ZEE g4stetL|Ct.

g 2HFANR

(new csl)# config
(new csl) (config)# interface 0/1-0/12
(new_csl) (interface 0/13-0/16)# no shutdown
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24. thd L CojM WA E AQX[0f HEE SHAE LE ZES JMST O Y37t ASSH=A

g 2HFANR

cluster::*> network port modify -node nodel -port
<port to be onlined> -up-admin true
cluster::*> network port show -role cluster

25. 25EHA0|l M STt Eo ZES HAE

2 AH LIFE = S&LCH
0| oi[of| A "=" ZO0| £0|™ node12| LIF7t d3XMO = E[SHEL|C
oE EHFAMR

cluster::*> network interface revert -vserver nodel -1lif
<cluster 1lif to be reverted>
cluster:

:*> network interface show -role cluster

26. K HIj =9 22| AE LIF7} &5 £0|1

= pEZ g|=0}7t
ESE SN I

R 25THA|2F 26 THAIE Bt=
HAEQ| CHE B0l M 22{AH LIFE = SELCH

27. 2 AE{Q| o CHet HEE HAISL|C

HE EHFAMR

cluster::*> cluster show

28. WH|E ALK M AR 7 THmp M3 1 mpU0| SHHEX| =HelstA|R. 0] 74 mHU2 1EHA|2] Z2 1t
2 X|3H{OF LICt.

g EHFMR

(new _csl)> enable

(new csl)# show running-config
(new csl)# show startup-config

29. xt= AlO|A HdE ANt B AutoSupport HIAIXIE ZE310] CHA| 2M3H5HAIR.

system node autosupport invoke -node * -type all -message MAINT=END
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NetApp CN1610 22{AE AQX|E

ONTAP 9.3 O| M0 M= AKX E
Z{AEZ Ofo|ag|o|Me &~ JUESLICY,

HEE 2

HE QF Alet
7to|=z2fel
CHS XIE S HESHIR.

* 2L E AR(X[E[A 22 AE FH = 010]22|0]d5}
HE ZE{AH Mo HE TETJE 7 UKo
O A|AHIOIE O] BAIE A = JASL

LEo %

s HE

oro Ao
LS T —

|

T 7H Ol &2l 0 A

oA Ao

SHAH M3

2o Nz

AH A2X2 ABE F
ofioF 2L ICt.

o

=
=

20| MLt g
L|C}.

o> H

A@|X| ofo| 22| ofd

>+§
X

MNodel

S A9X|2|A SEAE 4

HA AQX[E ALt ONTAP 9.3 0|4
L E Zhol| X Mol AL

=Cofls Wt 40 HE
o1, 2

AKX 2| A

(o]
VN

=oAH HES 2}

AX0| A

T ==

= J__Il_x-"ol- A OIﬁLlEI-

T M-

HAE ZEJ QO

=
=
2t

E 22{AE0|M 22 AE AQXIE HAHSHD AL X|0f Chgt

ClusterSwitch

[T |

ZAZ A

S AHON & 7S ==t X

o Zh
— 1

ZEJH474, 674 == 874

TE20] A A

A
=

PP
=]

2 A THEY =0 ot A

>

Clusterswitch2

Nodel

Mode2

T

Node2

LA

Ofl AlOf| 2t5t04
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CHS 2t ool M= "e0a"2t "e0b"E SRAH ZEZ AE3t= LES E0FELICH A2 Wt =EJF M2 CHE

SS|AH ZES A8t /S + ASFLIC.

1¢HA|: O0F0| 33|0] 4 ZH|

1. &

—

rot
>
o

2 152 HESIH L3S UHSIMR. vy AlI&StEh= HIAX|ZE HA|=|H:
set -privilege advanced
I8 T2EDE «> LIERL|CY,

2. ONTAP 9.3 0| &0l M= ALK gl ER{AEC XtE ZX| 7|50| 7|2X 2 &Moo UELIC
g Hot PSS HAHSH AL|X|2|A S AH AX[It o= JA=X] 2l = ASLIT

network options detect-switchless-cluster show

O 2HFAMR

CH2 oflFl 22 3lle 40| Zdetzof J=X| RS 2oFLCE

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

L

"AQIX|Z|A B A AKX Mol MHEl AL ralse NetApp X|EI0| 22|5HM|R2.
3. 0] 22{AE{0| M AutoSupport 2A13HEl 2R AutoSupport HA|XIE ZZ3810] AtS #|0|A MM S Ax|StL|Ct.

system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

OfC| h /K| 22[ 7|Zte] AlZh Eh|LICE O] HIAIXIE 7| X[ O] /X 22| ZHS 23 FAl 22| 7[2t
S XS AHO|& HIS AN = AT L

CHS ool M B-E2 2A12E S XS Al d-dS ARIELICE

g 2HFAMR

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

20| IE Sl #o|2 4

1.2t A9IX|9] 2HAE ZES OF0= FH510] 1F19| 22AE ZEJF 22{AH AQIXAMZE HEE 1 1F29
S2{AH ZEJF SAH AX|22 HEETE LICL Ol2{¢t OF2 EAe SHHRo| 2Rt
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. SRAE LEES AYstn 23 MEfQ} AEHE SQIStLICE

o— o o ]

network port show -ipspace Cluster

Z2{AEH ZEJ} "e0a" & "e0b"?! .-E9| L+ o0 M F I "nodel:e0a" & "node2:e0a"E AL CHE
22 "node1:e0b" & "node2:e0b"Z AIHEIL|CEH A|AEI 2 L ET MZ CHE E8{AE TEE A5t

— B
g 4 YaLich

Node1 ClustErSwilcm Node2

ClusterSwitch2

— —

—-O

ZEOf 20| A=K 2SI L. up "> 3" Bt Z0f| i3 healthy "HZ SEH" E0f CHdH.



g EHFMR

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore

Health

Port
Status

IPspace

e0b Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

3. B= 2HAH LIF7L 8 ZEO JA=X| &lstM K.

"is-home" €0| Y=X|

9000

9000

SRISHYAR. true ZF E2{AH LIFO]| CHaH:

auto/10000

auto/10000

network interface show -vserver Cluster -fields is-home

healthy

healthy

79



g EHFMR

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true

Cluster nodel clus2 true

Cluster node2 clusl true

Cluster node2 clus2 true

4 entries were displayed.

Ofot

ZEO| gl= SEAH LIF7L /e B2 s LIF

muin
Ofot

EZEZ E[SELICL

network interface revert -vserver Cluster -1if *

- 2o{AH LIFO| ther it3 =[S2]7| S HIZgetgLo).

network interface modify -vserver Cluster -1if * -—-auto-revert false
O|™ CHA|Of| LIBE RE ZEJHER AX|0f HEEO] Y=X| &2lstN .

network device-discovery show -port cluster port

"HME HA|" 2 TETV AZE AR AL[X|Q| 0|F0[0{0F 2rL|Ct.

HE EHFAHR

CHE ool M= 22| AE ZE "e0a"2} "e0b"7t 22{AE AQ{X| "cs1"t "cs2"0fl SHIZH| HEEO| JSS
2 ELICH

cluster::> network device-discovery show -port ela|e0b
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
e0b cs2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.



ISHM| 2.

2o
= -

(=)
| B ES

A0

4 22 AH HH 0|

6. 2
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Hoj| H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



clusterl:
Host is node2
addresses from network interface
nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
node2 clus2 169.254.19.183 node2
169.254.47.194 169.254.19.183
169.254.209.69 169.254.49.125

4294967293

Getting
Cluster nodel
Cluster
Cluster

Cluster

nodel

node?2

Local =
Remote =
Cluster Vserver Id =
Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000
169.254.
169.254.

byte MTU on 4 path(s):
47.194 to 169.254.
47.194 to 169.254.
169.254.19.183 to 169.254.
Local 169.254.19.183 to 169.254.
Larger than PMTU communication
RPC status:

Local Remote

Local Remote
Local Remote

Remote

2 paths up, 0 paths down (tcp check)
2 paths up, 0 paths down (udp check)
1. [[7EHA] 22AE 7L FaelX| golgtL|Ct,

cluster ring show

HE /A2 02 RROI7L 2 RA0[0{0F BLICE.
£ 19 ZEO| 29X|2|A S YR

-

®

a. 15129 ZEO|M 2= 0|22 SAl0| Z2ISLIC.

20 O|Ltjoff AEOf CEA| HZ3HOF L T},

CHS OlloilM 0|22 2 =
Sl AISE L.

LEO| IE "g0a"0f|A 22|=1

MO HER D 2HE XS H 1210 ZE AZA

:*> cluster ping-cluster -node local

table...
ela
e0b
ela
eOb

209.69
49.125
209.69
49.125
succeeds on 4 path(s)

S AH B2 Z 29| A(X|Q EE "e0b"SE
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Nodel

ClusterSwitch1

Node2

ola

>

alb

ClusterSwitch2

eda

— -

aln

b. 1§19 ZEE MZ SX|11

Aoz A

'c'>'|-|_| |:_|-

CI2 olol|lA, =E19| "e0a"= = E29| "e0a"0l| HZAEIL|CT

Nodel

alla

@0t

A[X|2|A 2 AE HESS

ClusterSwitch2

Node2

>

SME2 OHSO|M HSHEILICH false OIAl true . Z[CH 457t 22 £ JASLICH
AQK[2[A FM0| AHE[N J=X]| HRISHMR. true :

network options switchless-cluster show

CHZ oflofl M= A9IX[2[A S2{AE7L 2-detE0f

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

2{ 22| AF| QIE{H 0] 22| &

[0

AQ
o=

true

2USHMIR.

ASE EHFLICL




ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Hoj| H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

@ CHE A2 Foi7t7] Hofl 25 10(M e AZ0| M= H-Sot=X] &helstr| sl %4 2
7|Cte{oF SfL|Ct.

1. 1§ 29 ZEO st AX|2|A 742 HFeLCt.

@ A HESZ ZHE UX[SHH 1520 ZE HAAS BACHIL 7ttt of wal, of
20 O|Ltjoff HEOf CEA] X Z3H{OF L T},

a. 1829 ZEO|M 2= #H[0|=2 SAlof 22[EfLICt

CtE ool M= ZF =E9| LE "e0b"0l|A] #H|0|S0| 22|=|11, 22{AEK E{T2 "e0a" LE 7t2| X
Eoff ASEL|C
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Nodel MNode2

ela ala

e0b ClusterSwitch2 e0b

=

b. 129 ZEE M=Z SX|11 A0|22 HEFLICH

CHS OlolM, ==12] "e0a"= ==22| "e0a"0f| HEE[L, L=E12] "eOb"E ==22| "e0b"0fl HAEL|L}.

—

Model Node2

ela ela

elb elb

3EHAI: 7 =l

1. & LEO| IEJI SHIZA| HAE|U=X| E0ISHM .

network device-discovery show -port cluster port



g EHFMR

CHS OloM = 221 AH ZE "e0a"2t "e0b"7t 2e{AE TIEL{Q| oy ZEO| SHIZH HEE0 JASS
B ELICH

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

eOb node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

- S AH LIFO| tit Xt =[S2]7|S ChAl 2detetLct
network interface modify -vserver Cluster -1if * -auto-revert true
- BE LIF7E EHOl| A=K 2elstde. R = FE 28 = ASLICHL

network interface show -vserver Cluster -1if 1if name



O 2HFAMR

"Is Home" €0| A= ZR LIF7t Z| SR ELICE true , BAIE CHZ nodel clus2 12|10
node2 clus2 CtZ Ol0flA:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

S AH LIFS7t 5 ZER S0tX| g2 3 22 LE0M #3522 E[SLICH
network interface revert -vserver Cluster -1if 1if name

4. & L EO| A|AHI 2E0M 2o 22{AH MEHE =HOIGHMR.

=

cluster show
OE EHFA R

CHe HloM = & & 252 epsilon0| EA|ELICE false :

Node Health Eligibility Epsilon

nodel true true false
node?2 true true false
2 entries were displayed.

5.

o

A 22 AH QEM|o|Ao] HEHS 2QISHA K.

=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIM HAAE Az CHE MR DEE HA[SH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Hoj| H £ St 7|Ci2| M AL, show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

D= ONTAP Zi2|A

D= ONTAP 22|A AR CISE MEY & JUELICH cluster ping-cluster -node <name>
HAMS 0|t o
—_=o=2 T — OO

cluster ping-cluster -node <name>



1.

clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

Xts AlO|A MM S AX|St B2 AutoSupport HIAIX|E S E56H0] CHA| Z43L6HN S,

system node autosupport invoke -node * -type all -message MAINT=END

XIS LI 2 CHE2 HZESHMIR. "NetApp KB &A1 1010449: O|2FEl RX| 22| 7|12 St XIS #H[o|A MM S
AHot= L.
ot =FS CHA| 22| X2 HEF L}

set -privilege admin
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