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EFOS HHO| FIPS 2 &QIX| FIPS 22t0| OFLIX| &tQlst ™ L2 AFRSIM|R. show fips
status 2. CHS ofl0il A *IP_switch_a1*2 FIPS S8 EFOSE AF23tD *IP_switch_a2*= FIPS
< 2t0| Ot EFOSE ArEEL|LCt.

* A2[X| IP_switch_a1(FIPS =&t EFOS)0|A:

IP switch al # show fips status

@ System running in FIPS mode
* AQIX| IP_switch_a2(FIPS S2H0| Ol EFOS)0f|Af:

IP switch a2 # show fips status

A

% Invalid input detected at ” marker.
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(cs2)# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

- S AH LIFOIM XS E[S2(7| S HIZ-getelLc).

network interface modify -vserver Cluster -1if * -auto-revert false

e

A gl e Mof CHet £2l o|0|X[E HEA[L|CH
show bootvar

g EHFMR

(cs2) # show bootvar
Image Descriptions

active
backup

Images currently available on Flash

- 29{x[of O|0fX| A S CR2EEBLICE

O[0|X| S i O|O|X|ofl SAFSHH G Al oiE O|0|X[7 Ml Sl EFOS HH S 2F5t1 H|[0|ETt
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(cs2)# copy sftp://root@l72.19.2.1//tmp/EF0S-3.10.0.3.stk backup
Remote Password:**

(T SEFTP

Setl Server IP. ..t ii ittt eeeeeeeeeeeeeeeeannns 172.19.2.1

=l o //tmp/

Filename. @ v v ittt et ittt et et eeeeeeeeeeenaeeeennes EF0S-3.10.0.3.stk
DAt T P e v e et e et e et et e et eeeeeeeeeeaeeeaeeeans Code

Destination Filename. ... ..o oot eeeeeeneeneenns backup

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y
SFTP Code transfer starting...

File transfer operation completed successfully.

D
ot

tA ol EHQd JLAMof| Ciot 221 O|0|X|E EAIELILCE.
show bootvar

oE 2HFAHR

(cs2)# show bootvar
Image Descriptions

active
backup

Images currently available on Flash

7. who AHOIN AlAHES BEBHICH

boot system backup

(cs2)# boot system backup
Activating image backup



[00]
Mot

fA Sl et 1 Mof CHot £ 2l o|0|X[E HEA[ELICH
show bootvar

HE EHFAMR

(cs2) # show bootvar
Image Descriptions

active

backup

Images currently available on Flash

0. MYl HS AIZf Ao MFeLC.
write memory

0 EHFAMR

(cs2) # write memory
This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

10. 292[X|E MR LM R:

reload



g EHFMR

(cs2)# reload

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

System will now restart!

1. CIA| 23921510 EFOS AT EQ|0{2] A XS SHOISHN|R.

=

show version



12.
13.

14.

g EHFMR

(cs2)# show version

Switch: 1

System DesCription. ...t ittt eeeeeeeeens BES-53248A1,
3.10.0.3, Linux 4.4.211-28a6fe76, 2016.05.00.04

MaChINE Ty . e vttt ettt ee e et eeeeeeneeeeaneeneans BES-53248A1,
Machine Model. ... ..ttt ittt eeeeeeeeeanenn BES-53248
Serial NUMDET . .. ittt ittt ettt eeeeeeennnnns QTFCU38260023
Maintenance Level.. ... ettt eeeeeneeeeneeneans A

ManUfaCtUrer . v ittt ittt it e et e ettt ee e O0xbc00

Burned In MAC AddreSS .« .t et eeeneeeeeeeeennns D8:C4:97:71:0F:40
SOftwWare VerSion. o e et e et eeeeeeeneeneoneenns 3.10.0.3
Operating System. ...ttt ittt teeeeeeeeeenns Linux 4.4.211-
28a6fe’6

Network Processing DevicCe..........ciiviuenenn.. BCM56873 A0
CPLD VerSI0M e v vt ittt ettt eeeeeeeeeeeeeeaeennns O0xff040c03
Additional PackagesS. ... .eueieeeeeteneeeennenenns BGP-4
............................................... Q0S
............................................... Multicast
............................................... IPvV6
............................................... Routing
............................................... Data Center
............................................... OpEN API
............................................... Prototype Open API

AL|X| cs10|M 5~11EHAIE Br=gtL|C

S AH LIFOIM Zts EIS2(7]18 4ttt

network interface modify -vserver Cluster -1if * -auto-revert true

S AE LIF7I 2 ZEZ E|SO0IH=X| E016HAM Q.

network interface show -vserver Cluster

XiMEE LHE2 LSS HXSHMR.LIFE 8 ZEZ E[Z2/7]".
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S8 EFOS 3.7.xx 0|n|x|E oagjo|= gt £ QlALCt.

Io

() ol7152 FIPs 722 E4kAl 2= EFOS 3.7.xx O|MUIMEF AFRE 4 YALICH

ONIE OS #X|E ArE3I0 EFOSE ¢130|E5t= 32 #480| 37 7|24 = MHEFE 2
(D 2to[ATF AR EILICE AQXIE HY &F YEIZ E[S2|2H 29X E 2F5t 1 2|1 A X &=
RCFE &X|3HOF gfLCt.
A
1. 222 LIFOIM Xt& = S2(7|E HIZd3tetu ),

network interface modify -vserver Cluster -1if * -—-auto-revert false

2. AQIX|E ONIE &X| REEZ 2EotL|C},

FEIotE S LS HIAIX|ZF LIELLIH ONIES MEiSHMIR.



| *ONIE: Install OS
| ONIE: Rescue

| ONIE: Uninstall OS

| ONIE: Update ONIE

| ONIE: Embed ONIE

| DIAG: Diagnostic Mode
| DIAG: Burn—-In Mode
|

|

|

|

|

AQ|X|7} ONIE x| ZEZ BHEI=IL|C},
3. ONIE #HE XI5t o[ QIE{H[O|AE FHFLICY.

CHE HIAIX| 7} LIEILIH *Enter*S 52| ONIE 2&2 2 &EgLCt

Please press Enter to activate this console. Info: ethO: Checking
link... up.
ONIE:/ #

(D) ONIES| e AlEn HAIRE 20 S

Stop the ONIE discovery

ONIE:/ # onie-discovery-stop
discover: installer mode detected.
Stopping: discover... done.

ONIE:/ #

4. 0|4l QIEH|O|AE P M61 CHS S AH2St] B2 E FIIELICE ifconfig eth0 <ipAddress>
netmask <netmask> up 12|31 route add default gw <gatewayAddress>

ONIE:/ # ifconfig eth0O 10.10.10.10 netmask 255.255.255.0 up
ONIE:/ # route add default gw 10.10.10.1

. ONIE 2% IS S ARISH= MHof| & 7HSTHA| 2HelshA Q.

ping

10



g EHFMR

ONIE:/ # ping 50.50.50.50

PING 50.50.50.50 (50.50.50.50): 56 data bytes

64 bytes from 50.50.50.50: seg=0 ttl=255 time=0.429 ms

64 bytes from 50.50.50.50: seg=1 ttl=255 time=0.595 ms

64 bytes from 50.50.50.50: seg=2 ttl=255 time=0.369 ms

~C

-—-- 50.50.50.50 ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max = 0.369/0.464/0.595 ms

ONIE:/ #

6. MER AKX AZEQHE MX|SHM|R:
ONIE:/ # onie-nos-install http://50.50.50.50/Software/onie-installer-x86 64

E EHFMR

ONIE:/ # onie-nos-install http://50.50.50.50/Software/onie-
installer-x86 64

discover: installer mode detected.

Stopping: discover... done.

Info: Fetching http://50.50.50.50/Software/onie-installer-3.7.0.4

Connecting to 50.50.50.50 (50.50.50.50:80)

installer 100% |*******************************| 48841k
0:00:00 ETA

ONIE: Executing installer: http://50.50.50.50/Software/onie-
installer-3.7.0.4

Verifying image checksum ... OK.

Preparing image archive ... OK.

ATEQ07t BX|El = A9|X|7F HRELELICH 29(X|7F 22 EFOS HT L2 Fd
SHM|R.

1A
|O
Hu
=
I
om
I
|.|'|
Jhu

7. 2R AIX| AT EQ0{7F MX|E[U=X| ZISHHIR.

show bootvar
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O 2HFAMR

(cs2) # show bootvar
Image Descriptions
active

backup

Images currently available on Flash

unit active backup current-active next-active
1 3.7.0.4 3.7.0.4 3.7.0.4 3.10.0.3
(cs2) #

8. MX|E &A=ZHL|CH AQX|= OFF PHE MESIX| i MEEE T SH 7|2 AP ELICH AQXE
M5t H CHE HHAIE 2t=otMlR.

1.

a.
b.
C.
d.

e.

S AH LIFOIM XS E[S2[7|E 282

"2fo| Ml A HX|"

"DLIEZS 25| SNMPv3 72A"

. AQ|X| cs10llA 2~8EHAIZ HEESHL|C},

10.

network interface modify

S2{AH LIFJI 5 ZEZ £S04

FerLCt.

-vserver Cluster -1lif * —-auto-revert true

SISHAIR.

network interface show -vserver Cluster

XiMIEt LHE2 LSS HXSHMR.LIFE 8 ZEZ E[Z2[7]".

X M OI(RCF) 1 180|=

BES-53248 22{AE A2|X| EFOSE Y 12|0|=6t11 MER 20| MAE HETH 20| &x

74 TY(RCF)S Y1#0|=

12

4 QL.
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system node autosupport invoke -node * -type all -message MAINT=xh
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MHo| AX|E == gfL|Ct.
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system node autosupport invoke -node * -type all -message MAINT=2h
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set -privilege advanced

g TETE(*>)7} LIEFELICE.

SAE AKX AEE 2 29| S2{AFH ZES HA[YLICH

network device-discovery show



g EHFMR

clusterl::*> network device-discovery show

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl 0/2 BES-
53248

e0b cs2 0/2 BES-
53248
clusterl-02/cdp

ela csl 0/1 BES-
53248

e0b cs2 0/1 BES-
53248
clusterl-03/cdp

ela csl 0/4 BES-
53248

e0b cs2 0/4 BES-
53248
clusterl-04/cdp

ela csl 0/3 BES-
53248

e0b cs2 0/3 BES-
53248

clusterl::*>

4. 2t ZE{AE ZTEQ| 22| Yl 2F MEHE ol

a. DE SAE ZEJF YU JEI 2 ZSSH=X] 25t e

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false
Node: clusterl-02
Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000
Cluster up 9000 auto/100000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

8 entries were displayed.

Node: clusterl-03

Ignore

Health Health

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000

Cluster up 9000 auto/10000



Node: clusterl-04

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
elb Cluster Cluster up 9000 auto/10000

healthy false
clusterl::*>

b. ZE Z2{AE AHHO|A(LIF)7I & ZEO| Y=X| HlstH K.

—

network interface show -vserver Cluster
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g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl wup/up 169.254.3.4/23
clusterl-01 eOa true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 e0a true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 e0Ob true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 eOa true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 e0b true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 eOa true

clusterl-04 clus2 up/up 169.254.1.7/23
clusterl-04 e0Ob true

o. 2B AETL & S2{AH ALIX|0f thet HEE 2F HAISH=X| =HelgfL|Ct.
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ONTAP 9.8 0| A
ONTAP 9.85E| L} HHZ AIE5HM|R.

system switch ethernet show -is-monitoring-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

ONTAP 9.7 5! O|™ HZX
ONTAP 9.7 5! O|M KT ol AR L} HHIS ALESIM .

system cluster-switch show -is-monitoring-enabled-operational true
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1.

clusterl::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch
csl
53248
Serial Number:
Is Monitored:
Reason:
Software Version:
Version Source:
cs2
53248

Serial Number:

Is Monitored:
Reason:

Software Version:

Version Source:

clusterl::*>

E2{AH LIFWAM Xt S7HE H|EA

Address

cluster—-network 10.228.143.200
QTWCU22510008

true

None

3.10.0.3

CDP/ISDP

cluster-network 10.228.143.202
QTWCU22510009

true

None

3.10.0.3

CDP/ISDP

SFgfLict.

BES-

BES-

network interface modify -vserver Cluster -1if * -auto-revert false

2CHA|: TE [N

1.

20

AR|K| cs20| M SHAES| =E0f HZE

show isdp neighbor

rn
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K| cs20i| M =E9| E2{AH ZEN HEE TEE ZSFTILICE 0|2 S0, TE 0/1~0/160] ONTAP ==0]|
= .

(cs2)> enable

(cs2) # configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16)# shutdown
(cs2) (Interface 0/1-0/16)# exit
(cs2) (Config) #



3. 2 AHE LIF7| 22{AE AQK| cs10| SAEE TEZ O10| 2|0|ME|A=X|

AL,

network interface show -vserver Cluster

HE EHFMR

clusterl::*> network interface show
Status

Current Is
Vserver
Port

Logical

Interface

clusterl-01

clusterl-01

clusterl-02

clusterl-02

clusterl-03

clusterl-03

clusterl-04

clusterl-04
clusterl::*>

&}

4. S AE7I HARQIX]

cluster show

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

clusterl-

ela

2USHMIR.

01 clusl
true

01 clusZ
false

02 clusl
true

02 clus2
false

03 clusl
true

03 clus2
false

04 clusl
true

04 clus2
false

stolstL|C}.

= -4

-vserver Cluster
Network

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

169.

169.

169.

169.

169.

169.

169.

169.

254

254

254

254.

254.

254

254.

254.

.3.4/23

0305/ 23

.3.8/23

3.9/23

1.3/23

.1.1/23

1.6/23

1.7/23

E

=

~
(=]

LS

2
=

=1
=

Current

Node

A
T
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O 2HFAMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

O. OF%] X{TSHX| QEATHH Ct

—

glo

H2{o
O O

HE 27 OiU0f| FAISHY oixf 29X S MEYSHMIR.

W
J

show running-config

AQ[X| cs29| S FElot 7| = 4HE AL

M=Z2 RCFE YOOI EStALE HEY ml= A9|X| 2T 2 X221 7|2 F4E sAstof LICt.
290K 2EE XM XE 2E2 MESIH ﬁ%liloﬂ HZoHOF SfLICE XA 7|8t EME A S

@ 8320l 2+ M°*° MEH AFSRILICE "HH HE S RXISIHA Broadcom &f= H& A2(X|2
TdE Aes 8" 92 02| X[YFAH .

(D) 782 NS oA AlEX| eLC
a. A9/X|0| SSHE MaIc
A9|%|0] EEO|N BE SBAE| LIFZH MAED A9IXI7 748 X8 Z8|7t € ZL02t THSHAL.

b. EH REZ E0{7}7|:

(cs2)> enable
(cs2) #

C. 0| RCF T+ H73l2{H Ch2 BHE SASHH 20 E&LICHANE S O] RCF H{ZFf w2t £ &F0|
QoM AR FHM 2F 7 LU = AI).

clear config interface 0/1-0/56
y

clear config interface lag 1

Yy

configure

deleteport 1/1 all

no policy-map CLUSTER

no policy-map WRED 25G
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no
no
no
no
no
no
no
no
no
no
no
no
no
no
no

no

policy-map
policy-map
policy-map
policy-map
policy-map
class-map
class-map
class-map
class-map
class-map
class-map
class-map
class-map
class-map
class-map
class-map

WRED_ 100G
InShared
InMetroCluster
InCluster
InClusterRdma
CLUSTER
HA
RDMA
ch
c4
CLUSTER
CLUSTER_RDMA
StorageSrc
StorageDst
RdmaSrc
RdmaDstA

no classofservice dotlp-mapping
no random-detect queue-parms 0

no random-detect gqueue-parms
no random-detect queue-parms
no random-detect gqueue-parms
no random-detect gqueue-parms
no random-detect queue-parms
no random-detect gqueue-parms

~ o O w N

no random-detect gqueue-parms
no cos—-queue min-bandwidth
no cos—-queue random-detect

no cos-queue random-detect

0
1
no cos—-queue random-detect 2
no cos—-queue random-detect 3
no cos—-gqueue random-detect 4
no cos—-queue random-detect 5
no cos—-queue random-detect 6
7

no cos—-gqueue random-detect
exit

vlan database

no vlan 17

no vlan 18

exit

show running-config

d. e S AlE o MEELICH

write memory



(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

(cs2)# reload
Are you sure you would like to reset the system? (y/n) y

a. SSHE ArE3t0] A9{X[ofl CHA| 2215t0 RCF ©X|E = &fLICt.

7. Lhg Areol| Ro[5HMIR.
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a. AQIX[of &It ZE 2to| M AT AX|E L *7P 2to|MA XE S A 452{H RCFE +=Faljof gL|Ct. 2Lt
"MZ 2fOMIAE ZE 2ol XM L2 THES HESHMR. J8{LE RCF 1.12 0|82 2 ¥ 12|0|=5HH
HE QIHMO|ATE AP Y0 JI2B2 IZ'I ol =He 27t YsLIT.

=
b. 0| RCFOIIM MEE 2= ALEXH HO| AlRtE 7|25t 0|2 22 RCFO| MELICL 0| S0, ZE &
MMO|L} FEC BE St=3Y S0| YaLct
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EFOS HZ 3.12.x O| A
1. HTTP, HTTPS, FTP, TFTP, SFTP t£= SCP & StLIo| M& TZEZ S AFE510 RCFE ARIX| cs29
HEZaA|0f| S AtEHL|CE

O| Cflofl M= SFTPE AF25t0d RCFE A%IA| cs22| EEE2A|0f| SAISHE WHE HOELCE.
(cs2)# copy sftp://172.19.2.1/BES-53248-RCF-vl1.9-Cluster-HA. txt

nvram:reference-config
Remote Password:**

1 Y L TEFTP

SeL SerVer TP . .ttt ittt ittt eeenesenanesananens 172.19.2.1

= o o /

HLILEMEMS 0 0 0 0 00000000000000000000000000600000000 ¢ BES-53248 RCF vl1.9-
Cluster-HA.txt

L= it A 7 1 Config Script
Destination Filename. ... ..o eteeeeeeeneneeenns reference-config.scr

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

TFTP Code transfer starting...

File transfer operation completed successfully.

1. AF-ETICIR2ZEE|0] X|H3 It 0| SR 2 MEE|U=X] &HelstM Q.

script list

(cs2)# script list

Configuration Script Name Size (Bytes) Date of
Modification

reference-config.scr 2680 2024 05 31
21:54:22

2 configuration script(s) found.
2042 Kbytes free.

2. AQ/K|0f| ASBES HESLCE

script apply

25



(cs2) # script apply reference-config.scr
Are you sure you want to apply the configuration script? (y/n) y

The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

Configuration script 'reference-config.scr' applied.

CI2 2= EFOS HZA
1. HTTP, HTTPS, FTP, TFTP, SFTP St= SCP % StLIQ] M& TZ2EZ 2 AFE35H0] RCFE AIX| ¢s29]
HEZ Ao SAFELICE

0| 0flof| M= SFTPE AHE%t0] RCFE A%IX| cs22| REZEA|0| SAtSH= WHE Ho{FL(CH
(cs2)# copy sftp://172.19.2.1/tmp/BES-53248 RCF_vl.9-Cluster-HA.txt

nvram:script BES-53248 RCF _vl.9-Cluster-HA.scr
Remote Password:**

1 Y L SETP

Set Server IP. ... .ttt ittt ittt 172.19.2.1

=5l o //tmp/

FLILEMEME 6 0 0 0 00 0000000000000600000000006000000000 ¢ BES-53248 RCF v1.9-
Cluster-HA.txt

[ it A 7 1O Config Script
Destinatlien FilleReiSocooocococoocooonoccocooooanooc BES-53248 RCF v1.9-

Cluster-HA.scr

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y

SFTP Code transfer starting...

File transfer operation completed successfully.

1. ASYEILR2ZEE 0] XS It 0| Q2 MEEU=X| 2ARUSHA Q.

script list



1.

(cs2)# script list

Configuration Script Name Size (Bytes) Date of
Modification

BES-53248 RCF v1.9-Cluster-HA.scr 2241 2020 09 30
05:41:00

1 configuration script(s) found.

2. AQIK|0| AR EE MELCL

script apply

(cs2) # script apply BES-53248 RCF _vl.9-Cluster-HA.scr

Are you sure you want to apply the configuration script? (y/n) y
The system has unsaved changes.

Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

Configuration script 'BES-53248 RCF v1.9-Cluster-HA.scr' applied.

=~

show clibanner

HiH £33 HAFZLICH show clibanner Y. A9{X|Q] SHIE 741t 252 HESIHH O X[HS &
tH2tof gLt
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g EHFMR

(cs2) # show clibanner

Banner Message configured

BES-53248 Reference Configuration File v1.9 for Cluster/HA/RDMA

Switch : BES-53248

Filename : BES-53248-RCF-v1.9-Cluster.txt
Date : 10-26-2022

Version : v1.9

Port Usage:

Ports 01 - 16: 10/25GbE Cluster Node Ports, base config

Ports 17 - 48: 10/25GbE Cluster Node Ports, with licenses

Ports 49 - 54: 40/100GbE Cluster Node Ports, with licenses, added
right to left

Ports 55 - 56: 100GbE Cluster ISL Ports, base config

NOTE :

- The 48 SFP28/SFP+ ports are organized into 4-port groups in terms
of port

speed:

Ports 1-4, 5-8, 9-12, 13-16, 17-20, 21-24, 25-28, 29-32, 33-36, 37-
40, 41-44,

45-48

The port speed should be the same (10GbE or 25GbE) across all ports
in a 4-port

group

- If additional licenses are purchased, follow the 'Additional Node
Ports

activated with Licenses' section for instructions

- If SSH is active, it will have to be re-enabled manually after
'erase

startup-config'

command has been executed and the switch rebooted

2. AQ[K|0|M RCF7} M = 27t 2f0|dlA ZET} LIEHE=X]| 2HRI5HM K.

28

show port all | exclude Detach



g EHFMR

(cs2) #

0/1
Enable
0/2
Enable
0/3
Enable
0/4
Enable
0/5
Enable
0/6
Enable
0/7
Enable
0/8
Enable
0/9
Enable
0/10
Enable
0/11
Enable
0/12
Enable
0/13
Enable
0/14
Enable
0/15
Enable
0/16
Enable
0/49
Enable
0/50

show port all |

Actor

Type
Timeout

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

long

Admin

Mode

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

exclude Detach

Physical

Mode

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

Auto

40G Full

40G Full

Physical Link

Status Status

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Down

Link

Trap

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable

Enable
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Enable long

0/51 Enable 100G Full Down Enable
Enable long
0/52 Enable 100G Full Down Enable
Enable long
0/53 Enable 100G Full Down Enable
Enable long
0/54 Enable 100G Full Down Enable
Enable long
0/55 Enable 100G Full Down Enable
Enable long
0/56 Enable 100G Full Down Enable

Enable long

3. AQIK|0| M HE Ar0] MEE|U=X| ZRlISHA K.

=

show running-config

4. ASIXIE TR T A 20| =2 A

o
-1
0x
o
Rl
0
ot
r
i}

write memory

g EHFMR

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

(cs2)# reload
Are you sure you would like to reset the system? (y/n) y
System will now restart!

6. 2HAE AQX| cs20|M =9 23{AH ZEN HAE TEE S2{JLICH

30



(cs2)> enable

(cs2)# configure

(cs2) (Config)# interface 0/1-0/16
(cs2) (Interface 0/1-0/16)+# no shutdown
(cs2) (Config) # exit

7. Ml EE AIE o MERELCH
write memory

g 2HFANR

(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

8. AQIK| cs29| ZEE HOISHAR:

show interfaces status all | exclude Detach
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g EHFMR

(csl)# show interfaces status all |

exclude Detach

Link Physical Physical
Media Flow
Port Name State Mode Status Type
Control VLAN
0/16 10/25GbE Node Port Down Auto
Inactive Trunk
0/17 10/25GbE Node Port Down Auto
Inactive Trunk
0/18 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/19 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/50 40/100GbE Node Port Down Auto
Inactive Trunk
0/51 40/100GbE Node Port Down Auto
Inactive Trunk
0/52 40/100GbE Node Port Down Auto
Inactive Trunk
0/53 40/100GbE Node Port Down Auto
Inactive Trunk
0/54 40/100GbE Node Port Down Auto
Inactive Trunk
0/55 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk
0/56 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk

9. 22|AE|| 22{AE BE AE|E StolgiL

R = |

m

.

a. 22{AES BE LE0A eOb EETJt AE 0|10 HAQIX| &HQISHA 2.

network port show -ipspace Cluster
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g EHFMR

clusterl::*> network port show -ipspace Cluster

Node: clusterl-01

Ignore

Health Health

Port IPspace
Status Status

ela Cluster
healthy false
e0b Cluster

healthy false

Node: clusterl-02

Ignore

Health Health
Port IPspace
Status Status

ela Cluster
healthy false
eOb Cluster

healthy false

Node: clusterl-03

Ignore

Health Health

ela Cluster
healthy false
eOb Cluster

healthy false

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/10000
Cluster up 9000 auto/10000
Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster up 9000 auto/100000

Cluster up 9000 auto/100000

33
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Node: clusterl-04

Ignore

Health Health

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

ela Cluster Cluster
healthy false
e0b Cluster Cluster

healthy false

b. SHAE{OM ALK HENE 2HI5HM K.

=

network device-discovery show

up

up

9000

9000

auto/100000

auto/100000



g EHFMR

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform

clusterl-01/cdp

ela csl 0/2
BES-53248

e0b cs?2 0/2
BES-53248
cluster01-2/cdp

ela csl 0/1
BES-53248

e0b cs?2 0/1
BES-53248
cluster01-3/cdp

ela csl 0/4
BES-53248

e0b cs2 0/4
BES-53248
clusterl-04/cdp

ela csl 0/3
BES-53248

e0b cs?2 0/2
BES-53248

10. 2HAEZL & 22{AE AQIX[of Chet WEE D& HAISH=X| =telgtL|Ct

=
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ONTAP 9.8 0| A
ONTAP 9.85E| L} HHZ AIE5HM|R.

system switch ethernet show -is-monitoring-enabled-operational true

clusterl::*> system switch ethernet show -is-monitoring-enabled
-operational true

Switch Type Address Model
csl cluster—-network 10.228.143.200 BES-
53248

Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP

cs2 cluster-network 10.228.143.202 BES-
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>

ONTAP 9.7 5! O|™ HZX
ONTAP 9.7 5! O|M KT ol AR L} HHIS ALESIM .

system cluster-switch show -is-monitoring-enabled-operational true



clusterl:
-operational true

Switch Type Address
csl cluster—-network 10.228.143.200
53248
Serial Number: QTWCU22510008
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
cs2 cluster-network 10.228.143.202
53248
Serial Number: QTWCU22510009
Is Monitored: true
Reason: None
Software Version: 3.10.0.3
Version Source: CDP/ISDP
clusterl::*>
1. AKX cs10|A 1~20CHA|IE HSBILICE
2. 22 AH LIFOIM XtE = E2(7|E gMatetLct

:*> system cluster-switch show -is-monitoring-enabled

BES-

BES-

network interface modify -vserver Cluster -1if * -auto-revert true

3. . E3AEHLIF/ & ZER £[=0

=X

| 2fIstMR.

network interface show -vserver Cluster

KEMISH LIS

222 ¥x5

-

3CHA|: M =2l

1. AQIX| cs10|M S2{AH ZEO| HEE

tMIR.LIFE

s XZE=Z EZE7|".

AQK| ZEIL*ES*SH=R| =I5 K.

show interfaces status all
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g EHFMR

(csl)# show interfaces status all | exclude Detach

Link Physical Physical
Media Flow
Port Name State Mode Status Type
Control VLAN
0/16 10/25GbE Node Port Down Auto
Inactive Trunk
0/17 10/25GbE Node Port Down Auto
Inactive Trunk
0/18 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/19 10/25GbE Node Port Up 25G Full 25G Full
25GBase-SR Inactive Trunk
0/50 40/100GbE Node Port Down Auto
Inactive Trunk
0/51 40/100GbE Node Port Down Auto
Inactive Trunk
0/52 40/100GbE Node Port Down Auto
Inactive Trunk
0/53 40/100GbE Node Port Down Auto
Inactive Trunk
0/54 40/100GbE Node Port Down Auto
Inactive Trunk
0/55 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk
0/56 Cluster ISL Port Up Auto 100G Full
Copper Inactive Trunk

show port-channel 1/1

2. A9I%| cs1} cs2 AO|2] ISLO| FHESHEX| SHOISHAIR.



g EHFMR

(csl)# show port-channel 1/1

Local Interface. ...ttt teeeaennn. 1/1
Channel Name. ...ttt ititeeeeeeeeeeeeeeeeeenens Cluster-ISL
Link State.. ...ttt ittt ettt Up
AdmMin MOdE . v v i it ittt ettt ettt enneeeeneeneans Enabled
D e o e e e et e et e e e aeeeeeeeeeeeeeeeeeeeaneennns Dynamic
Port-channel Min-1inks.......ccoiiieeeeennnnn. 1
Load Balance Option. ..ot eeeeeeeeneeeennenenns 7
(Enhanced hashing mode)
Mbr Device/ Port Port
Ports Timeout Speed Active
0/55 actor/long Auto True

partner/long
0/56 actor/long Auto True

partner/long

3. 2HAE LIF7I 2 ZEE &[S0IU4E=X| &lsti|

network interface show -vserver Cluster



g EHFMR

clusterl::*> network interface show -vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

clusterl-01 clusl up/up 169.254.3.4/23
clusterl-01 ela true

clusterl-01 clus2 up/up 169.254.3.5/23
clusterl-01 eOb true

clusterl-02 clusl up/up 169.254.3.8/23
clusterl-02 ela true

clusterl-02 clus2 up/up 169.254.3.9/23
clusterl-02 eOb true

clusterl-03 clusl wup/up 169.254.1.3/23
clusterl-03 ela true

clusterl-03 clus2 up/up 169.254.1.1/23
clusterl-03 elb true

clusterl-04 clusl up/up 169.254.1.6/23
clusterl-04 ela true

clusterl-04 clus2 wup/up 169.254.1.7/23
clusterl-04 eOb true

- AT HYAX| SN2

cluster show

g EHFMR

clusterl::*> cluster show

Node Health Eligibility Epsilon
clusterl-01 true true false
clusterl-02 true true false
clusterl-03 true true true
clusterl-04 true true false

o

4 S AH QEo|Ao] AEY

o
Lok
o
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=
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ONTAP 9.9.1 O| A

SN2 ALY & JELICE network interface check cluster-connectivity S2AE HZO Cist
HIH HAAE A& CHE MR EE HEAISH= BE:

network interface check cluster-connectivity start 2|1 ‘network interface
check cluster-connectivity show
clusterl::*> network interface check cluster-connectivity start

. HAs] Mol H £ St 7|Ci2|MAIL. show MIF HEE HAISH=E S YLICH

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss

clusterl-01

3/5/2022 19:21:18 -06:00 clusterl-01 clus2 cluster01l-
02 clusl none

3/5/2022 19:21:20 -06:00 clusterl-01 clus2 cluster01-

02 clus2 none

clusterl-02

3/5/2022 19:21:18 -06:00 clusterl-02 clus2 clusterl-02 clusl
none

3/5/2022 19:21:20 -06:00 clusterl-02 clus2 clusterl-02 clus2
none

2= ONTAP EzZ|A

D= ONTAP 22|A9 HR OISS MEY & JESLICH cluster ping-cluster -node <name>
HZMS Btolshe may-
_=2Oo=2 /|- - O O-

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host is clusterl1-03

Getting addresses from network interface table...
Cluster clusterl-03 clusl 169.254.1.3 clusterl-03 e0Oa

Cluster clusterl-03 clusZ2 169.254.1.1 clusterl-03 eOb
Cluster clusterl-04 clusl 169.254.1.6 clusterl-04 eOa
Cluster clusterl-04 clus2 169.254.1.7 clusterl-04 e0Ob
Cluster clusterl-01 clusl 169.254.3.4 clusterl-01 eOa
Cluster clusterl-01 clus2 169.254.3.5 clusterl-01 eOb
Cluster clusterl-02 clusl 169.254.3.8 clusterl-02 e0a
Cluster clusterl-02 clusZ2 169.254.3.9 clusterl-02 eOb

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8

169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 12 path(s):
Local 169.254.1.3 to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254. to Remote 169.254.
Local 169.254.1.1 to Remote 169.254.

Larger than PMTU communication succeeds on 12 path(s)

RPC status:

6 paths up, 0 paths down (tcp check)

N = N e R e = T = T = =

H R R R R WWwWwWwWwWw
W W W wkE P WwwwwkRE -
© O U o) O 0 U oy

6 paths up, 0 paths down (udp check)

]
_('J_I-
1
iy
njo
o
>
t
hif]
S
Hu
rE

Zgct.

set -privilege admin

2. Xt3 A|0|A MM S AX|St AL AutoSupport HIAIXIE = E5H0 CHA| 2Hd3t5HN| R,
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system node autosupport invoke -node * -type all -message MAINT=END

BES-53248 22{AEH A X|Q] EFOS AZEQ| EE= RCF
AH8|0|E = ONTAP 22 AH HEY/IEZE =QlstL|C},

o

BES-53248 22{AE AQX|2] EFOS AZEQ|0| tt= RCFE ¢ 18|0|E3t = LIS HY
AF25H0{ ONTAP 22{AH HESR 39| MAEHE &Qlgt &~ J&L| LY.

|

1. OH2 BYES A5t 2{AEQ HER R ZEO| Cet YEE HAIFLICE

gjo

network port show -ipspace Cluster

Link ZtX[Z} JO{OF ©L|CE “up J2|1 Health Status BHEA| QJO{OF BICF healthy .
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g EHFMR

CHE ool M= ™o £HE 2 FELIC

clusterl::> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

2. Z} LIFO]|| cHoll CHS 2 &It AIR. Is Home ~O|Ct true J2|1 Status Admin/Oper ~O|Ctup & =
DE0M O HES ALSELICEH

network interface show -vserver Cluster
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g EHFMR

clusterl::> network interface show

-vserver Cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home

Cluster

nodel clusl up/up
ela true

nodel clus2 up/up
eOb true

node2 clusl wup/up
ela true

node2 clus2 up/up
elb true

169.254.217.

169.254.205.

169.254.252.

169.254.110

125/16 nodel

88/16 nodel

125/16 node?2

.131/16 node2

3. CI22 EQISHAAIR. Health Status Z =E9| true OIS HHES AR TL|CE:

L

cluster show

g EHFMR

clusterl::> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false
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