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3.
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node> sysconfig -av

slot 0: SAS Host Adapter Oa (PMC-Sierra PM8001 rev. C, SAS, UP)
Firmware rev: 01.11.06.00
Base WWN: 5:00a098:0008a3b:b0

Phy State: [0] Enabled, 6.0 Gb/s
[1] Enabled, 6.0 Gb/s
[2] Enabled, 6.0 Gb/s
[3] Enabled, 6.0 Gb/s

ID Vendor Model FW Size
00.0 : NETAPP X306 HMARKO02TSSM NAO4 1695.4GB (3907029168

512B/sect)

00.1 : NETAPP X306 HMARKO2TSSM NA(O4 1695.4GB (3907029168
512B/sect)

00.2 : NETAPP X306 HMARKO2TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.3 : NETAPP X306 HMARKO02TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.4 : NETAPP X306_HMARKO2TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.5 : NETAPP X306 HMARKO2TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.6 : NETAPP X306 HMARKO02TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.7 : NETAPP X306_HMARK02TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.8 : NETAPP X306 HMARKO2TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.9 : NETAPP X306 HMARKO02TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.10: NETAPP X306 HMARKO02TSSM NAO4 1695.4GB (3907029168
512B/sect)

00.11: NETAPP X306 HMARKO2TSSM NAO4 1695.4GB (3907029168
512B/sect)

Of MZ& £H2 BAELICE sysconfig -av BHS AF20I0] LHE C|A3 E2I0|EE MHSHCHS HEE
7| gLt

L& E2t0|E= IDQ| AlZF £20] "00"0] AELICt "00"2 L C{A3 AEE, A4F O[5 =Xt= & CjA3
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node> aggr status -r

Aggregate aggr2 (online, raid dp, parity uninit'd!) (block checksums)
Plex /aggr2/plex0 (online, normal, active)

RAID group /aggr2/plex0/rg0 (normal, block checksums)

RAID Disk Device HA SHELF BAY CHAN Pool Type RPM Used (MB/blks)
Phys (MB/blks)

dparity 0a.00.1 0a 0 1 SA:B 0 BSAS 7200 1695466/3472315904
1695759/3472914816

parity 0a.00.3 0a 0 3 SA:B 0 BSAS 7200 1695466/3472315904
1695759/3472914816

data 0a.00.9 0a 0 9 SA:B 0 BSAS 7200 1695466/3472315904
1695759/3472914816

() AggregateS ‘4dot= Ol AH8 == FXl= 22| C|A37F OFLIX| 2 THE[M Y + AELICH.

HZ HAMEILICE aggr status -r BES S0 LHE C|A 3 E2I0|EE AL 02| H|0|EE
4 §f§ixﬂE§§7H§§ﬂJEh

O CHA2| oflofl M "aggr2"= ¥ D7t "0"22 HA|E CHZ WE E2I0|EE AFSELIC
- FHAEE 2R Chs oh2 BES LHELI
aggr status -v
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node> aggr status -v

aggr2 online raid dp, aggr nosnap=off, raidtype=raid dp,
raidsize=14,
64-bit raid lost write=on,
ignore inconsistent=off,
rlw_on snapmirrored=off, resyncsnaptime=60,
fs size fixed=off,
lost write protect=on,
ha policy=cfo, hybrid enabled=off,
percent snapshot space=0%,
free space realloc=off, raid cv=on,
thorough scrub=off
Volumes: vol6, vol5, voll4d

aggr0 online raid dp, aggr root, diskroot, nosnap=off,
raidtype=raid dp,
64-bit raidsize=14, raid lost write=on,
ignore inconsistent=off,
rlw on snapmirrored=off, resyncsnaptime=60,
fs size fixed=off,
lost write protect=on, ha policy=cfo,
hybrid enabled=off,
percent snapshot space=0%,
free space realloc=off, raid cv=on
Volumes: volO0

o ZHZ J|HtO 2 BHL|CH 4THA| 6THA|, aggr2= "0a.00.1", "0a.00.3", "0a.00.9" S 37H2| L E2t0|EE
AHE3S}HH, "aggr2"e| 2E2 "vol6", "vol5" % "vol14"L|Ct, EES 6THA| &£32| "aggr0"dil CHet TH=EZiol= T A
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o 32 HAMEILICt aggr status -v BHS AFESI0] LiE =210[E0| /U= 02| AH|O|Eof| &6l /U=
o|2{st 280 RE 2 80| ZE|0f JY=X| &olgfLCt.

o
mo o
o
1
_0'1
2
|.|—
n
4
o
O
HU
ot
il
iul

otoF AEZ2{2tH i
LS C[A3 =2t0[ =0 O] Xt Al&etLct.
OH2|AIO|EE EESIX| OFYAIR



otoF ZHEE2{2HH J2{H...

O 22|A|I0|EE ZetstX|DH LIS O| MAHE AlAetL|ct.

ClA3 E210|E0= 282 XA

rELCt o = ol Ab e
AESE7] Mol of J2|AIO|EE 2Z 2}l HEf= Metsta
LHE C|A3 E210[E0|A O 22| A[0|EE H|7{sHoF

@ BILICH 2 & ZESHUAIR "EH X" Aggregate ZH2|0f| CHSH

MEE H2{™ CLI_contentS AF25t0{ Disk &
Of 2 Z2|AH|0|E 2|0 HASHMAIL.

LHE E2to|Ho| RETL ofl Z80| O EXIE AlSTLICE

ZOE|O] JAELICE
A LS| Mo 282 2 CjA3 = 0|Sdt,
OZ|AH|0|EE 2 2tel HEfZ Tetet OHZ, LS
C|A3 E2t0|E0)| A o I2|H|0|EE FIAsHOoF ©LICEH &
@ HXSHHAR "HE" Z8 0|30 et §EE H{H
CLI_contentE AF25t0{ Disk & 02| A[0|E 2t2|of

HAZgL|CY
Uz Eajo|=0 2E 2BS ol BAHE A DK DHUAIQ. § KT HES2IE PI20l=Y
ZatetL|Ct 2 USLICH A= Z2 AF23H0]  NetApp Support AIO|E._off HZSI D,

_ HEKIE ALE3I0] clustered Data ONTAPS Adlist= L= AH0f| A
ZEER| St=Q0f g0l & £l 252 0|SELILCE.

LS E20|E20] REJ Ot 28 O BAME A% TASHA| ORYAR. =28 _ S(8) 0IS310] clustered

TEslD 9B AER|X|E EES Data ONTAPS Aslist= = 4ollA AEE2 st=g|0] ¥ aa0|=
0|58 4 giaLct HAIZ 23810] HEERZ PIH|0|=8 & USLICH S AESIAAIQ
"EZET O] HALE HMAT 4 = NetApp Support ALO|E_0f CHEE
HE]
o —-

Fa0|=g =S ZH[ELICE

el =2 WAHSH] Fofl oS =7 HA S 2ol RUEX], =2tel C|A3 = Fofst Lot
Cl237E =X, M22| AEZ|X|0| HMAE 5= A=K|, SSHAES| THE =l HIolE

C
LIFE &R/06tX| §=X| 2Hlsliof gfL|Ct. ot A2 L =0of ciet 2T =F3H{0
S AEJF SAN &30 A= 3% S2|AE 9 2= =271 A E0| A=A =4l

£

1. Bo|a0H BE Fof £ Eo| YARES M XYsts ol WS 2|42t 2t flf =0 Y=
SHOISHIAIL.

HA Pair 22| _ @135 HZst0 "HZE" HAPairl| et 2 At MMS MEHAQ. f2f L= F 0L A
50% O|&2Q| Ar2E = M| X| @Lotof BIL|CL 50% 0|22 2EE= 4 52 == HEEZ ¢120|= F0f

e L

S
$0
o>
T
Il

2. Y2 B0 OiEt d5 71ES UEETH O3 519 THAIS 2tEstdAIR.

=
a. ZIE AEXt AIHO| 3 N0 [A=X| 2felgtL|Ct.

15



TIE ALEXL AE2 ol =& TE S 20 ALEHH0F o5t 7= X[# £ Q| etihof|
(kM 2k ALE3HOF BfLICt.

®

AR A A3 SOl TSt KPS LB S 2 AESHIAIR "AE" A Ba| #E _of
thet 2=

b. 2 HFESIMAIR "EZ=" E WESHH _NetApp Support AIO|E_0f| HZstn s U EA T 7|(perfstat
Converged)S E|-—.—§Eo|-*'A|9

perfstat Converged €2 AI5IH & 12{|0|E = H|wE 2ot s 7|1&E2 48Y = JASLICL

C. NetApp Support AtO|E2| X|&lof 2} & 7|ES THELICH

3. 8 HZSHMAIR "EE" 2 8 _NetApp Support AIO|E_ 0] HZ3I11 NetApp Support AFO|EO|A X[ &
HOIAE 04*'*|9.

O A|O|AE AFESIH F20|= Sof| MY &~ A= EXME E0Y & ASLICE
4. ..E 3 8! .t E 49 NVMEM = NVRAM HHE{ 2|7t S A=X] &lstn STEX| b2 2 ST

NVMEM E= NVRAM HHE2|7t ZHER}=X] &olsta{H = 30t L E 48 S2|NH O &0lsl{of BfL|Ct & 3
9l LT 4 DEO| ME| EAISO| CHEE XFM|SH LIRS S AIXSHMAIQ "AFE" Hardware Universe_Of| Chet 213

@ NVRAM LIS X|22{1 6}X| OtMI2. NVRAM 2| LIES X|I0F 5t= Z 2 NetApp 7|&
INEEEL] 9|0M1|8

stolgt|ct.

=

5. L E 31 - E 40| A ONTAP HH

)

M =E0l= A2 =0 AX|E ST TS| ONTAP 9.x7h AX|=|0] RLO{OF ZLICL AH L= =2 ONTAP HZ0|
CHE AX|E 22 M ZEEZE 2X|¢t = 8T HEEZE netboot 3l{0F EfLICH. ONTAPE & 12{|0|=58t=
Lol chet Il’é!S = HZESHIAIR "HZE" ONTAP_ &1g0|= 213

- E 3% = 49| ONTAP HZF0|| Cigt FHE = HiE &Xtof| ZeE|0 QL0{0F SLICE. ONTAP HEE2 L E7}
SEE O AN, L EE RAIEs HE2 RESID FHS 2T £ ASLICH

version
6. L= 130t L& 20f| 274 EE= 4702 E2{AH LIF7t QI=X| EolgtL|Ct.
network interface show -role cluster

Ct= ofix|et Z0] AIA—OIM 2E 22 AE LIFE EAIZLICH

16



cluster::> network interface show -role cluster
Logical

Vserver Interface

Status
Admin/Oper

nodel
clusl
clus?2
node?2
clusl
clus?2

7. =1 EEs = 20f 270 EE= 47H9] 22{AH LIF7
AZ0M & 22{AH LIFE 25 Ping

5t

a g Hek

oy
M

=

olgd.

=.

up/up
up/up

up/up
up/up

set -privilege advanced

Ct2a 22 HAIXIZF EAIELIC

Warning: These advanced commands are potentially dangerous;

— A ol Tl &
g = AEX =

Network
Address/Mask

172.
172.

172.
172.

—_—

177.2/24
177.6/24

.177.3/24
L177.7/24

Current
Node

nodel

nodel

node?2
node?2

only when directed to do so by NetApp personnel.

Do you wish to continue?

(y or n):

cluster ping-cluster -node node name

CHS olleF RAFSH HIAIX|ZF EAIE LT

Current Is
Port

Home

elc

ele

true

true

true

true

N
or
rot
H
rn

use them
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cluster::*> cluster ping-cluster -node nodel
Host is nodel

Getting addresses from network interface table...
Local = 10.254.231.102 10.254.91.42

Remote = 10.254.42.25 10.254.16.228

Ping status:

Basic connectivity succeeds on 4 path(s) Basic connectivity fails on 0
path (s)

Detected 1500 byte MTU on 4 path(s):

Local 10.254.231.102 to Remote 10.254.16.228

Local 10.254.231.102 to Remote 10.254.42.25

Local 10.254.91.42 to Remote 10.254.16.228

Local 10.254.91.42 to Remote 10.254.42.25

Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

+
LETH 2009 SR AH ZEE AE3tE 2 olofMeL 20| 47H ZZ0|M S4E = A0{0F LT}

a. 2| 2| Aste =z S0tut|:
set -privilege admin
8. L. 11t L& 27F HA M LHOl| QU=X| &eldtn L EJF M2 AZAE|0] A2H H|0| 2L It 7HsEHR| gelgtL|Ct.

storage failover show

CHE ole =57t M2 HEE| D H0|22H 7} 75t HR2 £33 B0 FLIC.

cluster::> storage failover show

Takeover
Node Partner Possible State Description
nodel node?2 true Connected to node2
node?2 nodel true Connected to nodel

2
In
i
[N
|.|-|
4
M
re
riot
2
30
2
x
rr
e
ot

IL|Ct. CHS OI®I0| M= node10] &2 Higtof] AZS 20| FLICE.
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cluster::> storage failover show

Takeover
Node Partner Possible State Description
nodel node?2 true Connected to node2, Partial
giveback
node?2 nodel true Connected to nodel

LE F oLV B2 ghet HEfQl B2 storage failover giveback BEZ ALESIH 7|EHME Aot C
HHES AH838I0] storage failover show-giveback O OfZ|AIO|EE CHA| M3 HRIt §l=X]
SholgtL|Ct HFOf| CHSE XtM|BH LB "E E"HA Pair management @38 EESIHA 2.

LE 3t 22 270 AR ARAMR! EA(Z ARt OFE)E ARt AKX §i2X| 2HelgtL|Ct.

storage aggregate show -nodes node name -is-home false -fields owner-name,
home-name, state

LE 13 L E 27} oix| 2R/l Aggregate(E /A7t OHE)E A R/EHA EQH A[ARIO| LHS o2t fASH
HIA|X|E ghetetL|Ct.

cluster::> storage aggregate show -node node2 -is-home false -fields
owner-name, homename, state
There are no entries matching your query.

CtZ OIFI0 M= node22t= O|EQ| = =0f CHEH HE £33 HOf FLICH node2= & 2R OIX|2H #Ml| 2/ X7}
Ol 47H2| O 22| AH|IO|EZ - E LI

cluster::> storage aggregate show -node node?2 -is-home false
-fields owner—-name, home-name, state

aggregate home-name owner-—-name state

aggrl nodel node? online
aggr?2 nodel node? online
aggr3 nodel node?2 online
aggr4 nodel node? online

4 entries were displayed.

o HHQI AL 9thA| mEls
£2{0| H|0 AELICH MEAE 25D 2 o|SELICH125HA.
=2{0| AASLICE 2 o|SELICH11¢HA.

gl



1.

12.

13.

20

LE 1 EE LE 27 oiX 2ROIX[2H Z ARA} O EAIE AR5t ALH LHS 5h9l HAISE 2t=RILIC

a. MEU LEJH A A/ 02| H0IES 8 27X E2 gieh

storage failover giveback -ofnode home node name
B0 22 270 AT ARXRI Of2|A|0|ES AR 11 F A7/ OH B2

storage aggregate show -nodes node name -is-home false -fields owner-name,
home-name, state

Lt OiFl= = =7t Aggregate| SIXH AR XAH0[X 2 AR 22 O £33 Ho{FL|CL

cluster::> storage aggregate show -nodes nodel
—-is-home true -fields owner-name, home-name, state

aggregate home-name owner-—-name state
aggrl nodel nodel online
aggr?2 nodel nodel online
aggr3 nodel nodel online
aggr4 nodel nodel online

4 entries were displayed.

node12t node27t MZ22| AEE|X|E MMAT 4 U=X| 2lst F&fE CIAIT} QK| 2lgfLCt.

storage failover show -fields local-missing-disks,partner-missing-disks

CH2 ool M= CIA3Tt @l 392 282 20 FLUChL

cluster::> storage failover show -fields local-missing-disks,partner-

missing-disks

node local-missing-disks partner-missing-disks
nodel None None
node?2 None None
ClASTL S2tEl 22 CIA3ASICLI |, CLI_E AMEst =2|H AEZ[X| 2] 3 HA MW 22| E AME5H0

HA 4ol AE2IX|S THBILICL EE"

od

LC 1o L E 27t Mo MEfO|H S AEHO| o XtH0| J=X| =elghL|Ct,
cluster show

L2 ol & 227t 25 Fdo|n o mo] =4S 20 FELIC.


other_references.html
other_references.html
other_references.html

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

f Ly

14. gt 272 nZo= MFELICH
set -privilege advanced

15, node1} node27t STt ONTAP Z2|XE AHstn JA=X| ElgtLct.
system node image show -node nodel,nodeZ -iscurrent true

CH2 ofiFl= B™ol 282 20 FLICH

cluster::*> system node image show -node nodel,node2 -iscurrent true

Is Is Install
Node Image Default Current Version Date
nodel
imagel true true 9.1 2/7/2017 20:22:06
node?2
imagel true true 9.1 2/7/2017 20:20:48

2 entries were displayed.

16. L= 11 L= 271 22{AEQ| L2 L =0f &3 HIO|E LIFE A R0t UX| QL2X| 2f0lst Lt £ 2lgtL|Ct
Current Node % Is Home ZH9| &:

network interface show -role data -is-home false -curr-node node name

CtE O ®IOl M= node10fl 22{AE Q| CHE L EJF A RSH= LIFZL 9l 392 £33 B SLICL

cluster::> network interface show -role data -is-home false -curr-node
nodel

There are no entries matching your query.

CtZ ORI M= node10] THE = =71 27/ HIO|E LIFE 2 /3t= 329 £33 20| FLICL
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cluster::> network interface show -role data -is-home false -curr-node
nodel

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vsO0

datal up/up 172.18.103.137/24 nodel e0d
false

data?2 up/up 172.18.103.143/24 nodel e0f
false

2 entries were displayed.

17. ol 2302l AL 150 M = 10|Lt == 27t 22{AEHQ| CI2 L E|M 2 R35t= HIO|H LIFE == 10]|Lt
L2 20N Ef% G|O|E| LIFZ Oro|ag|o|MehL|Ct.

network interface revert -vserver * -1if *

ofl CHet REM[S LHBE 2 &E

—_

=
=
9 FHof| FE5IHH =3 HO|X| =

18. L& 10|Lt L& 20i| FOHTL LM LA 7} Q=X] let|ct.

ClASO| QF7LAlet 22, _ Disk 2| X|&of| it CIAIE ®AHSEL CLI _ S(5) A8t 22§ SEFLICH
(S HESHIAIQ "HZE" CLI_E ArE3t0| _ L|A3 Sl o 2| A|0|E 2t2|of| HESIHH )

19. Ct2 o9l CHAIE 2tZstn 2F HRHO| &S 7|28t node1 U node20]| CHEH MEE £ EHL|CH.
° O] §EE= LtEO0f| O] Hxto| B L0 A Ar2TtLC
o ATP|0|EZ A|ZFSZ| F0l| FAS8080, AFF8080 A|AEID} 2t0| L ECH 22 AE ZEJ} 274
@ O|AtOl A|AEIO| Q= AR S AH LIFE LEL T 79| 23{AE EEZ 00|1g|0|Mst1

MT-oor BfLICH 2T = 0|¢o SR{AH ZEZ AEER YO20|E8 +AHstE ER
P 0|E = M AEEZ0f| 2HAH LIF7L 7212 & ASLICE

a £ o Y AJAH DY UM HSE J|SELICL
system node show -node nodel,nodeZ -instance
() ol mwE Aol [ASS WEYsD flaf =0 MHIAS SHE 4+ Attt

b. L 17} = C 2 B0 TS YHS YotD HI, 2 ol []AT 4, B2l AE2X| NE M, 022,

22

AZXSHUAR network interface revert E, S HXSIMAILR "EZE" ONTAP



NVRAM % HIEH3 7= E2{o) Cigt Y22 7|SELch
run -node node name sysconfig
@ O| HEE AI2otH LE3 = L E42 7|10 42 BEO|LL HHM2|E AEE & JAGLICH
C. =11t L E 2 0| O3l 2 S Y=ot F 20| M 22421 &EfQ! o 22| AH0|EE 7| ZELICt.

storage aggregate show -node node name -state online

of B0t Tk 319l B0 HEE ALSet0] MuhX| Fof of12]olEet 250| atel
(D) 4= gri=s me J12ts Mok A U ol 2210l =2 BE0| S2tel AE=
QA=A golgr 4 aLick

d. nodel1} node20ilA CHS HHES LSt & LE0[AM 220l AEfQl EES 7|SELICL

volume show -node node name -state offline

@ Y 0|E =of| FHS CHA| 25t o] THA|o] £t £ S H| WK LHE 2E0| 22!
HENTt | RA=X] Sl gtLCt.

20. lL.E 1O|L} L= 20f| QIETO|A OF = VLANO| |0 L=X| &olst{H L3 BHES YHeLct.
network port ifgrp show
network port vlan show

AEMO|A OF = VLANO| .= 10|Lt . E 201 FHE[0 A=X| SIS A 2. THS THAI2 LIS o Z X}
e YEIF L.

W

It =E 2 ER0M ChHS ohel THAIE =5t ZAe| AREM S2|K ZEES SHI=A| 08 & A=K

21. LE1
efolgtLct.

a. [I3 HE 2 U6 0]2/9| LE0of MY OF0| JY=X| 2QISLICt clusterwide:

network interface failover-groups show

HUH DS AAH| Qi HEYT ZE NEYLICL HES?] S90S Yaso|=okH 225 TEQ|
9IxI7t HZE 4 Yo0= Y2|0|= B0 HALH IBS M4 HAY & YALIC

CHS ool AMeF Z0] A|ARI0 L= E0f HIZRH F0] EA[E LI,

23



cluster::> network interface failover-groups show

Vserver Group Targets

Cluster Cluster nodel:e0a, nodel:e0b
node2:e0a, node2:e0b

fg 6210 eOc Default nodel:elc, nodel:e0d
nodel:ele, node2:elc
node2:e0d, node2:ele

2 entries were displayed.

b. 0|2/ HYLH OF0| Y= FL “clusterwide OflA HYLH I& 0|52t HALH D0 £33 ZEE
|§§o+L|[}

c. Ctg BF= Y= 0 & VLANO| QU=X| =HlgfL|Ct.
network port vlan show —-node node name
VLANZ 22|X ZEES Sofj THELICH S2|M ZEJ HAE Z 2 VLANS LIE0|| CiA| 4dshof guct.

CHS olloll EAIE M E A A”0f =20 L9 & VLANO| EA|E L|C.

cluster::> network port vlan show

Network Network
Node VLAN Name Port VLAN ID MAC Address

nodel elb-70 elb 70 00:15:17:76:7b:69

a. oo 2ME VLANO| = A2 ZHHIE9I3 ZE Sl VLAN ID HOZE 7|ZE8 FAHAL.

QIE{H|O|A 1& = VLANO|... J2{H...
LEMEE EE20A etE 23CHA| B 245HA|
L= 10|Lt == 20 &&LICt Z O|SEL|CE 24 CHA.
23. L 13t C 27F SAN EE= H| SAN 8HH0| Y =X REE RE= AR OIS HHS Yot sfjet =23

AAFRILIC
network interface show -vserver vserver name -data-protocol iscsi|fcp

SVMO]| thsl iSCSI2t FCE 75Xl g2 2 B2 L3 olH|et FAIS HIAIXIS EAIRLICE

24



cluster::> network interface show -vserver Vserver8970 -data-protocol

iscsi|fcp
There are no entries matching your query.

£ A3t =7t NAS 2HE0]| Q=X el &~ JUELICH network interface show BEI 8H -data

-protocol nfs|cifs O{7H H=

SVMO|| iSCSI Ee= FCE #4¢t 32 0| L2 oot fAFSH HAIX|ZF EA[ELIC.

O =

cluster::> network interface show -vserver vsl -data-protocol iscsi|fcp

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port Home
vsl vsl 1ifl up/down 172.17.176.20/24 nodel 0d true

24. L3 ot9| CHAIE 2t5to] 22 AR 2E LE7F A0 A=X| FelgtL|ct

set -privilege advanced
CtE2ah 22 HIAIXI 7} EAIELICH
Warning: These advanced commands are potentially dangerous; use them

only when directed to do so by NetApp personnel.
Do you wish to continue? (y or n):

=
b. & 2

NTH
%
r
n
<

Zof thal] of HWY oM SRAE ME|A HEE 2HelgfL Tt

—

o
N
H

cluster kernel-service show

CHS ofl2t FAFSE HIAIXIZF EAIEILICE.
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26.

26

cluster::*> cluster kernel-service show

Master Cluster Quorum Availability Operational

Node Node Status Status Status

nodel nodel in-quorum true operational
node?2 in-quorum true operational

2 entries were displayed.

+

S2|AE9 LEL CiE0] LEJHHA0|D NE SME 4 Ut F2 Y Lol USLICE XMt LSS 8
METSHIAIR "EE" AIAY B2 AE ol 3t Y3

a. e Agt £FESZ SO0t

set -privilege admin

SHAEII O 22 3R = i B
SANO| Y E[ASLICH 2 O|SELICt 26EH.
& SANO| gisLICt 2 O|SELICt 29EH.
CtE HHS Y=ot £HS HASI0 SANISCSI = FC MH| AT gHdetEl 2F SVMOY| et ek = 13t e E
20 SAN LIFZt 'EII efolgfLct.

network interface show -data-protocol iscsi|fcp -home-node node name

Ol BHZS AdlistH L= 13 L& 29| SAN LIF B2 HEA|ELICE C}Z ofl= Status Admin/Oper 2| &EHE
UP/UP ©Z E0f FLIC} 0= SAN iSCSI U FC AH| AT 2SI} SS LIEFHALICE,



27.

cluster::> network interface show -data-protocol iscsil|fcp

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
a vs _iscsi datal up/up 10.228.32.190/21 nodel ela
true

data?2 up/up 10.228.32.192/21 node?2 ela
true
b vs fcp datal up/up 20:09:00:20:98:19:9f:b0 nodel Oc
true

data? up/up 20:0a:00:a20:98:19:9f:b0 node?2 Oc
true
c_vs iscsi fcp datal up/up 20:0d:00:20:98:19:9f:b0 node2 Oc
true

data? up/up 20:0e:00:a20:98:19:9f:b0 node?2 Oc
true

data3 up/up 10.228.34.190/21 node?2 e0b
true

data4 up/up 10.228.34.192/21 node?2 e0b
true

L=CE 332 Y30 O XtMISt LIF BEE & 5 ASLIC

ucadmin show

TH2 L2 oflofl EA|E iz 22{2H0| A= 2= FC ZE0| thist YEE EAIRLIC

27



cluster::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
nodel Oa fc initiator - = online
nodel Ob fc initiator - = online
nodel Oc fc initiator - = online
nodel 0d fc initiator - = online
node?2 O0a fc initiator - = online
node?2 Ob fc initiator - = online
node?2 Oc fc initiator - = online
node?2 od fc initiator - = online

8 entries were displayed.
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28. L}3 ot9l HAIE 2=E5HMIR.

service-processor show -node * -instance
T 29| SPOf| CHEE REMIEE FE 7 EAIELICE

a. SP AENTF QIX| EISBtLIC online.

0ot

b. SP HERI7 FHEIUA=X] 2l

=

|

—_

C. SPO|| Chet IP 4 3 J|Et HEE J|E-LICt.

SP= M =E2| spoj| CHaH 22k

ESPPNTETEIRNE -1

%+ 40

3 2| ClHO| A 9| HIER S D7 H4-5 CHAl AEE = AUELICE 0] &
AARO| M TALESHOF BfLICt. SPOf| CHEE XiAel LHE2 & HZESHIAIR
_ONTAP 9 B0 HZdt2H -5 H|O|X| F= _

0

29. M LETJ e =0t SUTHEIO|MA TS XL E ot2{H CHS HHES Ao el A|A=e S2{AH
2to[ A S 2HRlotM| K.

system license show -owner *

CtS Oflofl M= cluster1d] CHEt AFO|E 2IO|MIAE HOf FL|CH

28



system license show -owner *
Serial Number: 1-80-000013
Owner: clusterl

Package Type Description Expiration
Base site Cluster Base License -
NF'S site NFS License =
CIFS site CIFS License =
SnapMirror site SnapMirror License =
FlexClone site FlexClone License =
SnapVault site SnapVault License =

6 entries were displayed.
30. M ==9| Af 2t MIA F|= _NetApp Support AFO|E_OflM & & UELICEH S BERSHHUAQ "EHx"H3E
_ NetApp Support AIO|E _ 0of| HEE &~ ELICE.
ALO|E0]| ERt 2to|MIA 7|7t glE 22 NetApp MYE SHEXOA 22lstHAI2,

31. 2 LEOj|lA CFS HE S ={sto] 22 A AR AutoSupport?t ZA3HE0f U=X| 2olstn s =2

= |
stolgL|ct.

fjo

system node autosupport show -node nodel,nodeZ2

B £30f|= CH3 oflHI2F 20| AutoSupportZt BE =0 A=K FIH FHA|ELICE

cluster::> system node autosupport show -node nodel,node?

Node State From To Mail Hosts
nodel enable Postmaster admin@netapp.com mailhost
node?2 enable Postmaster = mailhost

2 entries were displayed.

32. Of2 HY) & SHLtE Sgeict.

2l A|AEIO]... J2H...
AutoSupport?} Z-HotE| 0] 2 O|SELICE 34 %A,
U}ELICE...
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33.

34.

35.

36.

30

2 A|ARIO]... = i

AutoSupport7} &4 3}E| K| AAE 22| HE o X|Hof w2t AutoSupportE &4 %}etLICE (2
AUASLICE... EZSHYA QR "EZE" AA"> 22| T (o chst &3)

* A x AEE|X| A|AEIS HE AT I AutoSupport=
J|[2MO 2 MESIE HHEILICH AutoSupports HHIEX|
HlZgtMdoter o UAX[T Mot MEHE FXISHOF RL|Ct.
AutoSupportE d3t5tH AEZ|X| A|AEIO|M ZH|7t 2dle 22

=M 3 ERHS A MEY = ASLIT.

HE L 2R 02 BE S Yot =33 ARSI AutoSupport?t SHIE HIZ S AE MF FEQL 4K}
O|H|Y IDE FHE[U}=X| heletLCt.
system node autosupport show -node node name -instance

AutoSupport0f| CHet XEM|SE LHE2 S HZSHUAR "HZ" A|A- 22| X 81 _ONTAP 9 0| HZst={H
=S HOIX] FH= _

CHE ™S Y23t node10]l CHEH AutoSupport HIA| XS NetAppOil EEL|Ct,

system node autosupport invoke -node nodel -type all -message "Upgrading nodel
from platform old to platform new"

-

@ ol == 29| AL AutoSupport HA|X|S NetAppOll ELHX| OHMA|2. LIES0| 0] ZiS SaliE

= ASLICE

g

Ct

gl
(01)
o

U5t =2HZ AAKSH AutoSupport HIA|X| 7} MEE[R}=X| =HelgtL|c,

system node autosupport show -node nodel -instance

|

T Last Subject Sent: % Last Time Sent: OMX|ZOZ HH HA|X|Q] HIAIX| HF 2t HAIXIE 2H
AZtg ZetetLCt.

AIAEOIH XN 3t S210|8 At 2 718 K2 2AE AXGHIAIL "S210] 57} FIPS 2155 =]
Sfolsti Hrei" I3[0| St HA WOllA AFS 9l XYl ost Sato|Ho] Q32 HQIBILICH ONTAP
ATERI0lE £ 7hx| R340l XY et Sato|2 S XigLch

° FIPS 2/ NSE(NetApp Storage Encryption) SAS L= NVMe E2(0|E
° FIPS7t Ol XtA| &= %t NVMe E2I0|E(SED)

®

"X El= K| =2t E210[E0of| CHoH XiMIS] otEMA|L".
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https://kb.netapp.com/onprem/ontap/Hardware/How_to_tell_if_a_drive_is_FIPS_certified
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https://docs.netapp.com/us-en/ontap/encryption-at-rest/support-storage-encryption-concept.html#supported-self-encrypting-drive-types
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Onboard Key ManagerE AHE5t0] Q1F 7|E 2t2|fLICt

Onboard Key Manager(OKM)E A5t 21F 7|E #ta|e = ASLICH OKME dHet 3
YIHO|=E AIZSHY| Mol =21t tY Xt=E 7| ZoH{of gfL|Ct,

CHA|
1. 22{AH MH| S E 7|2 EL|CE.
OKME FAM 6Lt CLI EE= REST APIE AF260] HH|0|EE mf l2dst b IL|Ct,

2. £ Aglsto] 7| 22|t MEE WAHBLICH security key-manager onboard show-backup .
SnapMirror 24 E SX|EfLICt

ANA”RE 2EISH| ol 2= SnapMirror 2HA|17F SX|=|A=X] 2teldof gtL|Ct. SnapMirror
AL SX=H HEE W HLLH Ao A& FX|ELIC.

CHA|
1. CH& 22{AE{ 0| A SnapMirror 2tA| AEHE SHOIBHLICE,

snapmirror show

@ MEWZLQl 2R Transferring LS 22 ME&E2 FT6oF SL|Ct.
"snapmirror abort -destination-vserver vserver name

SnapMirror 2tA|7} of| ¢l= B2 SEH0| AT ELICH Transferring AEH.
2. 2P AH 7to| RE A FX|:

snapmirror quiesce -destination-vserver *

netbootS Z=H|grL|C}

IE"X|-°| |_|.§01| Le 3-||. e 4§ =R |I-I oz EHO-|| Jk-lxl'é'} S -('5H|:I- iEEQ netboot -6-H0|; -%r

A& UALIC term_netboot_= 12 A0l HEHEl ONTAP 0|0|K|of N 2Eigte ofojatLict.
oot 1% I A AOTSAAL 4 olo B 0l ONTAP 8 S0 0laix] At Lolo
S|t
AIZFSE2| oyl

© AAEIOM HTTP ME{0] A& UA=X| gelghct

2
* S HESHIAQ "HE" & YIS0 7i5te| U FZ0| RSt A|AH T ZHLE M2 ONTAPE
CH2ZESHMAIRL.

O =te1oi| CHaH

2l2f PIEZ2(0] ST AT SUH BFO| ONTAP 97} 8= Z2 A ZHES2IS netboot S0F BHLIC 2k2fel Af
HES21S MAI3t 3 8 MH{ol HZE ONTAP 9 0[0| X0 A AIASIS BEIBLICE 23 Tk RS 0jciof Aol
SHIE TIUE CREstol LS| AlAtig HER 4 s

[= =)
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SHX|2H i AEE2{0f MX[E 2t STt HTC| ONTAP 97t K| & 32 HEEZE netboot SHX| 940t ELCE.
I | “% AUF D 2 ZlE = JASLICEH3EA: == 32 %[5t FEELCH.

1. NetApp Support AtO|E0] AHABIOY AIAR] UHEIS A8sts o ALBES IS ChRRSFILIC

2. NetApp Support AlO|EQ| AT EY0f CHRZE MM A sHzt

= ONTAP 2T EQ|0| E CIREESH E XA LICE
<ontap version> image.tgz E UAMA JtS CIHEZ|0| =

melolL|C}.
3. 8 N|A JHs CIBER|R WZoln WP IUS AFSS £ X Ittt

CHa... T3

FAS/AFF8000 A|2|= A|AH o LIS FELLICI <ontap version> image.tgz CHA
ClelE2)2 1fe

tar -zxvf <ontap version> image.tgz

@ WindowsOf|A LIS =E8H= AL 7- zno £=
WInRARE A2510] netboot O|0|X|E ==EHL|CT.

CIAMEE] SR0i|l= HE TtY0| U= netboot L 7F ZetE[0{0f BL|CE.

netboot/kernel

7|Et BE A|AH ClAEE| S50|= CF3 TFY0| Zeh:|0{ofF ShL|Ct.
<ontap version> image.tgz &®1: o WES FEY ERE=

SLICH “<ontap version> image.tgz OHY.

ClA 2|9 YEE AFESHA ELICE "3EA" .

2t = =12 MUl X|SHALE I 7| gL Cf
LE 10N £ 22 H|FE 02| AH|0|EE R X[EL|Ct

LC 18 LE 392 WN|st2{™H M storage aggregate reocation EHE AI2SI0| H|RE
OOZ|A[O|EE LE 10|M E 2= 0|=¢t CH3 MHHX|E =relsl{of ghL|Ct.

storage aggregate relocation start -node nodel -destination node2 -aggregate
-list * -ndo-controller-upgrade true
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C. MAIXIZt HAIE|H S =BT y.

MENX| 7 B2t E 0| M = HELICE AggregateS M X|Sh= ol R X0l R 2 HE 2 £ AFLICH
(=3 2 St
= —

o7]0fl= S2t0[AHE S Sl R B2 o] ZF ZetELICH HH

Oi22[AH[0| E= RHEHX|=| K| QA& LIC.

d. OtZ EBHES LA admin 2|8 =E SOrZLIC

set -privilege admin

2. node10llM Ct2 BHES Lst0] tHiX| &EHS 2telgtL|Ct.

storage aggregate relocation show -node nodel

Z£30| EAIELIC Done MHIX|El EXHQ! B

©

HO{ZLICt.

3.}

dlo

Y & otLE A RLC)

RHHHX]...
MZ™MOZ DE o 12|H|0|EE
AZYSLIC

HERHS HAISH= D= ofa2|H0|E
Z SILIO]| EHOH 7} LHMSIAHLE HEE =
O 22| AH|0|EJt Q&L

=E 10| 27/ 2= HIFE O|22[A0|EV} L E 22 MEiX[E Wi7tX] 7|CHel = ChZ BHAZ

J2{H...

Z O|SELIC 4 LA

a. EMS 20| M =3 =X =elgfLct.
b. ¥ ZX|E HLICL

C. ZOHIt LMt AL HEE|= O 22|A|0|ES THHHX| L |CL.
storage aggregate relocation start -node nodel
- destination node2 -aggregate-list * -ndo
-controller-upgrade true

d. HIAIX|[Z} FEAIE[H S LSy,

e. HE|Xt =FL2Z S0I7t7|:
“set -privilege admin' 223t 22 Ct3 W 5 SHLIE ALY
THHHX| S =g 4= JAELICE.
© AR ZAL RAL
storage aggregate relocation start -override
-vetoes true -ndo-controller-upgrade

° CHAH ZAL Al
storage aggregate relocation start -override
-destination-checks true -ndo-controller
-upgrade

2 HZESHIAIR "E X" CLI_content 34 ONTAP 9 HHE ALE3I0]
a

[
C|23 8L o3 2[A|0|E 2t2[of HZSHH AE2[X] O 22[H0[E
MEfX] BFHof cHet XiM[et LHE2 -3 HOIX| = _ & HESHIAL.
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FE7} Ot 2= O2[AH|0|ETF 2etQl HEHO| L E 29| eIt 22l Q1X| =HelgtL|Ct.
storage aggregate show -node node2 -state online -root false

CHS GIAMGIM = == 29| FE 0[2|9] 0i22|AH|0|ET} 2212l #Efel S 20 FLIC.

cluster::> storage aggregate show -node node?2 -state online -root false

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr 1
744 .9GB 744.8GB 0% online 5 node?2
raid dp,
normal
aggr_2 825.0GB 825.0GB 0% online 1 node?2
raid dp,
normal

2 entries were displayed.
== 20{ M OHA2|AH|O|EZF QEERI HEfZL E|AHLE 2| F MEHT}F &l FR, 2 O 22[A|0|E0f CH3l == 29| Tt
HHE AE5H0] 222! JEjZ HEEfL|C)
storage aggregate online -aggregate aggr name
- node20i|A CHS HHEES st ST EHS HAISIO node20| M 2= 2 EO0| 22t AEfQIX| =l eL|Ct.
volume show -node nodeZ -state offline

LC 20 2m2fQl 250| A= 2R 2 250 thslf o 1Y == 20i| M ks S AFE5t0] 22fe1e =z
Hetetict.

volume online -vserver vserver-name -volume volume-name

Zel2LICt vserver-name O] 1} S| ALESI2{H 0| 2 E20f|A &2 £ UELICH volume show
q

=%
=B

0% N

H‘

E 20ilM CH2 HES LHeL|C]
storage failover show -node node2

=30l LS HAIXIZF A E LT

Node owns partner's aggregates as part of the nondisruptive controller
upgrade procedure.



7. l.E 10| 22tQI2l R E 0]2|9| AggregateS £ R3HX

iQ
rr
A
tot
O
ot
I~
a

storage aggregate show -owner-name nodel -ha-policy sfo -state online

o[0] L& 22 MBHX|E|AH 2221 H] RFE O 22|AH[0|E= 20| HA|=|X| Qt0t0F BfLICt.

LC 10| 2%t NAS H|O|E| LIFE £ 22 0|SEtL|C}

LE12 LE 32= WA|SHE™H HX = 10| 2]t NAS H|O|H LIFE LE 27} = 8

L E 2% O|S5tHLE, SE{AE0| =7t 271 0|40l 3R =E 12 E 2% 0|Salof gLt
A8t B2 22| AE7F NASO| CHal A=Y= SANO]| CHo A E|RA=X| of2of 2

CHSLICE.

Of ZhHofl ChaH

4 LIFE ¥320|= Zxt S0l SAN LUNS| ECHT S XMe[RfLICt YO|0|= S0l 22{AF E= MH[A HEE
¢/ SAN LIFE 0|5 2RVt glELICE == 38 22102 dHet = LIF7 e ZS5h=X] 2Helslof LTt

1. LI HY

it Z2HE HHNSIH == 10| SAEIE|= IS NAS H|0|E LIFE LIEEHL|CE

gjo
o

network interface show -data-protocol nfs|cifs -curr-node nodel

cluster::> network interface show -data-protocol nfs|cifs -curr-node

nodel

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vsO

ala up/down 10.63.0.53/24 nodel ala
true

datal up/up 10.63.0.50/18 nodel elc
true

radsl up/up 10.63.0.51/18 nodel ela
true

rads?2 up/down 10.63.0.52/24 nodel elb
true
vsl

1if1l up/up 192.17.176.120/24 nodel elc
true

1if2 up/up 172.17.176.121/24 nodel ela
true

)
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2.

4,

5.

36

EE 0 EE 20 U= BE LIFS XI5 = =27] 28 S +FLICh

network interface modify -vserver Vserver name -1if LIF name -auto-revert
false

w= 19| QIE{H0|A 1 9 VAN SAEIE NAS H[0|E| LIFS 0fo| 12o|M3ta{® Ct2 Ei7S
RNy

a =19 FMolA aF 8l

VLANO|| SAEIE L IFE LE 29| TEZ 00| 2|0 MEtL|Ct =E 29|
ZE= ZtLIFOf| CHoll ChS HE S YU™HSIo] QEH0|A OEQ| LIFRt S HERIT0 LIFE SAEY £
UELICE,

network interface migrate -vserver Vserver name -1if LIF name -destination
-node node2 -destination-port netport|ifgrp

b. Ol K LIF % VLAN®| & BEQ} & L=E8 £HBILIC 619 £/ A 2 LIFO| Chef CHS B2 Y2fotod )
LIFS SAERts ZE ol S0 oifsf THe2 483tc

network interface modify -vserver Vserver name -1if LIF name -home-node
node2 - home-port netport|ifgrp

[4THA] CHS Y S SHUHE sJRLIC

SAEIF4E a8 H

— L_sss

3.
NAS 2tz 5THA| 2E MR| 8THA
L A 32|0|=E 2o .o =2| ZE SAN LIFS siAIgL|Ch

‘network interface modify -vserver Vserver-name -lif LIF_name -home-node
node_to_upgrade -home-port _netport

ZH |O|E{ LIFO]| CHal CHE HE S =6t = 10|A == 22 NAS H[0|E| LIFE 00| 23[0|MEL|LC}.

network interface migrate -vserver Vserver-name -1if LIF name -destination
-node nodeZ -destination-port data port

CHS HE S st £ S HALSIO] LIF7L SHIE ZEZ 0| SE|CH LIFS| AEi7F UPQIX| gelstn, &
LE FotLtof| oh2 BEE Yot SHS AASHe 2QlgfLct.

network interface show -curr-node node?2 -data-protocol nfs|cifs
Oro|J2f|0|MEl LIFS| & LEE £H gL LY.

network interface modify -vserver Vserver-name -1if LIF name -home-node nodeZ2
-home-port port name

LIF7t ZES 8 L= ofi ZEZ ArE5t1 JA=X| 2fISfL|Ch ZEJL 8 = oIXf ZEJI O 3R 2
O| SELICE 9FHAl:

network interface show -home-node nodeZ -home-port port name

network interface show -curr-node node name -curr-port port name



9.

10.

LIF7t RES & ZE =& dM ZEZ AHE311 )l 32, LIFE #8050 THE ZES ALESIEE L
network interface migrate -vserver Vserver-name -1if LIF name
-destination—node node name -destination-port port name

network interface modify -vserver Vserver-name -1if LIF name -home-node
node name -home-port port name

[[MOTHAI LIFZL StLt2te TH2E[H 2f LIFO ol ChS FE S o H 2ste LIFS| 22| MEiE "ais"e=
HHEHSHAL.

network interface modify -vserver Vserver-name -1if LIF name -home-node
nodename -status-admin up

MetroCluster 7182| 22, LA SVM(AEZ|X| 7+ HANQ| LIFE SARSH= X EQF HEE|Of
@ oL ZES| HRELMHAE THQIS HESHX| & - AGLICH AA MO|EQ| 8 &4

SVMOIM CHS BE S 23ot0] e LIFE HESH ZEof MZEeLich

metrocluster vserver resync -vserver Vserver name

CHS HE2 Aot sie £HS =tolsto] = 10] ot A= H|oIE LIF7}F gl=X] ZelgtL|Ct.

network interface show -curr-node nodel -role data

L1 MEE J|E%L|Ct

LE 1S T2t 0| 7|817| Hof| 22{AH HEQA, 2], FC ZE 2 NVRAM A|AE! DO
CHet MEE 7|28l|0F LIC LIS0| LE 18 = E 30| 0jZstD C|AIE xjeetst ff o]
HEI Lot

£

1.

Ct st EHS HXLICH

gl
fjo
il

=E
network route show

CHZ ofl2t FAreH S0 EAIELIC

cluster::> network route show

Vserver Destination Gateway Metric
iscsi vserver 0.0.0.0/0 10.10.50.1 20
nodel 0.0.0.0/0 10.10.20.1 10
node?2 0.0.0.0/0 192.169.1.1 20
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38

vserver services name-service dns show

CH2 ofl2t fAFSH =240 EAIELICY.

cluster::> vserver services name-service dns show

Vserver

node 1 2
10.10.60.10,

10.10.60.20
vs basel
10.10.60.10,
10.10.60.20
vs peerl

10.10.60.10,

10.10.60.20

Name
State Domains Servers

enabled alpha.beta.gamma.netapp.com

enabled alpha.beta.gamma.netapp.com,

beta.gamma.netapp.com,

enabled alpha.beta.gamma.netapp.com,

gamma.netapp.com

= AEZ2| 5 SILI0A CIS HYS 2isto] L E 19| 22|AE WEYT 9 =C 22| ZES R&LCH

—_—

network interface show -curr-node nodel -role cluster,intercluster,node-

mgmt, cluster-mgmt

CHS OllF|QF Z0] A|ARIOIAM SR AE Q| LEof Tet SR AH, A S A, L& 22| 8l 22{AH HE| LIFE

HEAIRLICE



cluster::> network interface show -curr-node <nodel>
-role cluster,intercluster,node-mgmt, cluster-mgmt

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vserverl
cluster mgmt up/up 192.168.x.xxx/24 nodel elc
true
nodel
intercluster up/up 192.168.x.xxx/24 nodel ele
true
clusl up/up 169.254 .xx.xx/24 nodel ela
true
clus2 up/up 169.254 .xx.xx/24 nodel e0lb
true
mgmt1l up/up 192.168.x.xxx/24 nodel elc
true

5 entries were displayed.

o
1
$0
>
r
il

(D) M2l lEiZ2iAE LIFJH 8!
- o HEY ol FEE WMELICH 3T MEE HASHIAR "t 12| ZES & 302 nfEelL|C".
M ZEZE2| ZEZ O|X ZEE2 ZE0| 0jTs2H 23 It LRBtL|C},

- EE10M CHE HE S YL CL

network port show -node nodel -type physical

CHS OlloilMeF Z0] A|ARIS| L E0of E22|F ZETE HA[ELIC
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sti8080mcc-htp-008::> network port show -node sti8080mcc-htp-008 -type

physical

Node: sti8080
Port TIPspace
e0OM Default
ela Default
e0b Default
elc Default
e0d Default
ele Cluster
e0f Default
elg Cluster
eOh Default

mcc-htp-008

Broadcast Domain Link MTU

Mgmt
Default

Cluster
Cluster
Default

9 entries were displayed.

6. LEQ} STt HEEIHAE QIS J7|EEL|CY.

H2LOIHAE EHQI2 LS| O] 2Xtel R Z

7. E 0N CHE BEE

HEEIEE

up
up
up
down
down
up
up
up
up

1500
9000
9000
9000
9000
9000
9000
9000
9000

Speed (Mbps)
Admin/Oper

auto/1000
auto/10000
auto/10000
auto/-
auto/-
auto/10000
auto/10000
auto/10000
auto/10000

Health
Status

healthy
healthy
healthy

healthy
healthy
healthy
healthy

A= M HEE2{9| M ZEO0] 0L [0{0F BfLICt.

network fcp adapter show -node nodel

CHS ofloll EAIE CHZ = E9| FC ZETJ EA|EL|C}

cluster::> fcp adapter show -node <nodel>

Connection

Host

Adapter Established Port Address

nodel

Oa ptp
Oc ptp
ba loop
6b loop

4 entries were displayed.
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11400

11700

Ignore
Health
Status

false
false
false
false
false
false
false
false

false



1 -_rl“OPII 2 3R Lhs FF= Y=ot =& 10 AED0[A OF = VLANO| 78 E0f A=K

network port ifgrp show
network port vlan show

MMo| MEE AL " C 12| TEE L= 302 jZltL|C},

atof | Je2{H, .,

[ ]
MA0M NVRAM A|AE ID HS S 7| EJ]ELICH ' IH0|=S  ChZ MHEQZ O|FYLICL "=E12
floll == ZHIRfLICH. | 7| 2fLfCt.
MMl NVRAM A28 ID HS S 7| S5HA] QS LIC & 1A 120 J- O E AlS
"HI0[=EE Pl =EE FHIFLICH ZIetL|CH "= =12 | 7| 2L T

. FZHEER FILIolM O3 HE S A=)
system node show -instance -node nodel

CHS Ol H|2F 20| A|ARIO| node10i| CHet HES HAISLICH.

cluster::> system node show -instance -node <nodel>
Node: nodel
Owner:
Location: GD1
Model: FAS6240
Serial Number: 700000484678
Asset Tag: -
Uptime: 20 days 00:07
NVRAM System ID: 1873757983
System ID: 1873757983
Vendor: NetApp
Health: true
Eligibility: true

12 M&0f| A8 NVRAM A|AH ID =& 7|SEILICH "= =32 EX|5h fERL|Th,

L2412 oL o

LC 12 H|7|6t2H = 29 HA WS H|ZtASIstD L E 12 SHIE2H S2st O & =
MA[Of| A X7l OF FLICE.

41



£
1. Z2{AEQ| E 4 #ol.

cluster show

Ct= ool A2t Z0] A|ARI0] 22 AE{S| LES HAIRLICE

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

2 entries were displayed.

2. dligEl= 22 2E2[X| HYHE sHeLICH

S AE}... 2o, ..

21 Z2|AE a. £ L 3 ofLiol ChS BYS wictol 22AH 171842
A12sHx| =S RELI

cluster ha modify -configured false
a. AE2|X| HYH SliH|:

storage failover modify -node nodel -enabled false

274 Ol &9 LETI = A AEE|X| I Y2t A
storage failover modify -node nodel -enabled false

@ AE2|X| HYLHE SHHSHA| foH HEZ2] f2|0|= ToH7 LSH0] H|O|E] KA AT}
SEE[O CIO|E 7t 24 E & ASLICE

3. AEZ|X| HYLH 7} H| M3t = A=X] &2l
storage failover show

CtS ofld= o] 252 B ELICt storage failover show =0 CHof AEZ|X| HYLH It SHA|El E L2
-
O O
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cluster::> storage failover show

Takeover
Node Partner Possible State Description
nodel node?2 false Connected to node2, Takeover

is not possible: Storage
failover is

disabled
node?2 nodel false Node owns partner's aggregates
as part
of the nondisruptive controller
upgrade
procedure. Takeover is not
possible:

Storage failover is disabled
2 entries were displayed.

- ClIOJE] LIF &EHE felgtLCt.

=

network interface show -role data -curr-node nodeZ -home-node nodel

LIF7t CIRE|R =X &lst2{™ * Status Admin/Oper * @2 ZQISHUA| L. LIF7} CH2El AR LSS R XHMIR.

"S5 28" 2E.

.}

= &Y & otLtE sAELICH
S AR = i B
2 S AH 2 O|SELIC 6.
271 O| 42| LLETL = EHAH Z O|SELICt 8EHA.

T L& Z ML g Mot =F0| AMATLICE
set -privilege advanced
- [7EHAl]] 22 AE HAZG HIZHESHE[ =X 2l
cluster ha show

CtZat 22 HAIXIZF EAIELIC

High Availability Configured: false

S AE HAZG HI 2GSt X| IO H Hr=EfL|Ct 25
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8.

== 10]| $4xH epsilon O] A=X| =tol:

cluster show

o-L¥l-d

A2 "EZ=" XtMISt 82 _AIAR 2| Fx of e 23S FZSHMAIL.

4= SHAEI U= B2 epsilon2 S2AEQ| LHE HA¥Q| LE0f /JAS 5= ASLILE

(D 2] HA ¥0| A= S2AHM HA &S F2)|0|=5t= @ HEES ¥12{0|=7¢ Jt._|

ot= HA Mo L EZ epsilonS 0| Sdliof BfLICE OIE &
nodeC/nodedE AFE50 22{AE2| NodeA/NodeBE
L= nodedZ O|Sal{0f BHL|C.

0] HA 4 1 NodeA/NodeB 5!
>
[=]

CtS Oflofl M= node1| epsilon O] A SS EOf FL|C}.

cluster::*> cluster show

Node Health Eligibility Epsilon
nodel true true true
node?2 true true false

9. ..E 10f| epsilon7t Y2 ™ epsilonS EA|BLICt false LE 22 MAS £ U2 LEO0|M CH2S
cluster modify -node nodel -epsilon false
10. epsilon2 HEAISI0] epsilonS & 22 METLICH true & 29| BL:
cluster modify -node node2 -epsilon true
1. L& 20 CHEH HE AFt0| St =X| =tolgtL|Ct
cluster show
cluster::*> cluster show
Node Health Eligibility Epsilon
poder true  true  false
node2 true true true
O|H| node29| epsilon2 0|1 node12| epsilon2 7{%I0|0{0F BFL|C},
12, AQIX|7} gl 2 = S2{AE{QIX| SHOISHLICH

44

network options switchless-cluster show

= S0] 27} w401 S A0 ELO] THSA0] 27| TZ0] &= B0 epsilon0|2ts %7} 4 £ X Feo|
aLict g Axehs

A= X

H
J2|0| =5tz B2 epsilong == C

AL,



cluster::*> network options switchless-cluster show

Enable Switchless Cluster: false/true

O] BHO| gt2 Al2Be| S2[H HEft LX[SOF gfL|Ct.
13. #2|Xt +FESE SO0t

set -privilege admin
14. node1 ZEZEO0|A node1E SEHEILICH

system node halt -node nodel

@ EE10] 229t Z2 MA0| A= B T A(XIE AE0HALE FE #H[O0|=S &0 AHA[S]
HES 1X| Ot e. 2A ot H|0IH E MS3t= node27t CH2ELICE

15. AAHS FXIEX| 2= HAIXI7H EAES S gty
2El 87 TEDEO|N L2t SXELIC
16. o= 10 K8 317 TEIEJL EAIEIT Al EE 2ol A 22|ghct,

YAHOIEI 2R E £ LE 1S A8 SHE = ASLICH S BESHIAR "7|E A A-S T 7| LT,

LE32 AX5tn Rt

2Hol| LE 38 MX|SlD, L E 19 HEAS L E 302 MASID, LE 38 HEISIT, ONTAPE
A X|sHoF gtL|Ct. Eﬂofic 19] *111|01 EIAE EE B0 &8t A3 9 OIIJOH LE 22
UK | X| 42 2= H|FE of22|AH0|EE "L Z6Hof gfL|Ct.

Of ZfHofl CHaf

node0i| AX|E 243 S 1| ONTAP 97} 8= Z node3s LIEHI LEIsfof $LICH =38 MX(3H 35 ¢
AMe{ol| XZHEl ONTAP 9 0|0|X|ojl A REI$LICH 181 CkS 2El 0|c|o] FX|o| SHIE TIUE CHR 2 E3I0] LSO
NABIS HES & JALICE S "netbootS ZB|BHLICIEESHIAIR.

StX|2F node 10l 2X|El ONTAP 92t S235t7{Lt 1 0| HTO| A= 2 node3S UIER D REY 2= USLICE

* AFF A800 EE= AFF C800 ZAEEHE ¥ 12||0|E5t= 32, =E12 NAHSH| Hofl MA|2] 2=
czto|=e7t o|=E22|2lof THES| D™ |0 QJI=X| <klsofF BILICH XtM|St LHE2 TS 2
@ A XSEM|R. "AFF A800 SE= AFF C800 ZIEE8 R &S wA|gL|C}",

* MZCIATZ U= AAH-HIE AO8|0|ESH= 2R 0] MM MH|E etz CHS CHS 2 2 0| S 3ok
2iLICt "= 30X FC ZEE A MefL|Ct J2|1 "= E 39| UTA/UTA2 ZEE &Qlst
TASILCH SE{AEH TETENAM HHES UATILICE
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e

1. LE 39 2 Z7t0| A=X| eelgfuct.
=E 13} E 27} HEO| MAIO] Qs B E 13 SUSH 2 YUK|0| LS 3S XS 4+ ABLICH T2t E
10| =E 27} Q= SUSH A0 Y= AL = 32 = 19| Q|X|0f| FHIHS KbA| 2 Z7Hof| 'Lojof SHL|Ct,

2. L. Do dX| 3 MX| XA of w2} 2Hoj| .= 32 MX|RL(Ch

£ LETF SABH AN YU AIAHOR §TF0|Sots FL, E49t 232 MAJO)
() 4ABHAR. & =2 SUs MAo] MAISH] QOB L= 32 s of £ AfAl T4l
AN SEOID, LT 48 RES 1) T 2F 4 10| TABE|T| SLICH

3. LC32#H0|E2 HZESID LE 10N LE 302 HALS o|=TtL|CY,

° node3 SE0] et MX| & AH X[
o ClAZT I 2t Xk}
° HA Pair 22|  AMEHA

ChE AZF0| A ol=2 HZLICH

° Z2{AE Y LC B2 BE
- AE2|X
° SAN 74:iSCSI 0|4l 3! FC AQ|X| ZE
o] ZUE DU TR 45 A JIE DHUO| YOO M A1 FIE i
(D)  EoAH UeAid slole AEe o 104 s o= olsd Wast faLIct

MetroCluster 42| AL FC-VI #|0|2 HZS & 10X == 322 0| SdH{of EfLICt A
SAEQN FC-VI 7IE7} Q= AR FC-VI 7IEE 0|58loF & 4 Q&L

|H

4. LC 39 Mg ALZ 24 EOI20M Ctrl-CE =2 2E
H M| ATHL|CE,

2N

i
il

St RE 2td ZEXE0

SYUBHMAO] £ T Y AIAOR 9O0|S3te FQ L E 45 MEEELICH JBLE L2 4 HElS
LESTIR| 2AI & QLI

(D) =cszegzooien 22 2D HAIKIH e £ YL,
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5.

8.

WARNING: The battery is unfit to retain data during a power outage. This
is likely because the battery is discharged but could be due to other

temporary conditions.

When the battery is ready,

will be engaged.
To override this delay,

Off 22 HIAXIZ; EAIE[H 4EHAO M CHS =

E=HE LIt

a. NVRAM HiE{2| BZ 0]Q|e| CIE
LSSt

the boot process will complete and services

press 'c' followed by 'Enter'

AYs gL

=& HAIXIE &elsty Heet H2 3 =X

rr
muin

b. BHE{Z|7} X E| 0 BEl T2 N AV} b2 E! w77tX| 7|CHRIL|CE,

(D N NZt2 SASH DR, BiEl2] ST SIS0 2o HIO|E7 AME 4 YBLIC,

QX 2E| ZE TETEN M CHS HHE

halt
28 otd TETE0|A AARIO| ZX|E/LICE
Cts =Y & StLE s3gLct

72)|0|EE A|AEIO]...0 Q=

2
OIF MfAl TAI(CHE MA] L HE 23]
Z3h

B MA| FE (St MAI U
ZEER E9)

ONTAP 0f| L2t node3 +14:

set-defaults

EEIE

J2{H...
2 JICH8THA |

IS 24 E0|90o|M Ctr-CE =2 £E
=] IT
T =

o , RE otF TETEof HNARILICE
T HEEZ 7 YTt MAl0| /= 2 MR0] of0] HA RU0{0f
'6'I-|_||:|-
=

HE otd TETE0 node4E IHE FH 9
@ node4Z SOIZLICH "= 45 HX|otn FEIFL|CH

- Ol 2 OAIX|ZF HEAE = B2 4519 XS WELICH 5EH
- 2& A0S =E 40| M = 322 ChA| Mttt
- 2 7ICE8EA .
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9. NetApp Storage Encryption(NSE) E2t0|E7t MK Y= AR OIS THHE Yt R.

@ HAo| AR 20N OtE| +=HBHK| b2 R 7|= X2 2ME HESHUA|L "E2(0|E7t FIPS
ASEA=X| 2elst= %H:Q" AHE B2 | 2tz =2to|Eo] A S SHlgtL|Ct

a. 83 bootarg.storageencryption.support & MEHSILICt true EE= false:
Lt E20|EE A2 32 E2... I3H..
NSE E2I0|E7} FIPS 140-2 2| 2 setenv bootarg.storageencryption.support true

KAl et=st @AMt S 3-7—.53.:. L|CF

NetApp H| FIPS SED setenv bootarg.storageencryption.support false
@ SYet & = HA Y0 CHE |82 E2t0|E2t FIPS E2I0|EE =gie o+~ g&LICHL
St & E= HA 0| SEDE H|¢=3%t E2to|Het =atet o~ JUELICE

b. E4& BEI M2 0|Sst] M2 MEISIL|CE (10) Set Onboard Key Manager recovery
secrets.
O|F Hxtoll M 7| 2ot 2% 9l Y HEE 2Bt & HAESHIAIR "Onboard Key ManagerE AH23t04
olE 7|2 HaleiL|ch

10.  LC 30) X/ ONTAP HZFO| == 10]] MX|=l ONTAP 9 HFE 1} ZE7{L} 0|22l AR CIATE M E 30
LSt RS ehstL|Ct,

boot ontap

O] M ==5 CHE S2{AH L= HA YO AFES HO| UCHH

@ A& Eldsto| Fofl 2= ¢ O'*' M2 2F SEO|L H|0JE
AEE2|7} ool AtE %4—?—, £75| 7-Mode0i|A] ONTAPE &
Mo 2QBHAIL.

LIC} wipeconfig
= ASLCH 2|
o ER 7|z X

= o

A OF
=13
S 7E

=
=
AAIQ AH
—_
%{

E
S

mH'” rll9.f |I9'_|-

P 0|= S A|AHS F2... S s

— O

node32| SHIE &= ®XH ONTAP 2 JICH3EHA .
HZFO0| _NOT_Ofl UAX| et&LCt

== 39| ONTAP H{Z0| Ht21 2 J}CH8THA .
SR HE QLT

13. }

gl

Y & otLtE WEfole] HESRA 28 AZS FEFLIt

t.

@ 2| TEQ} IPE netboot HZZ AF2H{OF tL|CH H|O|E] LIF IPS AFRSIK| OFAA|L.

Y 0|EE A= SOt HIO|H STO| Bl = ASLICH
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DHCP(Dynamic Host J2{H, ..
Configuration Protocol)7| Ct21}

22 3e

A SLICH S 2t IEIE0| CHE B3PS Yt HZS Sz FEYLIL
ifconfig eOM -auto

A F0| ot LTt R 2E IEIEQ OHE TS Yo HES 322 LI

ifconfig eOM -addr=filer addr -mask=netmask -
gw=gateway -dns=dns addr -domain=dns domain

filer addr 2EE|X| A|AHIQ |P FAQILICHES).

netmask AE2|X| A|AEIO| HEQT OfAIQIL|CHES),
gateway = 2E2|X| *|*E”°| A O|EQfO|UL|CHE ).

dns addr HESRZ0| = 0|5 MH| IP FAULICHMEL ALY,
dns domain DNS(Domaln Name Service) =H|Q! 0| S LILC}. Of
MEHE 7 H4E AFRSH= Z 2 netboot AH URLOY & 3tEl =9l
O|E0| 25t °M|—|Ef M| SAE 0|0 JOH ELILCE

(=]

QUE{m|O[ A0 CHE OH7H HTF HQEh 5= JEFLICE E

(D QUEBILICl help ifconfig HY O TETENM HE
HEE golgtL|Ct,

14. node30l|A netbootE $=&HetL|LCt.

CHet... J2{HE...

FAS/AFF8000 A[2|= A A netboot
http://<web server ip>/<path to webaccessible dire
ctory>/netboot/kernel

7|Et BE A|AH netboot

http://<web server ip>/<path to webaccessible dire
ctory>/<ontap version> image.tgz

£ 2=/8LICt <path to the web-accessible directory> £ CH2EESH f/X| 2 O|SELICH
<ontap version> image.tgz QK| "1EHA|" netboot_Ofl CHot Z=H| M0 A

15. 2l B0

o Ml &

RES SHOHX| OHYAIL.
|M HA (7) M 2ZEL 0| 2X| SHS HEHSHAIR.

M2 M ONTAP O|0|X| & CH2ZE5I0] R& FX[of EX[eLCt.

CHE HIAX= FABHYAIL.

This procedure is not supported for Non-Disruptive Upgrade on an HA pair

I A

2 ONTAPS| 23t g0 =0l = HEE 1 ZEES Y0|=0= HEEX| &LCt
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16.

17.

18.

19.

20.

50

StAF netbootE AF23SHH A

CE Ydt= O|0|X| = YH|O|ERILICE. CHE WS A3 M

LEE 9
@ ZIEEe{0f O|0|X|E HXIE 22 BRE 0|D|x|7r “XIF—E' 4 QI&LICEH o] 2X|&= ZE ONTAP

e|Ao H2ELICH M0t netboot Xl (7) Install

Z2gfEl
O|C|0|E X| 21 & O|0|X| THE|M 2F0f| S &S ONTAP HZ ONTAPS B X|EL|Ct.

new software ¥+

I:|E|

XS ASstets HAXIZE EAEE LSS YHSHAMR. v, TFIXIE LHst2ts HAIX[ZF LIEHLHH TS

URLS YA,

http://<web_server ip>/<path to web-
accessible directory>/<ontap version image>.tgz

a £ UYLt n 2 ZEZE EAE o Y 575 HUTH 22 sA-LCH

Do you want to restore the backup configuration now? {y|n}

o
i
18

Yot HEYRLICE y tHEah 22 HAIXIZH EAIE o:

The node must be rebooted to start using the newly installed

software. Do you want to reboot now? {yln}

X7t CHAl Z2E|D FG HIO|H E S|8H0F 5t7| WiE0 AESE Z=0| MR X2 &

(=]
=
SXIELCt

*(5) ®Xl #2| 2= RES Y5 MEBIHAIR. 5, J2|0 SR v &

HEA|ELCE

=g A5

e w0l M

=& HAIXIZ

HL8E7| Fol| 2 0|SHMAIR "= E 30| FC 5= UTA/UTA2 A S MAESHLICH LEQ| FC &= UTA/UTA2

HZEES TR0 waf HFRL|C}

of Mol M AES T2 WA LCE MRS [ SAE4 B2 Mk

J0

node32| A|AH! IDE ROM|Q:
disk show -a

CHZ o2t 20| = =9 A|A- IDS} 8T C[A30] et HEIF EAIELIC

L|c},



21.

*> disk show -a

Local System ID: 536881109
DISK OWNER
HOME

0b.02.23 nst-fas2520-2(536880939)
2(536880939)

0b.02.13 nst-£fas2520-2(536880939)
2(536880939)

0b.01.13 nst-fas2520-2(536880939)
2(536880939)
0a.00.0
(536881109)

(536881109)

®

MAIXI7F EAIE 2 UGLICE disk show:
2 O] HIA|X[= 2F HIAIX|Z} OfLIE 2 HAIE HEE =+ ASLICH

SERIAL
NUMBER

HOME DR

Pool0 KPG2RK6F nst-fas2520-

Pool0 KPG3DE4F nst-fas2520-

Pool0 PPG4KLAA nst-fas2520-

Pool0 YFKSX6JG

No disks match option -a. HEHZ st

2 ZE HIRE HAS LAl

LS T

node19| Of|H| C|A3, R E0| £5t= ZE C|A3 5! 0|0 node2E R{HHX| = X|
SESLCH" = E 10| £ 22 H|ZE 0f32|AH|0|EE THH{X|BLICH" .
Of Mot AAMZ QUHBILICE disk reassign AIAEHIN S5 ClAIT J=X] HEY| OHE HEH:
AAHIOM 7 ClAZ, 5H0|EE|E O|OZ|H|I0|E = & Ct Y= B SHIE E AHESH{of gL|Ct
disk reassign Lt HOAM BEES L eL|Ct

oco=

disk reassign -s nodel sysid -d node3 sysid -p
nodeZ sysid

29 C|AT ALE o & disk reassign -s nodel sysid -d node3 sysid
9| AR nodel sysiddk OHH Kot EHE MEYLICH"=E1 FEE 7|SELICH. & 58] of thgt 22
HELICt node3 sysid, & AF8ELICt sysconfig BE.

() = =238UC - 8M2 2R 01237} s 20T SRS BENN BRI,
E 2=8LICt disk reassign BHE AASHH 7t Z2HEl CIATTHCHA| S HEILICH nodel sysid $X4
AQXIRIL|CEH,
Ct21b 22 HIAIX| 7} EAIELICE
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22.

23.

24,

Partner node must not be in Takeover mode during disk reassignment from
maintenance mode.

Serious problems could result!!

Do not proceed with reassignment if the partner is in takeover mode.
Abort reassignment (y/n)?

Enter 7|2 +&LICl n.

CHSot 22 HIAIX|ZF A ELICE

After the node becomes operational, you must perform a takeover and
giveback of the HA partner node to ensure disk reassignment is
successful.

Do you want to continue (y/n)?

Enter 7|2 £ELICt y

CtSot 22 HIAIXIZF A ELICE

Disk ownership will be updated on all disks previously belonging to
Filer with sysid <sysid>.
Do you want to continue (y/n)?

Enter 7|2 £&LICt y.

25. [[man_install3_step32] 2|5 C|AZA7} A= A|AROIM LS U 2| CIAIE X|RI5H= A[A-(0]]: AFF A800

52

AAENCZ HO20|ESH= E 2 node1 OHIZ|AHIO|EE FEZE MASI0 node30| node12| FE
OHa2|AHO|E0f|A REE|=X] &olstHA2.

ot
-
a
[
opt
A
el
|0
rg
Ho
02
i=)
-

@ * 33 BAE Gttt MU E O ote| BHAIE At
Hlo|f 24lo] w

0% O
ot
4>
0
o>
r
il

Chs XM E 22 30] L= 19| RE 0 I2[A|0|E0f|M REIE =5 LT

a. .= 1 0f22|A|0|E0fl ChBt RAID, plex X! H3M HEE gholst|ct.
aggr status -r

b. node1 04 12| HI0| EQ| AfEHES EHoItHLICH,
aggr status

C. 2%t 2 nodet OiI2[H0|EE 22t2! MEi= HEtStL|Ct

aggr_online root aggr from nodel



d. L= 30| 2 RE ojJ2|AH0|ERLRE RESHK| L& FL|C}
aggr offline root aggr on node3

e. =12 RE OO2[A0|EE = 32| M| RE Ol J2|AH0|EE MAFLICE
aggr options aggr from nodel root

f = 39 2E 0fj12|H0|E7} @Eatel AEj0|T = 10|M 7IYL ClAT Q| 2E ofa2|H0|EV} 220!
AEfO| RE:

aggr status
O] 59| HHAIE +&5HX| Q™ L& 30| LS FE Of22[AH|0|EO0f| A REE|AHLL
@ AR M 2 A FG0] ALFD 7HF5HALE 2HAE &S =elot2t= HAX| 7}

HEAE 5= ASLIC

ChE2 B &39f oYLt

Aggr State Status Options
aggr0 nst fas8080 15 online raid dp, aggr root, nosnap=on
fast zeroed
64-bit
aggr0 offline raid dp, aggr diskroot

fast zeroed
64-bit
26. ZEE2et MAIPt 2 AHER}E=X| ZQABILICH ha:
ha-config show

CtS WIM[0| M= ha-config show HHE2| £32 H0{ FLILCt,

*> ha-config show
Chassis HA configuration: ha
Controller HA configuration: ha

AAHS HA M = S2) Aas 40| B712(0] PROMZZ 1Y 7Hs St ROM)Z 7|2 ELIc S Ay
AAH S HA % Lo ZE 4 QA0 M Ateh7t SUshoF S|t

ha-config modify controller ha

ha-config modify chassis ha
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27.

28.
29.

30.

31.

32.

33.

35.

54

MetroCluster 40| J= E 2 Ct

glo

THS M8 HEED] 3 MAIE +=F Lt

ha-config modify controller mcc

ha-config modify chassis mcc
L E 39| HULAE H|AHEL|CH.

mailbox destroy local

Z&0]| CtZ HIAIX[ZF EAELIC
Destroying mailboxes forces a node to create new empty mailboxes, which
clears any takeover state, removes all knowledge of out-of-date plexes
of mirrored volumes, and will prevent management services from going

online in 2-node cluster HA configurations. Are you sure you want to
destroy the local mailboxes?

Enter 7|12 = 8LICHy 22 ALMES HZHE HQUX| Selshs HAIXK|7E EAIELIC
SAESs BE BE:

halt

2E otd TETEM A|ARIO| ZX[ELICE
EE200 M AJAR W, AIZE S AIZITHE =eletLCt.

date
E 30N R 2E ZETE|M EWE SelelLt.

show date
ot 3R LE 39 IME AFHLICE
set date mm/dd/yyyy
L E 30N BE 2t TETE|A AZHS SelRtL|Ct.
show time
TRt 3R L& 39| AlZtS 2EHLIC
set time hh:mm:ss

TEH AA" D7t CSOM et tH2 SHIZA| 2 EEJ=R] 2lotH A 2. 215 -p 22| X|0f| A:

printenv partner-sysid



36. Jélg'c‘;l'_} il: 3o| 11|.E|__-| AlAE-II IDS '|'c'>'|'|__||:|-

setenv partner-sysid nodeZ sysid

37. HE 37 nEnEd 28 ool HMASLICH
boot ontap menu

38 HEl KO * (6) MY PAOIM ZaiAl YHI0|E * £ Y4st0] MEHSILICH 6 HIAIXI7H EAIELICH
Che ot 22 BAIX|7H EAIELICH

This will replace all flash-based configuration with the last backup to

disks. Are you sure you want to continue?:

39.  Enter 7|& FELICt y HIAIX|7} EAIELICE
SEO| YMMOZ TIME[H A[AROA A|AR D ELXIE ISt HAIX|IE EAIRLICH
(D) nAHol £ ¥ e = 2Ux| Z07t HAIE 4 Attt
40. C3 0llet 20| SLX|E SlgfL|Ct
WARNING: System id mismatch. This usually occurs when replacing CF or
NVRAM cards'!
Override system id (yln) ? [n] vy
T EJHEE 18] HE HA = S Yz REE = JSLICL

41. LE 30| 23QlstL|C},

L E 30| FC == UTA/UTA2 1A S ML C}

L E 30| 2EE FC ZE, 2HE UTA/UTA2(Unified Target Adapter) LE = UTA/UTA2
FIETL U= ER, LIHX| HXLE 2t=sty| Mof| M- 2 FAMslofF &hL|Ct.

o] Zroi| cHsH
et2Bof B 4= YLICH=E 304 FC ZES TABILICH EEC 39| UTAUTA2 ZEE #9018t 1A3LIC,
Tl E MM BE

@ NetApp OHAIE XI20[AM = "UTA2"2H= 8015 AHE5H0] CNAO{HE 3! IES HXY £ JUELICEL
J2{L} CLIOIAM = "CNA"2t=E 801 AF2ELIC
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node30ll =LE FC ZE, 2EE UTA/UTA2 X E = UTA/UTA2 7HE(0f: ONTAP 9.15.12Ef =&l AFF 2 FAS
AAENIE G AER|X| CIATTL Qe A|AEIS HO0|E8ts AR CI2OZ HHE £ JUSLICH'=E 19 ZEE
L C 302 ojmst|Ct |

LE 30X FC ZEZE FAghL|Ct

=30 FC ZEJt 'E BR(2EE L= FIHFC HRE| AZ), AI2HO| HiSE i ZEJ}O|2] G0 UK

oo 2 MH|AE A[ESH| 101|£-:':01|)\1£E M Ad-ol{of HLICH ZEE FHSHX| o™ MH|ATL BTHE £
olAL|C}
Py —1] .

AlZfoto] FEof
of M&Eet == 12l FC ZE 27 (0] A0o{of LT " 20| =2 = =2 FH|RILC"

A2AE0| FC 40| gl= 82 0| MES HHE = JASLICH A2 2EE UTA/UTA2 ZE = UTA/UTA2
FIE7L e ER, oM ZES Tt == 39 UTA/UTA2 ZEE 2t0lsta et
() =@2e mEmeoy of Mue Hue s,

T
1. ANAHRIS 2= FC % ZIHXIE WESRIZ o HE{o] CHEt HEES FAISLC

system node hardware unified-connect show

2. node32| FC A& S node10|A] O™ 0| ZHX{st MH 1} H| wBtL|C}.

3. [CIZ &Y B SIS +HsHMR.

M =E=9| 7|2 FC HHO0|... J2H,..
LC 10| NS 2ot SYSLICE 2 JFCROTHA |
L= 10| KTt Zdf CHELICH 2 JICHTHA |

4. Ot HY 3 StLE Ysto] 2 R0)| [t node32l FC ZES $+HELICHL

system node hardware unified-connect modify -type \| -t target -adapter
port name

° O|L|A|OflO|E| ZEE mZ2 Iz Us}E{H:

system node hardware unified-connect modify -type \| -t initiator -adapter
port name

-t FC4 F¢&: EtZU EE= O[L|A[Of| O[E{ L | L.

system node hardware unified-connect show

56


map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html
map_ports_node1_node3.html

halt
7. HES QS S HE A OIE |M A AEIO] ZX[E mi7kX] 7|CHE| M A2
8. HFE 34 TETEAM LE3S EESIL|Ct

o L E 30| UTA/UTA2 7IE EE= UTA/UTA2 2REHE TEJL Q= AL 2 0|SEHAMAIR == 32| UTA/UTA2
ZEE stolst gt Ct

° LLE 30)| UTA/UTA2 7IE = UTA/UTA2 2EE ZEJI Qe 2 AUEMA|R = E 39| UTA/UTA2
TEE 2015t 1ASLICH 2 0|SSL|CH "= = 19 ZEE L& 302 o™ stL|Ct",

L E 39 UTA/UTA2 ZEE =olstm 1 AstL|Ct

LE 30| 2EE UTA/UTA2 ZE = UTA/UTA2 FIEE AISHE 22, Y 03|0|E A|AEIS AFRTH dhAlof w2}
TE FHES golstn Heof et ZEE CHA| A-dsHof gfLCt.

A|Zfst7] Hof|
UTA/UTA2 ZEOf 52 SFP+ ZE0| U0{0f BfL|C}.

0| Ztedof| chaH
FCOll UTA/UTA2(Unified Target Adapter) ZEE AtE5t2{H HXA| ZE 4 BiH S =10lsiof ghL|Ct.

@ NetApp Ot Xt=0| M= UTA2 801 ALE5I0{ CNAOHE] 8! ZES HZEY £ JASLICE J2{Lf
CLIOM= CNAZtE 8 E AFSELIC

E MET £ JUELICt ucadmin show X ZTE FMHS 20I6H= HE:

*> ucadmin show

Current Current Pending Pending Admin
Adapter Mode Type Mode Type Status
Oe fc target = initiator offline
0f fc target = initiator offline
O0g fc target = initiator offline
Oh fc target = initiator offline
la fc target = = online
1b fc target = = online

6 entries were displayed.

UTA/UTA2 ZEE U[O|E|IE FC R2E E UTA/UTA2 DEZ T £ QELICE FC 2=& FC O|L|A|0f|O|E{ B! FC
EtZIE X|2I5HH, UTA/UTA2 2E= ST 10GbE SFP+ QIE{HO|A S ZR35t= NIC U FCoE EZTE SA|0
X|gL|Ct,
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EZ2{0|M &2 4 QoM Ctent 2
TE 3IMS 9__||-0|'5|'_T'_ o w2t tHASHOF ghL|Ct.

ro

St

o

ZEX| 0 QX[ TH = E 39 UTA/UTA2

FE2¢ 0f FE3H UTA/UTA2 7tE= AHE X - SH= PersonalityS 286H7| 26 tiE Mo

o
* AEECe B2 FE0 UTA/UTA2 == 71= FC CHe HARE|E| 2 HISELIL.
-

UTA/UTA2 ZE = tiS Hoj| AFEXI7F QHSH= PersonalityS AHEst= S LA E[A}SLICEH

() o7 22 252 Sofvlets RAIZHBls 3, S2AE TBTEOA o MM BHS YL,

1. CH2 HEE node30l| LI 2 ZE 7MES HQISHAR.
system node hardware unified-connect show

CHZ ofl2t fAFSH =240 EAIELIC

clusterl::> system node hardware unified-connect show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
f-a Oe fc initiator - = online
f-a 0f fc initiator - = online
f-a Og cna target = = online
f-a Oh cna target = = online
f-b Oe fc initiator - = online
f-b 0f fc initiator - = online
f-b Og cna target = = online
f-b Oh cna target = = online

12 entries were displayed.

2. ®X SFP+ 2 E0| Yst= 2ot YK|SHX| QO™ SHIE SFP+ ZEZ WH|SHUAIL.
SHIE SFP+ 2E2 Y O2{M NetApp HEXAHA 22|8HAAIL.

3. 9 £3E AAELICE system node hardware unified-connect show EEE ucadmin show

UTA/UTA2 ZE7} o= S48 7HX 2 JEX R E eelsh= LI

4. [[ATHAI CHS e B SHLEE - RLIct
UTA/UTA2 ZE i i
Hot= IS BHGHK| OHYAIL 2 O|SELICt 55
Hot= Mg E #0 HofstMR SEHARE] 13THAMX| ZHF 1 CHS 22 0| SSHMIR.145HA| .

5. AAHI| AEE|X| CIAT T} QT 2 AEY Data ONTAP 8.32 A3t =01 AL node3S REISIT SX|

o

2|
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ZEZ So{ZL(Ch
boot ontap maint

6. MRS 3

=

QlgfLC.
ucadmin show

PN
A

7. e

2
Of¥

StLtE

T8 8¢ 32...
UTA/UTA2 7tE ZE
2HE UTAUTA2 ZE

8. ORE{7} O|L|AJOO|E] 2E0|1

J2{H...
= JIER8 A .
8CHAIE AUS D CHS

storage disable adapter adapter name

FA 2| REME e 229 REI XIS 2 T2l

9. x| TMo| st

ot LX|5HA| g4

UTA/UTA2 ZETJ} 22f0l9l AL

H IO w2t TYS H

O O|S3HMIR.9EA| .

UTA/UTA2 ZEE 2I2{el10 Z HMetetL|Ct,

HENZt LT,

BoHHIR.

ucadmin modify -m fc|cna -t initiator|target adapter name

o m8ARE fc EEE cna.

° -t FC4H,

®

target

S2t0[AHE9)

10. A|AEHIZS =X|SHL|ICH
halt
HE| st mEnE

1. 02 ¥3s 9

12, MEg oI

E|0|= =2t0| 22t MetroCluster 7&0il=

= initiator.

system node hardware unified-connect show

=
=52

HAELIC} cna:

CHS ol
=l=p)

O”HiE| "1b"2| FC4 &

FC O|L|A|OIOIE{ £ AF-E3H{OF L. SAN
Z2 FC tigS AtE8dtiof Lt

Yo| 2 HPEICl= AS EHELICH initiator HHE "2a"2} "2b"2]
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clusterl::> system node hardware unified-connect show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
f-a la fc initiator - = online
f-a 1b fc target = initiator online
f-a 2a fc target cna = online
f-a 2b fc target cna = online

4 entries were displayed.

13. Cf2 BES 2 ZEof| Choh oF HA st B = iy ZEE Rafeloz HMetgtL|ct.

network fcp adapter modify —-node node name -adapter adapter name -state up
14. ZE0O| #0|2S HESLIL.
LE19 ZEE L C 392 ojmEtL|ct

e 19 E2|X ZEJL L E 39 S2|X EEO| SHIEA| 0fHE=X| elsiof 2L|Ct oA
ol

SIH = 30| 22AHO CHE =& A HO0|E = HEQIF S4Y &= ASLICE

A|Zfst7] Hof|
Hardware Universe 2| M ==0| = ZEO0f| cist M7t o|0] Uo{of BfL|Ct (2 o|E$”-| Ct &t %" Hardware
Universe)oll HZEILICH o] HEE O| MMo| SIRE SOl AFSEILICH = 29| ZEES L E 42 OfE LT},

node32| AT EL0 742 node32| ==|H HZE 1t LX[HOF 5t F2|0| =& A&5t7| Hof| HIERIZ AES
=&fjof Lt

o ZHdof| cha
TE MdH™e L. Do w2t CHE 4 Y&LICE
CHA|
1. [MEA AH0| AKXt le 2. E S AEQIX| &Qlstz{H C1S THAIE £3HUAIL.

a. Mgt 4%

o

gz dFgL
set -privilege advanced

b. AQIX|7t gl= 20 E S AEQIX| EQIFL|CY,
network options switchless-cluster show

o

i
mujn

™ OEa 25Ut
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cluster::*> network options switchless-cluster show
Enable Switchless Cluster: false/true

| Bl U2 AMA- S2|X dEfjet LX[6HOF ghLTt.

set -privilege admin
CtZat 20| HE LI
. B2{AH EZCIHAE THQlof ZEHE TE 4£H:

network port modify -node node name -port port name -mtu 9000 -ipspace
Cluster

O] Of|H|0iI M= "node1"0ll EHAE ZE e1bE F7HELILCE

network port modify -node nodel -port elb -ipspace Cluster -mtu 9000

. 22{AH LIFE Z LIFO|| CHal| $F A Aj XE 2 00| 8|0 MErL|Ct,

network interface migrate -vserver Vserver name -1if 1if name -source-node
nodel -destination-node nodel -destination-port port name

DE 22{AH LIF7} 00| J180| ME| 1 S AE| EA10| MM E|H 2 AE 7} R0 S0{7tof S|,
- SHAH LIFS 8 ZEE sFLIC

network interface modify -vserver Cluster -1if 1if name —-home-port port name
- 202 EREIHAE EHQI0|M O] ZES MAHRLICE

network port broadcast-domain remove-ports -ipspace Cluster -broadcast
-domain Cluster -ports nodel:port

L E 3 £ E 39| MEHE EAELIC
cluster show -node nodel -fields health
. 30| ESH= HA A0l A AlSH 01 ONTAP HAO| w2t Ot =Y = SIS 3t ehL|Ct,

ONTAP H{TO... J2H...
9.8~9.11.1 S AE LIF7I ZE 77000 =41 SQIX| 2tolgtL|Ct.

::> network connections listening show -vserver
Cluster
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3.

62

r

ONTAP H7ZO|... g
| A

9.12.1 0|4

o

M

AUF 2 = o|SELICt 3EH.

SAE ZEO|M A T8 ZE 77002 2= 22{AE Q| T2 ofjofl EAIE CHE o &&= At LIt

Cluster::> network connections listening show -vserver Cluster
Vserver Name Interface Name:Local Port Protocol/Service

Node: NodeA

Cluster NodeA clusl:7700 TCP/ctlopcp
Cluster NodeA clus2:7700 TCP/ctlopcp
Node: NodeB

Cluster NodeB clusl:7700 TCP/ctlopcp
Cluster NodeB clus2:7700 TCP/ctlopcp

4 entries were displayed.

9. ZE 77000] A 441 Ch7|8EX| o= 2t S2{AE LIFO]| Che LIFS| 2Ha] NEHS 2 MFBLICH down 18|11
LEA up:

::> net int modify -vserver Cluster -1if cluster-1if -status-admin down; net
int modify -vserver Cluster -1if cluster-1if -status-admin up

b. Zt TEOIAM B Hoj| it CHg BES MAsIe] 221X ZE 3L VLAN ZEQ| 6 7|58 S YL

WARNING: Repairing port "node name:port" might cause it to move into
a different broadcast domain, which can cause LIFs to be re-homed
away from the port. Are you sure you want to continue? {yl|n}:

C. ONTAPZ} S7E 2tad £+ JEE S Aot = o 12 Mk J|CHELICE reachability repair OFX|9}
ZEOf cigh EEYLICE

d. 23 AEQ BE HECIHHAE THQl LIY;

network port broadcast-domain show



e. TEIJIsMd 577 £+3UE|H ONTAP= ZEE SHIE HEEIHAE M0 HiX|SE2{ 0 A| =8|t a2 Lt
TEQ TE IS olRE olst £ 9l 7|&E HEEIPAE TH|Ql1F LX|SHK| o= AL ONTAPE 0|2{st

EEO| Ciet M| HEEIHAE EHQIS WHTLICE Eeo| wet M2 HHE E2EIHAE THIS A
UAGLICHL ZE FEH ZEJL AEH0|A OF0| FH3 ZEJH & £ AFLICHL EREHAE TH|QI ALK

broadcast-domain delete -broadcast-domain broadcast domain
f QIEmo|A OF 748 AESID R0 M2t YU ZES 37 = AHFLICL

OIEH|O|A I8 ZEN M

o

T

Im

=7t
ifgrp add-port -node node name -ifgrp ifgrp port -port port name
QIEHO|A OF ZEOM 283 ZE XHA:
ifgrp remove-port -node node name -ifgrp ifgrp port -port port name
g 0 w2} VLAN ZES A5t ChA| MM SL|TH VLAN ZE M
vlan delete -node node name -vlan-name vlan port
VLAN ZE MM:

vlan create -node node name -vlan-name vlan port

@ Y0|Edt= AARS| HIERY #4429 S&Eo| mat 2= ZEJ 2Rt {X[of SHZA|
HI = =1

X2 wi7tX] 5tel EHAl(a)E (g)2 BH=oloF & = ASLICH

4. [[4THAI A A& M E VLANO| glo™ 2 O|SELICH50HA|. L= VLANO| YO ™ I O] A ZXHSHK| Q4ALL
CIE EEEIHAE THQIOE O|SE ZEOAM AHE[AUE WHE VLANS SISHMAL.

a. WH|E VLANS EA|RLICE
cluster controller-replacement network displaced-vlans show
b. WHE VLANS otz iy ZEZ S7gLICH

displaced-vlans restore -node node name -port port name -destination-port
destination port

C. WH|E 2= VLANO| SHEIA=X] 2helgtL|ct.
cluster controller-replacement network displaced-vlans show

d. VLAN2 MHE 18 T HED HECIHAE THQ0| AESS 2 X[ ELICt S7E VLANO| At

OO T

H2CIHAE Tolof BiX| = RA=X] Sl gLt

network port reachability show

5. ONTAP 9.852E{ ONTAP= HIER3 ZE TE JtsMd 57 A 0| ZEJ EZEIHAE Ol ZH0|

O0|sdt= ZR LIFQ B ZEE XAIEO = £HTL|CL LIFS 8 ZEE L2 L EZ 0| SolHL SEEX| 2 ELR
NS LIF= CHA|El LIFE BA|EILICH = ZTEJF O O|A ZXHSHA| AL CHE =2 i X| =l A&l LIFS| =

ZEES SSLICL



a. Z EZEJILE L EZ O|SZLE O 0|4 EMSHX| §4= LIF EAl:
displaced-interface show

b. 2t LIFS| & ZEE 5S¢

2Lt
displaced-interface restore -vserver Vserver name -lif-name LIF name
C. RELIF 3 ZEJt S7E[E=X| =eletL|th

displaced-interface show

SE XEJ SHIEHA #MED SHE B2EIHAE EHQI0f| F:IHE|M It network port reachability
show BH2 HAE ZE ZEO| Ois HE 7ts HEIE "2fQ"e = B115t10 S2|H HZHO| gl= ZE| HoliM =
AMENE "ALE E7I'E 2 10s{of BfL|Ct O & ZEJL Ot CHE MENE B 6= ZETJH = 2 o 4B E CHE LY
MENE SELICE3EHA

6. LELIFJI SHIE HEEHAE Tofolol £33 ZEO|M 22Xz ZtE FUX| =QlSfL|Ct.

V]
]

2|4 CH2E[= LIF7F A=X] ZelgL|ct.

network interface show -vserver Vserver name -status-admin down
b. 2F STHE! LIF7t AEX| elstA 2.

network interface show -vserver Vserver name -status-oper down
C. LIE 8 ZEE JHXEE £HdH0f 5= 2= LIFE =8 YLICh

network interface modify -vserver Vserver name -1if LIF name -home-port
home port

(D isCsILIFe 39 & ZES +3st2D LIFS B2l WAQR SX/sHof BLict,
a. g ZEJotel LIF =l &2|7):

network interface revert *

E::}EI 1+O|| ﬁf%ﬂ NAS H|O|E{ LIFE L E 20|M LE 392 0|53l =E 32| SAN LIFS
stolgtL|C

LE 20N == 322 02| A0|ES Mux[otH HA L= 20 oA Q= L= 10f] £h=
NAS G|O|Ef LIFE =E 20| A ..E 322 0|S8}oF StL|Ct. .= = 32| SAN LIFE 2180}
gLt

o

| Ztoll Chok

A LIF= ¥320|= ZXt 50| SAN LUN2| EZHIIS XMe[gfL|Ct Ha2|0|= Soi| 22{AF E= MH[A HEHSE
28 SAN LIFE olse ER7t S{&LICH SAN LIFE M ZEo| 0 E[X| oo™ 0|SoHX| 4&LICH LE 32
2EfRlo 2 AFEet = LIF7 4 ZHSsh=X] helgtLct.

o



|

1 5 oLiol TS B2 Yot E22 WHGI0] node27t A1
ey

ot

network interface show -role data -curr-node nodeZ2

node3

>

2. 22{AE{7} SAN LIFO|| CHsl -d=[0] JA2H S
74 YEYULITH "HIAE" LIS ArEE 5= ASLIC

a. .= 29| SAN LIFE Ltgstr =28 HAetL|Ct

AAR2 CHS Of[A|et fAtet E=1S ghetgfLict.

clusterl::> net int show -data-protocol fc*

(network interface show)

Logical Status Network

Current Is

Vserver Interface Admin/Oper Address/Mask

Port Home

svm2_ clusterl
1lif svm2 clusterl 340

up/up 20:02:
1b true
1if svm2 clusterl 398
up/up 20:03:

la true
1lif svm2 clusterl 691

up/up 20:01:

la true
lif svm2 clusterl 925

up/up 20:04:

1b true
4 entries were displayed.

fcp adapter show -fields switch-port, fc-wwpn

00:

00:

00:

00:

of
[

N LIFE 7|S&LICt adapter

50:

50

50:

50:

56:00:

:56:00:

56:b0:

56:00:

D E NAS C|O|E| LIFE

—-is-home false -home-node

% switch-port O[O CHSt

Current

Node

39:99
clusterl-01

39:99
clusterl-02

39:99
clusterl-01

39:99
clusterl-02

65



4

66

A&

e g

clusterl:

ofi®I2t RAFSH =

:> fcp adapter show -fields

(network fcp adapter show)

switch-port, fc-wwpn

node adapter fc-wwpn switch-port
clusterl-01 Oa 50:0a2:09:82:9¢:13:38:00 ACME Switch:0
clusterl-01 Ob 50:0a2:09:82:9¢:13:38:01 ACME Switch:1
clusterl-01 Oc 50:0a2:09:82:9¢:13:38:02 ACME Switch:2
clusterl-01 0d 50:0a2:09:82:9¢:13:38:03 ACME Switch:3
clusterl-01 Qe 50:0a:09:82:9¢c:13:38:04 ACME Switch:4
clusterl-01 O0Of 50:0a2:09:82:9¢:13:38:05 ACME Switch:5
clusterl-01 1la 50:0a2:09:82:9¢:13:38:06 ACME Switch:6
clusterl-01 1b 50:0a:09:82:9¢:13:38:07 ACME Switch:7
clusterl-02 Oa 50:0a:09:82:9¢c:6c:36:00 ACME Switch:0
clusterl-02 O0b 50:0a:09:82:9c:6c:36:01 ACME Switch:1
clusterl-02 Oc 50:0a:09:82:9¢c:6c:36:02 ACME Switch:2
clusterl-02 0d 50:0a2:09:82:9¢c:6c:36:03 ACME Switch:3
clusterl-02 Oe 50:0a:09:82:9c:6c:36:04 ACME Switch:4
clusterl-02 Of 50:0a:09:82:9¢c:6c:36:05 ACME Switch:5
clusterl-02 1la 50:0a2:09:82:9¢c:6c:36:06 ACME Switch:6
clusterl-02 1b 50:0a:09:82:9c:6c:36:07 ACME Switch:7
16 entries were displayed
ChE &Y & SILE s> eLICt

LE120 E2 J2{H...

QIE{H|O]A O F &= VLANO| 2 0|= LT} 4CHA,

THE JURSLICE

QIE{H|O|A 1 F &= VLANO| ATHAIE LS 2 O|STL|Ct 5EHA|.

THE|X| AUSLICE
CHS B9 EIE 33101 1 2014 -5 302 =C 10] &le It QIE{H0lA 18 X VLANO| SATE

NAS H|O|E{ LIFE

a.

T LEE

& Ofo|azfo| detLct.

8 ¥ j2istol

—_

AEIOo|A OFS L= 10] JAH =& 20| S ARE I31|0|E1 LI
S HEAIM LIFE

E =
=
Age et

39| ZE=Z 00| 12f|0]M:

ZELIFO)|

network interface migrate -vserver vserver name -1if LIF name -destination
-node node3 -destination-port netport|ifgrp

OiMLIFS 8 ZE S 8 L5 +FHL

=]
SARISHE ZE 9 - EOf Cisl| T2 2

network interface modify -vserver vserver name -1if LIF name -home-node

ct
e

node3 -home-port netport|ifgrp

Skl THAl A 2f LIFO]| CHoH CHS

H2{=2
o=

ol
==

=oto] oM LIFSE



9.

C. O|%of VLAN ZE

E 10]] &6l YH == 20| SAEIE E1|0IE1 LIFE C 39| TEZ 010|120 M: 2t
LIFO|| CHelf CtE HH 2

-
= A
H st LT HEXIAM LIFE =228E & ASLICH

ljo lo

network interface migrate -vserver vserver name -1if LIF name -destination
-node node3 -destination-port netport|ifgrp

d. oM LIFS| & ZE 9 & =2 SFELICH 619 £ ¢ 2 LIFO] Chef CHe HHS @2fsto] iy LIFS
SAEels TE 3 o] oo (1SS ~%ELICh

network interface modify -vserver vserver name -1if LIF name -home-node
node3 -home-port netport|ifgrp

CtS Y & SILIE ALt

SeARI AEE 3., J2{H..
NAS & 6CHA| Bl 70|, 8THAIZE S| 1 2t EHL|CH 9FHA| BE] MER| 1254
A A|0|=EE QI8 LEQ| ZE SAN LIFS s{A|gL|Ct.

‘network interface modify -vserver vserver_name -lif LIF_name -home-node
node_to_upgrade -home-port _netport

SUS0IM SLHA| 2 HIOIE ZEV} A= B? ZES EZEINAE Tof|olof =IbefLct.

network port broadcast-domain add-ports -ipspace IPspace name -broadcast
-domain mgmt -ports node:port

CHS Ollof| M= == "8200-1"2 ZE "e0a"2t == "8060-1"2| EE "e0i"E IPspace "Default"?| EEEIHAE
Q! "mgmt"ofl Z=7FefL|Ct,

cluster::> network port broadcast-domain add-ports -ipspace Default
-broadcast-domain mgmt -ports 8200-1:e0a, 8060-1:e01i

Z} LIFOl| CHalf CF2 B S of H =st0] ZH NAS H|O|H LIFE LE 322 Ofo|azf|o|dgfL|Ct.

network interface migrate -vserver vserver name -1if LIF name -destination
-node node3 -destination-port netport|ifgrp
C|O[Ef Ofo] 22{jo]H0] FF1etK| =fletL|Ct.

-

network interface modify -vserver vserver name -1if LIF name-home-port
netport|ifgrp —home-node node3

SAN LIF7} .. E 32| SHIE ZEO| AU=X| =eletL|Ct.

a. c}

djo

o

o

Aot ZHS AARILICE
network interface show -data-protocol iscsi|fcp -home-node node3

AARI2 THS Ol M|et FALSH Z23S ghetetL|C),
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cluster::> net int show -data-protocol iscsi|fcp -home-node node3

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
vsO

ala up/down 10.63.0.53/24 node3
ala true

datal up/up 10.63.0.50/18 node3
elc true

radsl up/up 10.63.0.51/18 node3
ela true

rads2 up/down 10.63.0.52/24 node3
elb true
vsl

1if1l up/up 172.17.176.120/24 node3
elc true

1if2 up/up 172.17.176.121/24 node3
ela true

b. MZ2 8! 2 &2IBtL|Ct adapter U switch-port 2 S H| WS FAH0| SHIEX| &QIBHLICH fep
adapter show Ol S{IAIE0| 7|Z0t 24 HEE A5 HHES HHBILICH 25

L E 39 MEZ2 SAN LIF 48 Ltgsi|ch
fcp adapter show -fields switch-port, fc-wwpn

AAR2 CHS O[A|et fAtet 35 gretgfL|ch

— = —_



clusterl::> fcp adapter show -fields switch-port, fc-wwpn
(network fcp adapter show)

node adapter fc-wwpn switch-port

clusterl-01 Oa 50:0a2:09:82:9¢:13:38:00 ACME Switch:0
clusterl-01 Ob 50:0a:09:82:9¢:13:38:01 ACME Switch:1
clusterl-01 Oc 50:0a:09:82:9¢:13:38:02 ACME Switch:2
clusterl-01 0d 50:0a2:09:82:9¢:13:38:03 ACME Switch:3
clusterl-01 Oe 50:0a:09:82:9¢:13:38:04 ACME Switch:4
clusterl-01 Of 50:0a:09:82:9¢:13:38:05 ACME Switch:5
clusterl-01 1la 50:0a2:09:82:9¢:13:38:06 ACME Switch:6
clusterl-01 1b 50:0a:09:82:9¢:13:38:07 ACME Switch:7
clusterl-02 Oa 50:0a:09:82:9¢c:6c:36:00 ACME Switch:0
clusterl-02 0b 50:0a:09:82:9¢c:6¢c:36:01 ACME Switch:1
clusterl1-02 Oc 50:0a:09:82:9¢c:6c:36:02 ACME Switch:2
clusterl-02 0d 50:0a:09:82:9c:6c:36:03 ACME Switch:3
clusterl-02 0Oe 50:0a:09:82:9c:6c:36:04 ACME Switch:4
clusterl-02 0Of 50:0a:09:82:9¢c:6c:36:05 ACME Switch:5
clusterl-02 1la 50:0a:09:82:9c:6c:36:06 ACME Switch:6
clusterl-02 1b 50:0a:09:82:9c:6c:36:07 ACME Switch:7

16 entries were displayed

(D) MTESISANLIFZI O sl ofeiElol gl 32 switch-port == 8 Hie g o

AIAEI0] SEHE 4 YL,

230 E 10| 9l ZE| UL CHE ZEO| DHZ SO St= SAN LIF 1§ E= SAN LIF7H s 3R
CtS otel BHAIE 2tEst0 L= 32| MEst ZEZ LIFE 0|SgfLILCt
i. LIF AEHE "of2iZ" o2 MAtL|C}.

network interface modify -vserver vserver name -1if LIF name -status
—admin down

i. LE MEO|M LIFE M7 LCt.

portset remove -vserver vserver name -portset portset name -port-name
port name

- o

ii. Ct2 ®H™

o o

LS Y=L

oiM
ot

=N

=

T

ols:

network interface modify -vserver vserver name -1if LIF name -home
-port new home port

* EXHSIR| QUL ARE S TEN Q= ZELIFE M ZEZ 0|5:

network interface modify {-home-port port on nodel -home-node nodel



-role data} -home-port new home port on node3
* ZE N|EO|| LIFE CHA| =71t .

portset add -vserver vserver name -portset portset name -port-name
port name

(D SANLIFS #i2 ZE9 598 215 455 70 ZER 0|SsHof BLict,

10. 2= LIFS| &ElE "Up"Q 2 £F3I0] LIFJ 20l M ERfTiE 2f 8l MEe 4= JXE eLct.

network interface modify -home-port port name -home-node node3 -1if data
-status-admin up

n =  SILIoM Lt HE S oF
OH—HHI EfS TS Yot £2

(81T 5248 FAIBIO! LIS} BHIE EE2 0SSO0, LIFZHF 2 5
Atstel "Up" ekelx] SelshiAle.

ﬂJIO
|:|.|. O|'

network interface show -home-node node3 -role data
12 LIF7bCH2E B 2 LIFO] Chal CtS S-S of 1 25t0] LIFS| 22| 4B E "Up 2= dF5HAR.
network interface modify -vserver vserver name -1if LIF name -status-admin up
13. L= 19| 22 ¥I3|0|E = AutoSupport HA|X|E NetApp0l 2HLICE,

system node autosupport invoke -node node3 -type all -message "nodel
successfully upgraded from platform old to platform new"

2|3 AE: NAS HIO|E| LIFE LE 392 0|53}17| Mof| 7|2¢ MEQIL|C}

SAN LIFE E 20X .LE 39 Z 0|E¢t = F140| SHIEX]| olst2{™ LIS |TAEE
AMESIH E 7|Z6tH ElLICt adapter & switch-port 2 LIFO| CHSE HEQIL|CY,

LIFE 7|E2LICt adapter @ ME network interface show -data-protocol fc* EH &= 8
EZESHIAN R switch-port & HE fcp adapter show -fields switch-port, fc-wwpn E 22
7<E=|OI|__||_-_|.
=39 .

L E30Z 00| J30|ME 223t S LIFE 7|28t | Cl adapter % switch-port == 39| LIFO|| CHSH HEE
21151 2f LIF7} Al Set of| HAR[0 Y=X]| 2l L|CH switch-port.

LE2 L3

LIF adapter switch-port LIF adapter switch-port
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kA=)

L3

LE 20N LE 322 H|RE 0 22[A|0|ES THHHX|RLICE

node2E node4 = W H|StH™ HX node20]| CHet AutoSupport HIA|X|E EH CHS node27t
A Q6= 2ET} Ot 0§ 32| H|0| EE node3 = XHHHX|SHOF BFL|Ct.

@ Of ZX} S0f o 22|AH[O|EE == 30{M == 22 RBiX[SHX| OHYA|L. O A| SHH O 22[A|0[ETt
Quatol MEf= HEHE| 0 THBHX|E 02| AH|0| EQf Cf|O|Ef FEHO| LMBfLICt.

|

1. node30ilM TIEL| A|AR D7} SHIEA| BFE=A=X] &lsHM K.

olgy-

— H =

a 13 A4

MHA

set -privilege advanced

b. =E30| IIEL{ A|AE! D EA:

ha interconnect config show -node <node3-nodel>

CHS ollet fAFSH Z20] EAIELICE

Oof|®| =71

cluster::*> ha interconnect config show -node <node>

(system ha interconnect config show)

Node:

Interconnect Type:
Local System ID:
Partner System ID:
Connection Initiator:

Interface:

Port IP Address

eda-17 0.0.0.0
e4b-18 0.0.0.0

2. L. C 30)| CH3l| "IFE L A|AR ID"7F BRE B2

a. L3 FX:

node3-nodel

RoCE
<node3-system-id>
<node2-system-id>
local

external

71



e.

halt
Loader ZEIXE0|A 2H}E "partner-sysid" 22 M™gL|Ct

node3d "partner-sysid"= node22| A|AH! IDE1CHA| o] ZH0O|A &2 4 ha interconnect config
show UELICE.

M™E XMEeL|Ct
saveenv
Loader IZEITEOA L E3S HEl 052 HEISL|CE

boot ontap menu

L E30 2aQlgfL|Ct

3. L=20] CHslf NetAppZ AutoSupport HIA|X| ELH7|:

system node autosupport invoke -node <node2> -type all -message "Upgrading
<node2> from <platform old> to <platform new>"

_._

4. AutoSupport HA|X[7} HEE|RA=X| ZfeletL|ct.

5.

72

system node autosupport show -node <node2> -instance

"OFX|2fe = Hil M| =" 8l "OpX|2f B A2k 2E0f= OFX|2 ez 29 HAIX|Q] HAX] KIS 2t HAXIE 2iH
AlZto] ZetEL|Ct.

FEJ} ot TAHE CHAl B X[ L CE

a.

b.

a.

-
ot

2}

1
fjo

N5 ALt

=
set -privilege advanced

L= 27h AR OR[HO|E LIE:

storage aggregate show -owner-name <node2>
OH12|AH[O|E RHHHX| AlZf:

storage aggregate relocation start -node <node2> -destination <node3>
-aggregate-list * -ndo-controller-upgrade true

() ol myeu=zE ool AL,

HAIX|ZF BEAZ|H S LHEELICHy.

TEHX| 7t 28 22 = 0fl A %‘ ELICt AggregateS MBliX|SH= O R Z0M R 2 Y= 2 = AL
o7]0fl= S2t0|AHE St 8l R B2 0] ZF ZEELIC 0] FHS MASHH @240l L= Hehe

O 22| AH|O[E 7} RHEH X = X| & % |Ct.



b. 2t2|x} ot A2 SotzLCt
set -privilege admin
6. LT 29| T{HHX| AEHE =teletL|C}.

storage aggregate relocation show -node <node2>

MK E EAof CHall Z=10i| "2t="7t EAIELICE

@ CHS EHAIZ TS| Hof| = 27t 2Rt 2E OiO2(|AH0|EE L& 32 = MBHXIE wh7HX]|
7|Cte{oF BfL|Ct.

7.

glo

39f 5 SHLHE Syt

Ml x| CH... J2{HE...

HE ofa2[AO|EIL S YELICH = O|SELICt. 8
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MEiX| CH... J2{HE..,

B = Oi3E2|A[O|EZF AT ALE a. XpM|EH BN DIAIX|S EAIRLICE
HEHS BB B
storage aggregate show -instance

3 EMS 215 BOI5i0] BRI AH XHS Holg 4

USLICH
(D £ 22IgLICt event log show HHES ShMst
BE QFE LIEgLCt
b. 8 ZX|E f™TL|Ct
c. Mot aZF=2 ngoZ MHTILICH

set -privilege advanced
d. Zoi7t HASHHLE HEE[= O 22[H0|ES R{HHX|RHL|CE,

storage aggregate relocation start -node
<node2> -destination <node3> -aggregate-list *
-ndo-controllerupgrade true

e MIAIX|IZt EAIE[H S =Ry,

f. 2h2|x} At gy = SophL|ct,

—

set -privilege admin

2ot 32 UE YH S otLHE ALE5H0 MEfX[E ZH 28 +
A
=)

storage aggregate relocation start -override
-vetoes true -ndo-controller-upgrade

- 23]

=~

Jlot

RIS FAHQZM:

storage aggregate relocation start -override
-destination-checks true -ndocontroller-upgrade

AEZ|X| 0422 AH|O| E RHHK| HEHof| it XtASH L2 2
O|SSHMAIR "EF =" CLI. 3! ONTAP 9 HHES ARSI C|A3 8!
O a2[AH[0|E #2|E & 3sIHH 5 H|0|X| &= |

8. REJjotl ZE OIZ|AH0|ETt = 30i|A 222! AEHQIX] 2ol

storage aggregate show -node <node3> -state offline -root false
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OH22[AIO|EZ} 2Rl HENZL E[ALt 2| F o2 AH|0|EZ Hetel F2, A
HENE RXIsHof LT,

F o2 AHIO[ = 0] Choh o HA 2Et!

’

storage aggregate online -aggregate <aggregate name>
9. LE 30N ZE EE0| 22t AEfQIX] SolgiL|Ct.
volume show -node <node3> -state offline

= 30M el gl 250 s FR 2 =F0il thioh of X 21l HE= e

>
1ot
oF
__
°
153
-
n

volume online -vserver <Vserver-name> -volume <volume-name>

10. =C 20] M REJ} OFl 28101 04 I2|H0|ES ARSIX| Q=X| Sl
storage aggregate show -owner-name <node2> -ha-policy sfo -state online
FEJ} ot 2= 22121 0 22| A[0|ET} 0]0] L E 30f| XHHHX|=| 7| w20l BH &0 FEI} ot 2242l
OiZ|AHIOIES EAIY & §&LIC

L 27t AR/ NAS G|O|E| LIFE & 322 O|SELICt

L E 201N == 322 OO2[AH0|EE MuliX|$t F0f|= = 27t 278t NAS H|O|E LIFE
I-= 39 0| SdloF gfL|Ct.

Of ZhHofl CHaH

4 LIFE ¥320|= Zxt S0l SAN LUNS| ECHT S X[RfL[Ct YO|0|= S0 22{AF E= MH[A HEE
fI5l SAN LIFE 0|5e 227t YI&LICH SAN LIF= A ZEO] IJHI"EPQI HOH O|SOHA| 5L == 30M =
42 LIFE 0|S3t1l E 45 221Q! ez 8Fot = LIF7L Fo 2S5h=X| 2lsljof ghuCt.

£
1. C F5tLtof Chg BHEES 2ot £212 WXBI node27t 2R3t 2= NAS HIO|E LIFS LEgL|CH

network interface show -data-protocol nfs|cifs -home-node nodeZ2

CHS OIA0IAM = node22| B =38 B0 FLCL
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cluster::> network interface show -data-protocol nfs|cifs -home-node
node?2
Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vsO0
ala up/down 10.63.0.53/24 node?2 ala
true
datal up/up 10.63.0.50/18 node?2 elc
true
radsl up/up 10.63.0.51/18 node?2 ela
true
rads2 up/down 10.63.0.52/24 node?2 elb
true
vsl
1if1l up/up 172.17.176.120/24 node?2 elc
true
1if2 up/up 172.17.176.121/24 node?2 ela
true
CHE 2t & SILIE "ot
LE29 ER Je{H...
QIE{H[0|A O F = VLANO| 2 0|SEL|Ct 3EHA.
T Y=o ASLIC
QIEH[0|A O F = VLANO| 3EHAIE AT 1 2 O|SEL|CH4THA.
T =0 AX| ELICH
& 29| QIEIO|A O& 9 VLANO| = AS Cl|O|E] LIFE Oro| J2f|o| M5t2{H L2 HHAE
THSHYAL.
a.  LE29 QHHo|A I SARE HO|H LIFE = 39| ZEZ 010|12)|0|M: 2} LIFO| CHsl CHS
THS of H A Lot HEQIM LIFE 228E &= ASLICH

C.

network interface migrate -vserver Vserver name -1if LIF name -destination
-node node3 -destination-port netport|ifgrp

OIMLIFS 8 ZE S 8 LEE +HYLIC TH= Yt A LIFE
SARISHE ZE 9 - Eof Cisl| T2 2 —’.‘—%”“LIEL

network interface modify -vserver Vserver name -1if LIF name -home-node
node3 -homeport netport|ifgrp

SE RE LIFE L& 39 ZEZ 00| 2[0]M gLt == 30fM= 2

LE 29 VLANO| A LIFO| CHaH



9.

Ct

gjo

IS ot H UASI VLANDH S HEAIOM LIFE 2A8E = ASLIC

network interface migrate -vserver Vserver name -1if LIF name -destination
-node node3 -destination-port netport|ifgrp

d. oM LIFe 8 XE % g LEE +HYLICHSHR| THA| ¢ 2 LIFO CHal ChS S =5t X LIFE
SAHS=E ZE 8 h:':01| CHel CtES A eLIct

network interface modify -vserver Vserver name -1if LIF name -home-node
node3 -homeport netport|ifgrp

CtS =Y & StLtE &gt C.
SAEI L= HL... J2{H...
NAS et= 5CHA| BE| kK| 8THA|
At 5CHA| - 8THAIE 4 E CFS b= 8L CH9THA|.
NAS % SAN 25 X|& etz 5CHA| B E] EX| 9THA|

SUE0|M SLOHA| B2 HIOIE ZET} = BR EEEINAE Mo ZES IEtL(Ct

network port broadcast-domain add-ports -ipspace IPspace name -broadcast
-domain mgmt -ports node:port

CHS WM = =& "6280-1"2] ZE "e0a"2t .= "8060-1"2] ZE "e0i"E IPspace "Default"] EZEIHAE
ZHQl "mgmt"of| F7tetL|Ct,

cluster::> network port broadcast-domain add-ports -ipspace Default
-broadcast-domain mgmt -ports 6280-1:e0a, 8060-1:e01i
ZF LIFO]| CHol CHS HE S oF H 2isto] 2F NAS H|0|E| LIFE & 392 oto|a2f|o| MgtL|Ct.

network interface migrate -vserver Vserver name -1if LIF name -destination
-node node3 -destination-port netport|ifgrp

T = S ot ofE BES Y5t EHE HAOIK NAS LIF7F SHIE ZEZ O|SE|IH LIFS| &fEf7t
UP?JXI SfQISHIAIR.

network interface show -curr-node node3 -data-protocol cifs|nfs
LIFZF Ct2E Z<2, 2t LIFO]| sl Ch2 EES o H =50 LIFQ| 22| HEiE "UP'Q=E ATSIHHAIL.
network interface modify -vserver Vserver name -1if LIF name -status-admin up
QAEIO|A OF = VLANO| 74 El HR ChS 5tel HAIE 2t =Lt
a. QIE{M0|A O E0|A VLANS HAHEtLCL.

network port vlan delete -node node name -port ifgrp -vlan-id VLAN ID
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b. T}

dlo

o

Yot EHS HASH0 =20 FGE QM O0|A OF0| J=X| =elghL|Cf,

o

network port ifgrp show -node node name -ifgrp ifgrp name -instance

CHS olloil M et Z0] ==0f tigt QIE{H|o]A 5 FEIt HA|EL|CE

cluster::> network port ifgrp show -node node2 -ifgrp ala -instance
Node: nodeZ2
Interface Group Name: aOla
Distribution Function: ip
Create Policy: multimode lacp
MAC Address: MAC address
ort Participation: partial
Network Ports: e2c, e2d
Up Ports: e2c
Down Ports: e2d

a. =of| JEjmo|A O F0| FHE0 A= FR QEHO[A O F o|Ent OF0 EYE ZEE 7|=ESHCIE 2
HLEOf o3l Chs S of H Y5 ZES AF[gLC)

network port ifgrp remove-port -node node name -ifgrp ifgrp name -port
port name

ATHA|, HHE 7|26t = E2Z ©|7|ehL|C}

L2 HEE J|EEL|C}

LE 22 ZF6t1 H|7|817] Mol 23{AE HEQ3, 22|, FC ZE 2 NVRAM A|AE! DO
CHet MEE 7|28l0F SLICE LIS0| L E 25 L E 40f 0jZStD CIAIE xjeetst ff o]
HEI HegtL|Ct,

|
1. E 201 2HAE HESQZ, LE 22|, QIE S AR & 2 AH 22| ZES FELICH

network interface show -curr-node node name -role
cluster, intercluster, nodemgmt, cluster-mgmt

CHS ORI 20| A|AHRIOM S AES| 3T == 3 7|t = =0f TS LIFS EAIRLIC
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cluster::> network interface show -curr-node node2 -role
cluster,intercluster, node-mgmt, cluster-mgmt

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
node?2

intercluster up/up 192.168.1.202/24 node?2 ele
true

clusl up/up 169.254.xx.xx/24 node?2 ela
true

clus? up/up 169.254.xx.xx/24 node?2 e0b
true

mgmt 1 up/up 192.168.0.xxx/24 node? elc
true

4 entries were displayed.

@ AI*E*'OH Q2 AH LIF7L 1S &= AUSLICH SHAE 22| LIFE E 49| ot =02t
UELICEH SHAE] 22| LIF7t 2| off Z2{0f| EAIELICE 1CHA" IN_BZE 51 ZE HE

J
-

2
x
>
00
ot
M
1
0

HE HNBILICH "= 20| ZEE == 42 0jEBL|Ch,

MZEE2 ZES o[ ZIEES] ZEO| oiTstH &3 =7t L.

network port show -node node name -type physical & F&LICt
node name = 0F0|12[0|M QI - EQIL|CE.

CHS Olld|2F 20| A|ARIO| L E 29| S2|M ZES HAIFLICE
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cluster::> network port show -node node2 -type physical

eOM
ela
eOb
ela

Default
Default
Default
Cluster

Speed
Broadcast Domain Link MTU Admin/Oper
IP address up 1500 auto/100
- up 1500 auto/1000
- up 1500 auto/1000
Cluster up 9000 auto/10000
Cluster up 9000 auto/10000

elb

Cluster

5 entries were displayed.

4. TEQ} it HEEIHAE EOQIE 7| ZETtLILCE.

80

BRLEIHAE EH|Ql2 LS| of EXte

LE29/FC ZEE

=

efolgfLct.

network fcp adapter show

SIRE20| A= M HEZ2{2| ZEO| 0T =[0{of ShL|Ct.

CIS o|of| M} 20| = E 22| FC ZEJ} EA|EL|C}

cluster::> network fcp adapter show -node node?2

Connection Host
Adapter Established Port Address

node?2

node?2

Oa

Oc

ca

6b

ptp

ptp

loop

loop

4 entries were displayed.

ZEES J|=gLt.

11400

11700

Hxto| SIRE0M M FC ZEO| Mf FC ZEE fHsH= o £3 27t 2Bt

ifgrp show

- M S| g2 B2 == 20 7 E BT 0|A OF = VLANO| QLEX| ehelghi|ct.



9.

10.

LE2E HII5HHH LE 28
S2{AE{7} SAN 2tZ0f| /=

vlan show

orof... S s P

ol 7IZE NVRAM A|AE D 2 0|sgLIC "= E25 H|7| LT,

Mo UL|CH "¢ 0= 5

FEHIRL

Ol NVRAM A|2E1 ID HS S 2t= 9FM| B 10E7| L2 ME Q2 O|S|ILIC "= =25 | 7[2fL(Ct.

J|=6tR| LTtz 0= e
wEE FH[BHCh

node22| EM48 HA|ELICE

system node show -instance -node node?2

cluster::> system node show -instance -node node2

NVRAM System ID: system ID

MM AF2E NVRAM A|ARNIDE 7|1ERLICH "= E 45 £X[5t1 SEEILCH

L2235 Ho[ELCt

SHIZA| S25t1 20 L= MA|0[A H[A3HOF LTt
A2 SAN LIFE Afx[s{oF gfL|Ct.

- O E HY & otLE sAELICH

S AELL T3
2 S AH Z O|SELICt 25
271 o|&el = =7} = 282 2 O|SELICt 9FHA.

T = F ot oHE FE S Yt ng et =F0f AM ALt

cluster ha show

CtZat 22 HIAIXIZF EAIELIC



High Availability Configured: false

4. OIS HHS 2ot n £28 HASH0 =& 20] $4XH epsilon0| Y=X| EHolgtL|Ct,

82

cluster show

CtS oflofl M= node2| epsilon O Y SS E0f FL|C}.

cluster*::> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true true

Warning: Cluster HA has not been configured. Cluster HA must be
configured on a two-node cluster to ensure data access availability in
the event of storage failover. Use the "cluster ha modify -configured
true" command to configure cluster HA.

2 entries were displayed.

o{21 HA 40| = S2{AHIM HA WS A 02|0|Est= 22 HEES ¥0|=7t TAHEX|
@ = HA MOl LLEE epsilonZ 0|S80f SfL|CL O|E S0 HA Y 74 NodeA/NodeB 3!
nodeC/nodedS ArE3t0{ 22{AE{9| NodeA/NodeBE & 12|0|=E6H= Z L epsilonS =E C
EE = nodedZ 0| S8HOf BfL|Ct,

L C 20] epsilon7t QO™ epsilong 2 FEAIZLIC false LE 302 MEY £+ JULE LM OS2
J\$H3FL|[}
T od

cluster modify -node node2 -epsilon false
epsilon2 EA|5H0] epsilonS node32 2 MAFIL|C} true LES:
cluster modify -node node3 -epsilon true
AQIX|7t Sl 24 2R AE{QIX| EOIFLICE

network options switchless-cluster show

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: false/true

O] FEQ| gt2 A|A”S| 22X et LXSOf L L,

ALX|7t 9l= 2 E S AEQX| =olgtL|Ct



network options switchless-cluster show

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: false/true

O] HRQ| gt2 A|ARS S2|X JEfet LX|SHOf BfL|Ct.
9. HEXt +FE2E SO}

set -privilege admin

10. = ZHEE2] F SILIolM O HE S 2=sto] LE 28 SLHfLICH
system node halt -node nodeZ2

M. 271 XS] ZRE = MA| = oM 22|L|CH TI0|=7t 2t2El & & 25 A8 FEH
UAELICH S FZSHAR "7|E Alﬁ%!‘é | 7| L C.

ok
4>

ST = 45 2X|5t0 FYELIC
= 42 MKt e

Ol o= 45 EXI5t0, =E 29| HES LE 42 WSS, L E 45 FEIGHOF LT
LC 2 AH0f, REO| &9 C{A3, 0II101| == 30 IHHHIIEIXI 42 HE HIRE
Oi22|AH|O|EE MEE3HOF BfLILt.

o] ZrAof| CHaH

549 ONTAP HHO| .. E22| ONTAP HT 1t CHE AR L E4E HER| 3 SEISHOF &L|C} node4E & X|ot
20f|= & MHoj| {ZEE ONTAP 9 O|0|X|2 BEISHMA|Q, O CHS QLo 2t SHEE MU S 8l 0|C|of EX|of
CHREESIH 0|2 A|AH HEIO| ALEE £ JESLICE "netbootE FH|BFL|CH

SHX|2F Lo =49] ONTAP H{TO| . =22| ONTAP BT 1t ZH7{Lt 1 0|42l A R0fl= =248 HIER/IS REE 2RIt

* AFF A800 == AFF C800 ZHEEZE ¢ go|l= GPE 2R, L E2E H|7HSt7| X*Oil MAISl 2
celo|E7t O|=E28Ql0| Tt D HE| Q=X =l HOFEI—I Ct XEMISH HE2 CHS2

@ XXM 2. "AFF A800 EE= AFF C800 HEE=g E

0

E
* ME CAZIV QY= A|AEIS HO2[0|E6H= 22 O] MM NN E 2t=0t CHS MMO = T
2ILICH "= = 40 FC == UTA/UTA2 7142 HHTILICH S2{AEH TETE A HHE

Ql2fgtLict.

= WAELC

Astiof

THA|
1. O3 ZY & StLE St
L EN E2 BR JE{H.L.
L 30 22| E A = O|SELICt 2.
LT 39| ST AAl 2CHA|9 BEHAIE U5 11 2 O|STLICH4THA.
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https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
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https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html
https://docs.netapp.com/ko-kr/ontap-systems-upgrade/upgrade-arl-auto-in-chassis/replace-node1-affa800.html

LE 47F == 31t CHE MALO /s B2 45 & 29 22 QAX|Off BiXIE = U}SLICE == 31 == 474
St MA|0| A= 2 = 4= 0o|0] HZEt 24 K]0 °'*L|Ef

3. L& REo| dX| 3 AX| X|H off L2 X|Eof w2t 2ol .= 45 HX|ELIC

4. LEAE H 0|22 HESIH L= 20| E 42 HALS o|sTHL|C}.

Ct2 HZ= SHHE 7|0l 20| =20| U Ch = o|SEL|Ct "& =" F3 5 SalgLt

° node4 SEHE0] it MX| 5l MA X%
o ClAZ3 dlm 2t MXt
° HA Pair 22| MM

Ct2 HZS0| AHolES HEYLIC

° SAN 1:iSCSI 0|l 8l FC 29| ZE

@ CHERo ZHE R IRet A4S HA JIE REO| QIODZ L E 20N LE 42 45 HA
FIE/FC_VIFIE e AT HZ/FC VI A0|8 HZS 0|5E LRIt §&L|Ct

LE gttt e A2 J2{H, .,
L E 31 ST AHA| Z O|SELICE 8THA.
LE 31 22|E MA| 2 0|SELICE6THA.
6. node4Q| MRS A LIS Ctrl-CE =2 B8 otd TETEf HMASHH 2EIS STHetL|C}.

() =542 228 0 ok HAIRITE LER 2 YALICH

WARNING: The battery is unfit to retain data during a power
outage. This is likely because the battery is
discharged but could be due to other temporary
conditions.

When the battery is ready, the boot process will
complete and services will be engaged.
To override this delay, press 'c' followed by 'Enter'
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7. 6THAIOIM B3 HIAX|7F LIEHLLH THE ZHH S A gLICE
L

a. NVRAM HiE{2| &% 0|2|2| CtE ZNHIE
ALt

b. BHE{2|7} M E| 0 EEl T2 N AV} b= E! wl77tX| 7|CHRIL|CE
@ K|9S FAISHA| OFM| Q. HiE 2| ZF0f| AmistH C[O|E{ 7t &4 E + JASLICE.

8. QX 2| Dt TETENA CHS HHS YTL|CH

HE oA TETEA AARIO| ZX|ELICE
9. ONTAPE L 4 74:
set-defaults

10. NetApp AE2|X| A= 3HNSE) E20|E7}F HX|E 22 CHZ HAE +-SHAR.

@ Extol AR EO|M OFE S&SHK| §i2 FLR 7| Az EME HESUAL "=2[0[E7F FIPS
N

5t &
ASEIAE=X| &elst= E'Jt.':.*" A B2 At et E2t0|Ho| RS =QIgfLICt

a. 83 pbootarg.storageencryption.support & MEHSILICt true EE= false:
CI2 EEO|EHE A8 32l 3%... J2{H..
NSE E20|E7} FIPS 14 2% 2 setenv bootarg.storageencryption.support true

KA L=t 2TAFEE

st
ZetLct

0i>+

NetApp H| FIPS SED setenv bootarg.storageencryption.support false

O s

ofn
ne
rot

E = HAYO|M CHE |Y9l E2t0|Het FIPS E2I0|EE =e 4 §l&LICE

H = T HA

ofn
ne
rot

C S HA W0ilM SEDE HIQ 3t Sato|Het Zaet 4 J&LICH

[= = AN

b. E4 HEl M52 0|55t M2 MEBILICE (10) Set Onboard Key Manager recovery
secrets.

o|H xé;qoﬂ ;q 7|ga_+ %+§ gl B M Z QladgtL|Ct 2 H XS AR "Onboard Key ManagerZ A3

1. = 40 AX|Zl ONTAP HHEO| == 20 AX|Zl ONTAP 9 HE It SYUSIALE &2 HEQl AL .}
[= L

glo

2y

o
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https://kb.netapp.com/onprem/ontap/Hardware/How_to_tell_if_a_drive_is_FIPS_certified
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Yaol= 5 A|AHSl F
LC 40] SHIE E= 22 O

HHO[ GlELICt

- E 49 ONTAP HZ 0| Hl=2 1

i3 A QLT

13. rf

glo

() TzEapzas
4Lt B0} &

FAZ NEBHA &

DHCP(Dynamic Host

Configuration Protocol)7}

et 22 3%

14. = 40| A netboot =3H:

CHat...

FAS/AFF8000 A|2|= A|AH

7|Bt 2E AAH

40

NTAP

2 3 SHLtE MEolol ES 2 o

s

2 JICHM3EHA .

2 JtCH8EA

22 FIYLICh

netboot HZZ ALEdH{0}
Cho| et &~ QIELICE.

S2HH|O|E LIF IP
J2{H...

FE e TEDE L2 BES Y=ol dEE M2 F LIt

ifconfig eOM -auto

S 8y TETE S BYS Yslol AL £502 YL
ifconfig eOM -addr=filer addr mask=netmask -

gw=gateway dns=dns addr domain=dns domain

filer addr AEB|X| A|ARIQ |P FAQLICHES).
netmask AE2|X| A|ABIO| HEST DIATLICHES),
gateway & 2E2|X| *l*'ﬂlgl HO|EL0|L|CHEZ).

dns addr HESIZ0

U 0| MHO| IP FAULICHMER AL,
dns_domain DNS(Domain Name Service) =0|¢l O|SQIL|Ct. O] MEHH
07 HE A8 SH= E netboot AH URLO Mt&tE =02l 0[S0
H QK| HELICE *1H'|9| SAE 0|0 QIo™ EL|CE

QIE{m|o|A0f CHE OWJH M7 HRY = JSLICH E
@ QUEBILICl help ifconfig HY O TEITEN M HE

IﬁEg g||-0| o|'|__||:|-_

J2H.L.

netboot
http://<web server ip/path to webaccessible directory>
/netboot/kernel

netboot
http://<web server ip/path to webaccessible directory/
ontap version> image.tgz

Z2|LICt <path to the web-accessible directory> OA CHREZESt @|X[2 O|SgfL|Ct

<ontap version> image.tgz
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REYS SHOHA| DHYAIL.

15. BEl HF0M & MEHSILICt option (7) Install new software first.
O| Hiw &2 M Data ONTAP O|0|X|E CH2Z =50 2 Fx[of ZX|gL(Ct.
CHe HIAX= FAIBHYAI2.
This procedure is not supported for Non-Disruptive Upgrade on an HA pair

A1 AFE2 Data ONTAPS| 2F L HO20|E0= MEE|1 AEEZ Y20|=0f= HEE[X| &L|CH
2t A netbootE AHESHH M| . EE {I6H= O|0|X|Z2 YH|0|ERILICH CHE HHHE AF2SH0 M
@ ZAEE2{0| O|0|X|E HX[g d HZEl o|O|X|7} *e"ﬂa' + QELICE O] 2Xl= 2= ONTAP
2lg| Ao M ELICH M1 A=l netboot BXF ( Install new software SE
O|E|{E X[ & 0|0|X| IE|M0f| STt ONTAP H‘|X'|§ HHXILICE.

16, TALS AlSotats MK LIEILIH y S 226tD 1171XI1S Y2istets HAIXIZF LIELIY URLS
QURfELICE

http://<web_server ip/path to web-
accessible directory/ontap version> image.tgz

17. C}2 o9l HHAIE 2t2eLct.

a E YLt n 02 ZEZETJ BAIE I Y =75 AU 2H OES sASLICL
Do you want to restore the backup configuration now? {y|n}
b. £ U2Asto] MRELELICHy CrS 1t 22 TIAIXIZ EAIE of:
The node must be rebooted to start using the newly installed
software. Do you want to reboot now? {y|n}
S8 FX[ItCHAl ZoE[ 7 HIo[HE F|8H0F of7| 20| AESS Z=0| MRS X|2H 2E 70 A
SX|ELc
18. [RX|2z| ZE ME 5 2E 0 70M CH2 S AR, v REE ASEX| E= HAIXK|IZF EAIELICH

19.  A|A817| Fo| CH2OZ2 0|SSHMR."=E 40| FC EE= UTA/UTA2 A S MESHL|CH L EQ| FC E&=
UTA/UTA2 ZEO| Qs HA AISE METtL|CH o2t MMM HESH= HE AMESS 86t L EE MEE S
T QX 2| REZ Mttt

20. C}2 BHS z{stm S HASIO noded| AIAH DS A&LICH
ChE Ofl9f 2¢0| e =0] A|AE] DO} S5 CIAZ0] Chot &=t EAIELICH
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set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html
set_fc_uta_uta2_config_node4.html

*> disk show -a
Local System ID: 536881109

DISK OWNER POOL SERIAL NUMBER HOME
0b.02.23 nst-fas2520-2(536880939) Pool0 KPG2RKG6F nst-
fas2520-2(536880939)
0b.02.13 nst-£fas2520-2(536880939) Pool0 KPG3DE4F nst-
fas2520-2(536880939)
0b.01.13 nst-fas2520-2(536880939) Pool0 PPG4KLAA nst-

fas2520-2(536880939)

0a.00.0 (536881109) Pool0 YFKSX6JG
(536881109)
21. MM of R0 - & 30 XHHHKIE|X| @42 L= 22| A0, REO| 43t C|A3 I RE 0]22] 0f22|AH0|ES

MEFSLCH" == 200 == 322 H|FE Of12|AH[0|EES JKHHHX|°.=.“—IEF’.

AARION 37 ClA3, 5t0[EHE|Z O{OZ|AIO|E = = L (= 82 SHHE E ALE6HoF LTt
disk reassign CHS EOIM HHS L=TILICE

©

CjA3 Q¥ Y M.,
22 C|ATE AIRTHL|C} disk reassign -s
nodeZ sysid -d node4 sysid -p node3 sysid
37 o & disks disk reassign -s
node2 sysid -d node4 sysid
Ol A2 <node2 sysid> af, OlM XS MEE ASELICH 10" E BZSHYA|L. & “node4_sysid 0l A
MKt HES AFRTILICH 235,

() = 238uUc 842 2R 01237} s 20 RX|E4 BEAN BRI,
2|

2|BtLICt disk reassign BES AWSHH s CIAIT IS ELICH node2 sysid X

CtZat 22 HAIXIZF EAIE LT
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Partner node must not be in Takeover mode during disk reassignment from
maintenance mode.

Serious problems could result!!

Do not proceed with reassignment if the partner is in takeover mode.
Abort reassignment (y/n)? n

E YEYLICt n L2323 AP S SEBIEN=E HAIXIZE EAIELIL.

ClA3 PSS SHotet= AKX BAIEH CHS EAO EAIE AT Lo ZEZE| SEHOF Lt

a. Ct321 Z2 HA[X| 7} EA|ELICE

After the node becomes operational, you must perform a takeover and
giveback of the HA partner node to ensure disk reassignment is
successful.

Do you want to continue (y/n)? y

b. £ UHTLICty E 52 AlSELIC
CHEah 22 HIAIXIZF EAIELICH
Disk ownership will be updated on all disks previously belonging to

Filer with sysid <sysid>.
Do you want to continue (y/n)? y

S YHIOIEY =+ ASLICE

22 9| CIAZ7} U AARIONA LI 5 912 CIAZ(0: AB0D AIAE)E X/2

U= AAH St= A
8%, LE4E REZ BHSI L& 29| RE 02| AH|0|E0M FERIE=X| 2els f*'*IQ
(D * 3 AR Yol =M 2 O ohel HHAIE Ssliof ghLCE O™ e 2F STO|LE
Hlo[E] &40] HdE = AFLICE *

CHS XM= LE 471 L E 29| RE Ol J2|AH[0|E0M REE|=E dFefL|ct.
a. .= 2 O 22|H|0|EQ| RAID, plex X HI3M MEE 2holstL|Ct.
aggr status -r
b. = 2 0iI2[A[0|EQ| MA| HEHE =telgtLICt.
aggr status
C. AR 2 node2 OiI2[HO|EE 22+l HEi=Z HEtefL(Ct.

aggr _online root aggr from nodeZ2
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23.

24,

25.

26.

27.

90

d. L= 471 32l RE 02| AH0|ERRE RESIX| =T eiL|ct.

aggr offline root aggr on node4

e LLC 29| RE O AH0|ES = 49 Af FE Ofi2[A0|EZ HF Lt

aggr options aggr from nodeZ root

EE2 Sl MAZI 22 =0 JAEX| 2lefL|t ha CHS BEE Yot &
[l

A

et Ch

ha-config show

CHE WA= of 282 B0 ELICt ha-config show EH:
*> ha-config show

Chassis HA configuration: ha
Controller HA configuration: ha

AARI2 HAY = S2E 740] 264|810 PROMO| 7| S8tL|Ct =7 A
T QA0 M HEf7t SLolof gLt

HES2| Y MAI7H O2 TAEX| 22 F2 ha Ol S HHS Argotod
ha-config modify controller ha

ha-config modify chassis ha.

MetroCluster 180| = AL Tt

glo
o
o
>
0

Ot
2
41
0x
o
4>
0%
Ot
>
>
o

ha-config modify controller mcc
ha-config modify chassis mcc.
£ E 49| HiZEA H|A:

mailbox destroy local

halt

rl?l

4 TETE|M A|ARIO| SX|ELICH
L E 30 AJAER AL AIZE S AIZICHE =heletL| Tt

date

LE 400 RE 2tE ZETENM EWE 2HeletL|C).

[ =

=
[>

Ell CC

[ e

S HAY Lol BE



show date
28. LRt AR LE 49 UME MHELICL
set date mm/dd/yyyy
29. LE 40| 28 2H TETE| A A|ZHS ZolgfL|Ct,
show time
30. ZRot 22 node4| A|Zts AFBfL|Ct.
set time hh:mm:ss
31. DHEL{ AJAE D7} CHSOIAM QT3 T2 SHH2H| MEEIUEX] HIBHIAIR 195 8
printenv partner-sysid
32. st AR L 40i|M TIEL] A2 DS HF L Ct

setenv partner-sysid node3 sysid

33. BE| A TETEO|M HE K2 SojLCt

boot ontap menu

Mof| 2t

34. 2E HR0ilM * (6) LSS LB A FHoilM S2HA| FTI0|E * FHS MEHSILICH 6 HIAIX|7F EAIELICH

CtZat 22 HAIXIZF EAIELIC

This will replace all flash-based configuration with the last backup to

disks. Are you sure you want to continue?:

35.

i

QUEIBHL|C} y HIA|X| 7t EA|EILIC}H

FEI0| YNz TAHEH A|AH ID S2X| RS =QUSts HIAIX| 7} EAIELICH

0

>t
M
e
R
[l
1
£0
i
r
_ITI_

OB LEXE TEEEET

36. BYUK|S HOIBILICE LIt HAHOR REE]| Mo 12125 MRS 2B 4 2

==
37. LE 40| 221t}

LT 40| FC == UTA/UTA2 A S MAsL|C}

LE 40| 2EE FC ZE,| 2HE UTA/UTA2(Unified Target Adapter) &

E = UTA/UTA2
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FIETL e E2, LIHX| EXHE et=st7| Mof| ™2 Lok gfL|ct.

of =0l s}
R0} & £ YBLICH-E 40|M FC ZES TAHLICH EELC 49| UTAIUTA2 ZES Boleln 24fgh et
EE S MM DS

node40| 2EE FC ZE, 2HC UTA/UTA2 ZE = UTA/UTA2 7H=(04l: ONTAP 9.15.182E ==l AFF 3! FAS
A|AENIE QT AE2|X| CIAT I Y A|AEIS 21 020| S8t AR CHSOE HUE £ YSLICH == 20| ZEE
L E 42 ofgEt|cl .

LE 40|M FC ZEE MSILICH

LE 40 225 E£= FC O{HE 7L A= FC ZEJL A= 32 ZETF A TR0 AX| fE 2 MH|AS AIZf5H]
Hofl =20 ZE S AESHOF LTt ZEIF FHEEX| @82 R MH|A7F SHE & AL

AlZtst7| o

of & = 22| FC ZE A% 40| A0{of gL " 20| =2 = ES FH|RIL T,

—

1=
[Rrigtal

Of Zteiof| Chat

AIAE0]| FC 70| g Z2 0] MAHS ALE 2 YBLICH AAHO) 2EE UTAUTA2 EE £ UTAUTA
OHE(7} Q= 29, oM EES TAFLICH = = 42| UTAIUTA2 EES &0} 2 AELIC

() =a2e mEoeoiy of My B YistR,
|

1. A[AHQ RE FC 3 AHXIE HER S o{HE{0] CHet EE EAIZLICE

system node hardware unified-connect show

0

2. l LE°| FC MFE

3. Qo mzat .= 49| FC XEE SHYLICH

12l = =0l M O ol 24X et 2 at B w gLt

rd

c BRI EE

i

T2 Ut H

system node hardware unified-connect modify -type \| -t target -adapter
port name

° O|L|A|OfIO|E| ZEE mZ Iz Us}a{H:
system node unified-connect modify type \| -t initiator -adapter port name
-type FC4 99, E}ZU = O|L|A|0|O|E{RILICE.

4. O3 BE S Yot £33 HESI MZR2 43S =t a.
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map_ports_node2_node4.html
map_ports_node2_node4.html
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map_ports_node2_node4.html
map_ports_node2_node4.html
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map_ports_node2_node4.html
map_ports_node2_node4.html

M =9 7|2 FC MHO0|... J2H,..

Hell EEO0M X e 29t 2 IO EHA
SLLct

el =0l M et L EQL CHELICE 2 7IChStep6 .

halt
7. HEg Yot 2 2 2td TETE|M AARO0| ZX|E W7HX| 7|Ch2[HAL.
8. HE 2td TELEO|M CIZ BHES Y23t node4S FEHLICE

boot ontap
9. O3 el B 5tLE s™stAR.

O UTA/UTA2 ZEE =folstn 2 MeL|CH = E 40| UTA/UTA2A 7tE EE= UTA/UTA2

L C 49| UTA/UTA2 ZEE &QIstn rAEL|Ct

LE 40| 225 UTA/UTA2 ZE = UTA/UTA2A FLETH Q= & J2|0|= A|ARIS AFEY dhalof M2t TE
TME Eolstn TES LM6|{of stL|Ct

Al Etst7| Hof|

UTA/UTA2 ZEO| 2t2 SFP+ 2 E0| QI0{0f BhL|C}.

o| ZrAHof| cHaH

UTA/UTA2 ZEZ I{|0|E|E FC 2 E EE= UTA/UTA2A BEZ AAMSH 4 QIALICEH FC ZE= FC O|L|A|0f|O|E] &
I

FC EtZIE X|3IH, UTA/UTA2 REE ALE38HH SA| NIC % FCoE E2HE S X[t St 10GbE SFP+
OIE{m|0| A S Z RSt FC EfAUE X|EHL|Ct.

@ NetApp OHHIE AIZ0|A = UTA2 EHE AFE25I0{ CNARHE & IEE A xS £ QIELICEH 2Lt
CLIH|ME CNAZIE E0{E ALEEtLICE

UTA/UTA2 ZE= L2 #82 AFESH0] O{RIE L= HEER{ | AS + ASLICH

* UTAIUTA2 7tE S ZIEEC(Q SA0| FEH2H AEXIH @ET PersonalityS 7+43t7| I8l S 0
T ASLICH

* ZEESEQ B2 FEO UTAUTA2 7tE= 712 FC U HAHE[E[Z HISELICEH

* M ZHAEE2{9| 2HC UTA/UTA2 EE= AEXI7t At PersonalityS 71A45t7| 2fsl v Fof| 2ME|A&L|Ct

SHX|TH = E 49| UTA/UTA2 ZE AS stolstn T

rot

A2 wEY + At

@ QX &2 HEZ S0{7I2t= X|A|7t e of, 22 AE TETEN A O] MMo| HHS QEHGIM Q.
MetroCluster FC A|[AHIO| Q= AL UTA/UTA2 ZEE —_rl“OfE1 SX| 22| Z=0f Jo{of ghL|Ct,
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|

94

. H%H nodedOf| A ZE7} O{EH A E|0f

. $ixf SFP+ 2 E0| st=

sto

Q=%

OISIM|R.
system node hardware unified-connect show

g1 LXISHK| &

b
:70:I

AHO

ZHIE SFP+ 2EE2 g2

=2
=

O™ NetApp EHE XA

O| a2 A
= 48

UTA/UTA2 ZEJ} &5t

LIS & & StLE gL ct

CNA ZE J2{H. ..

Hot= IHE S EHSIX| OMAIL 2 0|= LT} 5CHA,

st TS 2T HolstuL THA| 501 EHA| 1277kK] AL
A AEIO| MZH C|AT T QT Data ONTAP 8.32 Mgl 0l AL

SO{ZLICt

boot ontap maint

L2 HES Y6t =S 2felst dd 8 elgfL|ot

ucadmin show

ChS =Y} 5 SILIE S8BiLict,

T4 B2 B2... J2{H...

UTA/UTA2A7IES| ZE
2HC UTAIUTA2 ZE

2 JCR8ErA
8EHAIE AUHF 2 L2
O{R4E{7t O|L|A0f|O|E| 2E0|11
storage disable adapter adapter name
CHY ZEQ| of”iEE |

24
o

AR F0| Hot= 8=t LX[SHX| QA2 Cf 2=

LS — -

H
o

gjo
mo

FOSHIAIL.

=32 AMELICt system node hardware unified-connect show
7tX| 2 Q=X AR E folgtL|Ct.

UTA/UTA2 ZE7J} 2210I9l AL

5tod

=HIE SFP+ 2EE WHSHYA L.

— .
= ucadmin show

=3}
o
od

1 2 O|SELICE 135

node4E 2EIst1 K|

OF O|SBHMIR.9EA| .

UTA/UTA2 ZEE 2I2{Ql0 = HetetL|Ct,

[

X 2| RE0M XIS 2 2l SEfZL E LT

=

=

Qo mfat 78S HE LI

ucadmin modify -m fc|cna -t initiator|target adapter name

° -m &4 ©ZE: FC EE= 10GbE UTA

x| CC =

° -t FC4 8

®

O[L|Al0f[O]E LIt

Hlo|Z= E2to|Eol=
gfLict.

FC O[LIAIO|O]E{ E AtESHOF 511 SAN 22t0|HE0 =

FC &S AHEdHOF



10. A2 MT C|AZT A= FR T2 HES L=gLich

boot ontap
. AAHI ME L2237} = 2 OS BES Yot
system node hardware unified-connect show
CtE oA £22 FC4 O1HE] "1b"e| RY0| 2 HAEUZSS LIEFHLICE initiator O{RHE] "2a"2} "2b"2)

BE7t 2 HAELC cna.

clusterl::> system node hardware unified-connect show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
f-a la fc initiator - = online
f-a 1b fc target = initiator online
f-a 2a fc target cna = online
f-a 2b fc target cna = online

4 entries were displayed.

12. 2t ZEOf Cisl CH2 B & StLHE Y2I6t0] EF2 ZES 2atelo= HetstL|C)
network fcp adapter modify -node node name -adapter adapter name -state up

13.  ZEO| A 0|22 HAEHLICE

LE 20| IEE L C 4= OfZIShL|C}

LE29 EE|H XIEJI LE

42| E0f| SHIEA 0B =|=X] =els{oF SILICt O]
5t L 47} 2 AE{Q CIE 1 A

=25
cdl %1 H0|E = HESRIS SUE - ABLICH
Al=ket| Ho|

Of HEof AMASHAH M =2 ZEO| CHet FEIt 0|0] RAo{of L. & HESHIAILR "HZE" Hardware
Universe_Ofl Cliet 23 0] MH9| SIFR0M FEE ALEELICEH

LE 49 AT EQ Y2 L= 49| S2[H HZ D LKA[olof 5tH, P0|=F ALt ol IP HES SH5H0F
gfLCt,

O =fe4oi| CHH

HE 432 L& 20| w2t oS = ASLICE



THA|
1. AQIX|7t @l= 2. E 2 AEQIX| &oldtH ChF HAIS +ASHIAIR.

a. o 4E

mjo

ngo= A'II-I'6'|-|_||:|-_
set -privilege advanced
b. ALX|7t Ql= 2 E S2{AEQIX| &tolgtL|Ct,

=

network options switchless-cluster show

i
mujn

o€ =4 LSt 25U

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: false/true

a. of| TTE ZTEES £H™BILICt cluster HEEIHAE EO|Ql:

network port modify -node node name -port port name -mtu 9000 -ipspace
Cluster

0| Of|H|0i M= "node2"0l] 22{AE ZE "e1b"E FIHL|CE.
network port modify -node node2 -port elb -ipspace Cluster -mtu 9000
b. 22{AE LIFE 2t LIFO|| CHal ot 14 A ZEZ Oro|a2j|o|MgtL|Ct.

network interface migrate -vserver vserver name -1if 1if name source-node
node2 -destination-node node2 -destination-port port name

DE Z2{AE| LIF7} 00| J3|0| ME| 1 S2{AE| EAI0] MHE|H S| AE{ 7t 0|l S0{7t0F BLCH,
c. ZRIAE| LIFS| & EES $HBLIC

network interface modify -vserver Cluster -1if 1if name —-home-port port name
d. ol O] LEE H|HELICE cluster EEZEIHAE TH[QL:

network port broadcast-domain remove-ports -ipspace Cluster -broadcast
-domain Cluster -ports nodeZ:port
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€. £ FEAELICt health =E2/= 54 AEH:

cluster show -node node2 -fields health

1%
ofA
Of
r
i
1
00|‘
ot
r
il

f. Faj|0|=5t= HA Mol Al S ONTAP M| 2} ChS =t

ONTAP H{7TO]... J{H...
9.8 ~9.11.1 Z2{AH LIF7} ZE 77000 A 41 SQIX| &olgtL|ct.

::> network connections listening show -vserver
Cluster

9.12.1 0|4 o CHAIE 2% 1 2 O|STLICt 3¢HA.

SAE ZEO|M A T8 ZE 77002 2= 22{AE Q| TS ofjofl EAIE CHE o &&= At LIt

Cluster::> network connections listening show -vserver Cluster

Vserver Name Interface Name:Local Port Protocol/Service

Node: NodeA

Cluster NodeA clusl:7700 TCP/ctlopcp
Cluster NodeA clus2:7700 TCP/ctlopcp
Node: NodeB

Cluster NodeB clusl:7700 TCP/ctlopcp
Cluster NodeB clus2:7700 TCP/ctlopcp

4 entries were displayed.
9. ZE 77000 A =41 CHZ[SHR| @b= 2 Z2{AH LIFO| CHslf LIFS] 22| AEfE 2 HEELICH down 2|10
LEA up:

:> net int modify -vserver Cluster -1if cluster-1if -status-admin down; net
int modify -vserver Cluster -1if cluster-1if -status-admin up

5tel THA|(f)E BH=ot0] 22{AE LIFZF ZE 77000 B3 SUX| gelgfL|Ct.
3. HIO|H LIFE SA8SH= 228 ZEQ| HEEIHAE TOjQl 2HS SHEL|CHL
a. ZE ZEO TE sy MEfE LIESL|Ct.
network port reachability show
b. 2t mEO||A ot 0| SHLHY T+ M S Masto] 225 ZE 3l VLAN EEQ| ¢iZ 7|58 =it
reachability repair -node node name -port port name

Ct2at 22 207t ol dELch 20 ety £= ns dESH YHRLICH
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Warning: Repairing port "node name:port" may cause it to move into a
different broadcast domain, which can cause LIFs to be re-homed away
from the port. Are you sure you want to continue? {y|n}:

C ONTAP7I S7E 2129 4 9l=%
ZEOf oigt ZFLIC

o

AEist = oF 18 MT J|CHELICH reachability repair OFX|2f

d. 22{AH9 RE HREIHAE ZofQl LIE:
network port broadcast-domain show

e. £ 7tsd =77t +8EH ONTAPE ZEE SHIE E2EHNAE ZH|QI0)| BiX|SH{ 10 A= gL|Ch 2Lt
EEO| TEH Its OF S oold £ gl 7|& EREIHAE TH[Q LX|SH| &= B2 ONTAPE 0|23t
ZEO| Cist M| HREFHAE THOIS HGBILICE R0 Mef M2 YEE BEEHAE EOelS AR -
AFLICE 2E FE& ZEJL AHH0|A OFe| 183 ZETVL & = USLICHL BEEEFHAE ZH[Q AH:
broadcast-domain delete -broadcast-domain broadcast domain

f QIEHO|A O 7S HESIT TR W2t FYY XES 7t = MAXFLICH

OIE{HO|A 18 ZEO| M

.|
[m

# ZE FIh
ifgrp add-port -node node name -ifgrp ifgrp port -port port name
QIEHO|A OF ZEOM A& ZE HA:
ifgrp remove-port -node node name -ifgrp ifgrp port -port port name
g- ZQ0f w2t VLAN ZES A5t ChA| gL Ch VLAN ZE AFH:
vlan delete -node node name -vlan-name vlan port

VLAN ZE M.

vlan create -node node name -vlan-name vlan port

@ Y0|Eot= A AR HIESRZ #4429 S&do| w2t 2= ZEJL HRot {X[of SHIZA|
HiX| 2 wi7tX| 5tel EHAl(a)E (g)2 BH=olioF & = ASLICE

4. N AHIO 2MHE VLANO| Gl= EQ 2 0|STL|CE 55 2 El VLANO| QIO™ [ 0| A =XHs}X| 4Lt CHE
HZCIHAE CHQIOZ 0|S& ZTEOA FAEAE M= VLANS EBHAIAIL.

a. WA= VLANS HEA|EL|Ct.
cluster controller-replacement network displaced-vlans show
b. WA|E VLANZ Hst= CHa ZER S|t

displaced-vlans restore -node node name -port port name -destination-port
destination port
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WHE ZE VLANO| 2| =X| EolstL|C},
cluster controller-replacement network displaced-vlans show

d. VLANS MAMEl S 18 N XSt HEEI|AE THQI0| A5 O 2 HYX|EIL|CH 2= VLANO| MESH
HEEIHAE TH|Qlof HX[ =} =X 2telgtL|Ct,

network port reachability show

ONTAP 9.852E ONTAPE HEQA ZTE TEH JI15H 25 X 0| ZEJI HEEIHAE |9l 7%01|
0|85tz 2R LIFS 8 ZEE XS £HBLICE LIFS 8 ZEE CHE LEE 0|Sot7 LT HEX| g2 ER
S LIF= CHAIE! LIFE BA|EILICH = ZTEJL G O|A =XHSHK| L7LI CIE L EZ YU X|El DH|= LIFQ =
ZEE SgLC

a 2 ZEJILE LEZ O|SZ/LE O 0] & EMSHA| 8= LIF EAl:
displaced-interface show

b. 2t LIFS| & ZEE 5S¢

—

gLt
displaced-interface restore -vserver vserver name -lif-name 1if name
C. RE LIF 8 ZEJI SEFEIJA=X| 2l
displaced-interface show
DE TEJ SHEA 2MED SHIE H2EIHAE EHQIY| FIHE|™M 7t network port reachability
show B2 9| £ 7t54 %:.*EHE 8o eL|Ct ok HEE 2= ZEO| CHol 3! MERE =2 HEAIZLICH no-

reachability 22|18 HZ0| gl= ZEQ| ZR 0| &= ZEJ| Ol CIE MEHE E06t= ZEJI Q= Z2 0
HFE OE L) MEHE SHELICE 3':._”4|.

6. 2 LIF7t SHIE EREIHAE THQI0)| £33 ZEOM 22X 2 ZtSoh=X| =tQlSfL|Ct.

a.

i

2|4 OH2El= LIF7E [A=X] elgh|ct.

network interface show -vserver vserver name -status-admin down
b. 2% FEHEI LIF7} QX StelotiAlR,

network interface show -vserver vserver name -status-oper down
c. CI2 & ZEE JIXIEE 2380} ot BE LIFE +FELIC

network interface modify -vserver vserver name -1if 1if name -home-port
home port

()  iscsILIFe 39 & ZES 23ete{ LIFS 22| A0 SXefof BLick
a. g ZEJt Ot LIF =[E2|7]:

network interface revert *
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JoH

F°|I'I

7f| _+F 72 NAS H|O|E]| LIFE E 30| ..E 4= 0[S0t == 42| SAN LIFE
FL|C

2
...
O
=]

iEZWHiE4§£E%W'QihfﬂWHiF4§i52W7ﬂHNEE
MERX|SHA™, 4R = E 30]| /= = E 27} 283 NAS HIO|E| LIFE =E 30|M LE 42
O|SHOF BfL|Ct. == 42| SAN LIFT QlsHof ghL|Ct,

Of ZfHofl 3
A LIFE ¥320|= ZXt S0l SAN LUNS| EZHIS X2[gfL|ct Ya2|0|= Soi| 22{AF E= MH[A HEE

?I8l SAN LIFS 0|SE 227t §ISLICE SAN LIFE A ZEO| IJHH'EI?{I ROH O|ZOHK| HELICE LE 45
2aloloz MG S | |F7} HAH RHESH=X| SHOISHL|C}.

=2o L T oo 1o

b
1. == 30|M AROHK| %2 DE NAS HIO[E| LIFE EAISIH £ =C 5 oiiol TS B2 Y2istn 5212
WHELIC,

network interface show -role data -curr-node node3 -is-home false

2. 22{AE{J} SAN LIFOf| sl 7= Q2™ o] EM0f| SAN LIF % 7|& 71 HEE J|ESL|CH " FAE”
LIS AtEE = ASLILH.

a. ..E 32| SAN LIFE LI5t 52313 ZAMLICE
network interface show -data-protocol fc*

AAHS T2 OfFIo SARSH Z21S ursteiCh

— _|
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clusterl::> net int show -data-protocol fc*

(network interface show)

Logical
Current Is
Vserver Interface
Port Home

svm2 clusterl

1b

la

la

1b
4 entries were displayed.

1lif svm2 clusterl 340

true

1if svm2 clusterl 398

true

1lif svm2 clusterl 691

true

1lif svm2 clusterl 925

true

CHS Ol A|=F FAFSH

=
=3

Status

Admin/Oper Address/Mask

up/up

up/up

up/up

up/up

20:

20:

20:

20:

02:

03:

01:

04:

Network

00:

00:

00:

00:

50:

50

50:

50:

56:00:

:56:00:

56:b0:

56:00:

Current

Node

39:99
clusterl-01

39:99
clusterl-02

39:99
clusterl-01

39:99
clusterl-02
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clusterl::> fcp adapter show -fields switch-port, fc-wwpn
(network fcp adapter show)

node adapter fc-wwpn switch-port

clusterl-01 Oa 50:0a2:09:82:9¢:13:38:00 ACME Switch:0
clusterl-01 O0Ob 50:0a:09:82:9¢:13:38:01 ACME Switch:1
clusterl-01 Oc 50:0a:09:82:9¢:13:38:02 ACME Switch:2
clusterl-01 0d 50:0a2:09:82:9¢:13:38:03 ACME Switch:3
clusterl-01 Qe 50:0a:09:82:9¢:13:38:04 ACME Switch:4
clusterl-01 Of 50:0a:09:82:9¢:13:38:05 ACME Switch:5
clusterl-01 1la 50:0a2:09:82:9¢:13:38:06 ACME Switch:6
clusterl-01 1b 50:0a:09:82:9¢:13:38:07 ACME Switch:7
clusterl-02 Oa 50:0a:09:82:9c:6c:36:00 ACME Switch:0
clusterl-02 O0b 50:0a:09:82:9¢c:6¢c:36:01 ACME Switch:1
clusterl-02 Oc 50:0a:09:82:9¢c:6c:36:02 ACME Switch:2
clusterl-02 0d 50:0a:09:82:9c:6c:36:03 ACME Switch:3
clusterl-02 Qe 50:0a:09:82:9c:6c:36:04 ACME Switch:4
clusterl-02 O0f 50:0a:09:82:9¢c:6c:36:05 ACME Switch:5
clusterl-02 1la 50:0a:09:82:9c:6c:36:06 ACME Switch:6
clusterl-02 1b 50:0a:09:82:9c:6c:36:07 ACME Switch:7

16 entries were displayed

=
QIHH[0|A O & == VLANO| 2 0|SEIL|C}4CHA
THE[0 JAASLICH
QIE{T|o|A OF £ VLANO| 4TAZ HHE| D 2 o|STHL|CE 5THA|,
THE[X] QUAELICH

4. [[man_lif_verify 4 Step3] Ch2 THAOf| 2} 2la == 30 = E 42 L E 20 YE QE{H0|A T2 L VLANO|
SAEIZI NAS H|0|E{ LIFE 25 Oto|8|o|MEtL|C}.

a.  QIEMOo|A OF2| node20i 0[O0 8 U= node30l| TAEE 2E LIFE E 42| ZEXE 00|12|0|M:
2} LIFO| chefl TS B2 B ¢ Y2iotol SUS LIEXT0IM LIFE SAE 4 AL,

o

network interface migrate -vserver vserver name -1if 1if name -destination
-node node4 -destination-port netport|ifgrp

b. Ol M LIFSl & ZE ¥ & EE $HYLICH5He| EHAl A 2} LIFO]| CHsl Chs BES 25t 9ixf LIFS
S ARSH=E ZE 3 Lo CH3lf CHEE "Lt

network interface modify -vserver vserver name -1if datalif name -home-node
node4 home-port netport|ifgrp

C. O|F0f| VLAN EEQ| node20l| &6l QE node3dl| SAEIEI BE LIFE = 49 XEZ
oro|azf|o|MefL|Ct. =& 40|A = 2} LIFO| CHol CHS E™ S of H 26t S HIERIF0| LIFE
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DAY &+ ASLICH

network interface migrate -vserver vserver name -1if datalif name
—-destination-node node4 -destination-port netport|ifgrp

Ol LIFS| & EE U & LSS £HBLICH 519 £ o 2t LIFO] CHel Che HS @lzisto] S18f LIFS
SAESlE TE 3 & Co| oo 1S A%ELICh

network interface modify -vserver vserver name -1if datalif name -home-node
node4 home-port netport|ifgrp

S At FEE B2 aE{E...
NAS 2t= 6| RE| MK OTIAM0EAIE U F I b= BfL|CH 11T RE
MHR] 1450
o 6THAIRE] 9THAIMIR] AL 0 EEILICH10EHA| BE 7EX| 1450
NAS % SAN 2% x| 2t 6THA| BE MR 14THA.
SAUZ0IM SLHX| 2 HI0[E ZEJL = 32 TS B S Y=ol H2EHAE ZHQlof| ZES

network port broadcast-domain add-ports -ipspace IPspace name -broadcast
-domain mgmt ports node:port

CH2 ool M= == "6280-1"2| ZLE "e0a"2} == "8060-1"2| ZE "e0i"E IPspacetiA EE2EIHAE T2
Zefof F7refLict 7= 2t

cluster::> network port broadcast-domain add-ports -ipspace Default
-broadcast-domain mgmt -ports 6280-1:e0a, 8060-1:e0i

Zb LIFOf| chal| CH2 EES ot H 4=dst0] 2k NAS H|O|E LIFE & 42 010|120 MetL|Ct,

network interface migrate -vserver vserver-name -1if datalif-name -destination
-node node4 -destination-port netport|ifgrp -home-node noded

- Cllo|&f oto|2f|o]d0] SetA| &l

network interface modify -vserver vserver name -1if datalif name -home-port

netport|ifgrp

2 LDE 39| YEIE ARAYLICH up LIS SHE Y6 ZE HERIR ZEE LGt oy E23
%.*?_'?:.*LIEL

I

o

network port show

CHE WA= of 282 B0 ELICt network port show HHS MASIH LB LIF7t 25 SX|E|H CHE LIFE
s SX|=7| = gL|ct
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cluster::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
node3
ala Default - up 1500 auto/1000
e0OM Default 172.17.178.19/24 up 1500 auto/100
ela Default = up 1500 auto/1000
ela-1 Default 172.17.178.19/24 up 1500 auto/1000
e0b Default - up 1500 auto/1000
ela Cluster Cluster up 9000 auto/10000
elb Cluster Cluster up 9000 auto/10000
node4
e0M Default 172.17.178.19/24 up 1500 auto/100
ela Default 172.17.178.19/24 up 1500 auto/1000
e0b Default - up 1500 auto/1000
ela Cluster Cluster up 9000 auto/10000
elb Cluster Cluster up 9000 auto/10000
12 entries were displayed.
10. 9| 30| @ Z2 network port show BE M =EOA ALEE £ 0 0™ 20| Y= HERZ =

Euwuut St9l Ef|2 etzstod o[ M WEYT EES AXBiLiCh

a. Chg B Ysiol nF At 452 YHYLIC
set -privilege advanced

b. 2} O|& Y|EY3 HEO| CHal ke HHS 3t etk

network port delete -node node name -port port name

c. Ct2 S YD admin &2 SOIZLICEH

. Ch3 ool HHAIE 2E5H0 SAN LIF7t . E 49| SHIE ZEO| U=X| ZelgtL|ct,

AABS CHS oixIot QA S22 sreksLiCt,

— _|
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cluster::> network interface show -data-protocol iscsi|fcp —-home-node

node4
Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
vsO0
ala up/down 10.63.0.53/24
ala true
datal up/up 10.63.0.50/18
elc true
radsl up/up 10.63.0.51/18
ela true
rads?2 up/down 10.63.0.52/24
elb true
vsl
1if1 up/up 172.17.176.120/24
elc true
1if2 up/up 172.17.176.121/24

b. Mf 7t St=X| =HRIBtL|CE adapter X switch- port o 3 2 H|Wst 40
A5 HHES MATL

adapter show 2 RIFAIEQ 7|t M| 214 HE

L C 49 M2 SAN LIF M8 ES LIEgstL|Ct,

fcp adapter show -fields switch-port, fc-wwpn

AAR2 CHS O A|et fAFSH £E215 ghetgfL|ct.

Current

Node

noded

nodei

noded

noded

noded

nodei

| SHHEX| =helgt
|k 2EHA.

L|C} fcp
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clusterl::> fcp adapter show -fields

(network fcp adapter show)

node

clusterl-01
clusterl-01
clusterl-01
clusterl-01
clusterl-01
clusterl-01
clusterl-01
clusterl-01
clusterl-02
clusterl-02
clusterl-02
clusterl-02
clusterl-02
clusterl-02
clusterl-02
clusterl-02

@ M 42| SAN LIF7} OF% &
A|AEIO| =

adapter

Oa
0b
Oc
0d
Oe
0f
la
1b
Oa
0b
Oc
0d
Oe
0f
la
1b

ECIE A 9)
=T MHd

fc-wwpn

09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:
09:82:9c:

50:
50:
50:
50:
50:
50:
50:
50:
50:
50:

50

50:
50:
50:
50:
50:
16 entries were displayed

Oa:
Oa:
Oa:
Oa:
Oa:
Oa:
Oa:
Oa:
Oa:
Oa:
:0a:
Oa:
Oa:
Oa:
Oa:
Oa:

S

LIFE E 49| MHot ZEZ o|FgLCt.

i. LIF &EfE otz

2FgHCt

= O-E off 81

switch-port, fc-wwpn

C. ..E 40| SAN LIF EE= SAN LIF 80| - E 20| gl= ZEo

o) I
E

switch-port

:00 ACME
:01 ACME
:02 ACME
:03 ACME
:04 ACME
:05 ACME
:06 ACME
:07 ACME
:00 ACME
:01 ACME
:02 ACME
:03 ACME
:04 ACME
:05 ACME
:06 ACME
:07 ACME

Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:
Switch:

~ o O W N PO J o0 O b W NP O

network interface modify -vserver vserver name -1if 1if name -status

—admin down

. ZE NEO|A LIFE H|AHEL|CT.

portset remove -vserver vserver name -portset portset name -port-name

port name

network interface modify -1if 1if name -home-port new home port

= =XHSHX| 2

AL ERE T I EO| Qe RELIFE M ZEZ 0|5

network interface modify {-home-port port on nodeZ -home-node nodeZ2

-role data}

—-home-port new home port on node4



* ZE M|EO0]| LIFE CHA| =71t C

portset add -vserver vserver name -portset portset name -port-name
port name

@ SAN LIFE g2} ZEQ} Est 213

I

TE JHXl ZEZ 0| Ssl{oF ZL|Ct.

12. BE LIFQ| ME|E 2 $FBILICH up [2HA LIFE CHS HHS Uoto] Co|M E2LS 585tn Ml 2
SIAL|CH
M- .

network interface modify -vserver vserver name -home-port port name -home-node
node4 1if 1if name -status-admin up

13. SAN LIF7} SHIE ZEZ O|SE|ACH LIFS| HEf7t QIX| &letL|C up & L E & StLI0M CtS ES
HE HASHo,

14. [[man_lif_verify 4 Step13] LIF7} Ct2El AL LIFS
B Qladst|C}.

e
m
0z
u
(i
Hu
19
-
Iul
c

o]

finl
ojo
08
o
o
N
—
M
=2
)
St
rot

network interface modify -vserver vserver name -1if 1if name -status-admin up

2|3 A|E: NAS H|O|E] LIFE L 4Z 0|S6}7| Mo 7|28 ALEQIL|C}

SAN LIFE E 30X LE 42 0|5t £ 71H0| SHIEX| &Qlst2{H LIS YIAEE
Ar235t0] £ 7|26HH EILICH adapter Y switch-port ZF LIFO|| CHEF M EQIL|Ct

LIFE 7|E2L|Ct adapter @ ME network interface show -data-protocol fc* BH E&HE 2
HZESHMAL switch-port @ ME fcp adapter show -fields switch-port, fc-wwpn = 32 HH
=240/ |C}

=2=d .

L C 429| Ot0|a0|ME &=t Z LIFE 7|SEL | Ct adapter ¥ switch-port = 49| LIFO|| CHst HEHE
oISt 2t LIF7L AL st ol AZ =0 J}=X| RIRLICH switch-port.

L3 4

LIF adapter switch-port LIF adapter switch-port
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L 27t Ot OHOZ|AIO|EE LE 30N 'E 4= XHHHX|EL|CH

LLE 29| H|RE O J2[H|0|EE L& 322 XHiX|ot = L& 30|M E 42 X{O|S3HO}
gfLict.

|

1. [[man_relocate_3_4_Step1] & ZHEE2| & StLIOIA CtS EES =stn =2 HAISIO MuiX|e HIRE
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