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clusterl::> storage aggregate modify -aggregate aggrl -is-inactive
-data-reporting-enabled true
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clusterl::> volume show -fields performance-tier-inactive-user-
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vserver volume performance-tier-inactive-user-data performance-tier-
inactive-user-data-percent

vsiml volO OB 0%
vsl vslrvl OB 0%
vsl vvl 10.34MB 0%
vsl vv2 10.38MB 0%
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clusterl::*> volume create -vserver myVS -aggregate myFabricPool

-volume myvoll -tiering-policy auto -tiering-minimum-cooling-days 45
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set -privilege advanced
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volume modify -volume <volume name> -aggressive-readahead-mode none
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volume modify -volume voll -aggressive-readahead-mode none
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set -privilege advanced
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volume show -fields aggressive-readahead-mode
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volume create [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel>
[, <key2=value2>,<key3=value3>, <keyd=valued> ]
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vol create -volume fp volumel -vserver vs(O -tiering-object-tags
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volume modify [ -vserver <vserver name> |
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CI2 o|X|= FabricPoolo]| CHet

clusterl::> storage

MyFabricPool

Capacity: -

Percentage: -

Size: -

Efficiency: -

Percentage:

Size: -

Percentage:

Capacity: -

Percentage:

clusterl::> storage

S

SUAEE 8

i

H HEE BAIots YEE E0FELIC.

aggregate show-space -instance
Aggregate: MyFabricPool

Aggregate Display Name:

Total Object Store Logical Referenced

Object Store Logical Referenced Capacity

Object Store'
Object Store Space Saved by Storage
Object Store Space Saved by Storage Efficiency
Total Logical Used
Logical Used
Logical Unreferenced

Logical Unreferenced

aggregate show -instance
Aggregate: MyFabricPool

Composite: true
Capacity Tier Used Size:
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clusterl::> volume show-footprint

Vserver : vsl

Volume : rootvol

Feature Used Used%
Volume Footprint KB %
Volume Guarantee MB %
Flexible Volume Metadata KB %
Delayed Frees KB %
Total Footprint MB %

Vserver : vsl
Volume : vol

Feature Used Used%
Volume Footprint KB %
Footprint in Performance Tier KB %
Footprint in AmazonOl KB %
Flexible Volume Metadata MB %
Delayed Frees KB %
Total Footprint MB %
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clusterl::> volume modify -vserver vsl -volume myvol
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volume create -volume <volume name> -vserver <vserver name> - tiering-

policy <policy name> -cloud-retrieval-policy
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storage aggregate object-store modify -aggregate <name> -object-store
-name <name> -unreclaimed-space-threshold <%> (0%-99%)
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-policy none -cloud-retrieval-policy promote
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volume modify -vserver <vserver-name> -volume <volume-name> -tiering
-policy snapshot-only cloud-retrieval-policy promote
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&HH volume 'object-store'

volume object-store tiering show [

I

[[-volume]

-vserver <vserver name> | *Vserver
<volume name>]
*Volume DSID

[ —aggregate <aggregate name> ]

*Volume [
-dsid <integer> ]

-instance |

-node <nodename> ]
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-fields <fieldname>,

*Node Name [

*Aggregate Name

volume object-store tiering show vl -instance

Vserver:

Volume:

Node Name:

Volume DSID:

Aggregate Name:

State:

Previous Run Status:

Aborted Exception Status:

Time Scanner Last Finished:

Scanner Percent Complete:

Scanner Current VBN:

Scanner Max VBNs:

Time Waiting Scan will be scheduled:
Tiering Policy:

Estimated Space Needed for Promotion:
Time Scan Started:
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ready

completed

Mon Jan 13 20:27:30 2020
snapshot-only

Estimated Time Remaining for scan to complete: -

Cloud Retrieve Policy:
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volume object-store tiering trigger [

Name [-volume] <volume name> *Volume Name
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-vserver <vserver name> ]
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