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Welcome to node setup.

L A% OPEAE 2E0IM AZFEILICE

You can enter the following commands at any time:

"help" or "?" - if you want to
"back" - if you want to change
"exit" or "quit" - if you want

Any changes you made before

To accept a default or omit a question,

Enter the node management interface port
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3. admin AF2X} 0|22 ARSI admin A™| 22

4. 2 AE 2F OPYALS AlIFfeiLICH

have a question clarified,
previously answered questions,
to quit the setup wizard.
quitting will be saved.

do not enter a value.

[eOM] :

T EJt LtEHELICE

8L exit "ONTAP HZ EHZQIL|ICHS AXTSHAAIL.

MAE 2tz oot

and
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:> cluster setup

Welcome to the cluster setup wizard.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a gquestion, do not enter a value....

Use your web browser to complete cluster setup by accessing
https://<node mgmt or eOM IP address>

Otherwise, press Enter to complete cluster setup using the
command line interface:
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HIAIX|ZF FA|=|H " * join * 'S FHYLIC

—_

Do you want to create a new cluster or join an existing cluster?
{create, join}:

join

M =E0M A3 21 ONTAP HZTO| 7|1&E SHAEOM M3 Sl BTt CIEH A|ARI0| 2R E E LT}
System checks Error: Cluster join operation cannot be performed at this time.
Ol MMMl SAIULICEH A&6HH cluster add-node -allow-mixed-version-join true

-cluster-ips <IP address> -node-names <new node name> BZ{AK2| 7|& L E0||A advanced
ot +F0 M HHE YA,
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set -privilege advanced

2. 2HAEO|M epsilonS 77 =EE AlHSHMAIR.

cluster show

CHS o0l "node0"2 $ixl epsilons E RSt U&LICH

Node Health Eligibility Epsilon
node0 true true true
nodel true true false
node?2 true true false
node3 true true false

3. HHSIHE =7} epsilong EQSID Y= ELR:
=
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cluster modify -node <name of node to be removed> -epsilon false
b. HM78tX| %S = EZ epsilonS 0|SEL|CE.

cluster modify -node <node name> -epsilon true
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cluster remove-node -node
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cluster remove-node -cluster ip
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Service Processor Infrastructure(S pi) & MH[A= 7|2X O = 2HM3tE|0] & HEtR X7}
SHAHO J= LEQ 20, F0{ HX 5! MIB I HMAS £~ JEE TIL|CH ET}
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network interface show BE2 S2{AH0| Y= 2= LIFS| MEHE EAIEL|CE
Off CHSt XtM|Bt LI 2 network interface show "ONTAP H&E EZXQL|ICHE AERSHMAIQ.

* O AM[ASHH 2H AMER AFS AHEMOF LICE spi & ME|A, =0l AFERE A F2 K& = X| g5 .

LS

* MEX AIF LHS0| 8= 2 admin HE(HAMA ETH0] UAZ) spi 7IEHQZ B MH|A)9] F AMM|A K[0]
ol HM|A HSHo| RO =00 LIt spi B AH[A.

'vserver services web access show' HH 2 {H 0| O{™ & AH| A0 CHEE AM[A HBHO| B E|0] Q=X]

EHELICH

* AFEOHK| @f= R admin AFEAM AIF(THS S Z&E) http 72X 2 AM|A UH)S A5 ALEX}
AEE ChSat 20| 28O0k UL hetp H2 WY

'HOt 201 HA|' BH2 ALEXE A™ | HM[A 51 201 gt} oM A KMo FS EAISLICE
Ofl CHSt XEMISH LIS security login show "ONTAP EE A ZQILICH'S HZTSHUAIL.
© HOL HMAE QI HTTPSE A5 SSLE EM3tstl CIX|E Q1B M E MX[sH{of BfL|Ct.

'system services web show' BH2 SHAEH £=Z0|M & TEEE AT L4 S HAIRLICL

O =fe4oi| CHH

7|12HQ 2 'spi' @ AMH[AT} EEotE[0] JAOMH MH|AS +FO= H|IE Yt

= L|Ct('vserver services web
modify -vserver * -name spi -enabled false').

OF admin SO CHeE HAA 2oto] ROELIT spi 7[2HQ2 ¢ MH|A0|H HHAE S22 H[E Yot
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o "https://cluster-mgmt-LIF/spi/’
So{AE 22| LIFQ IP F4= 22{AH 22| LIFS| IP FALL|CH
2. HERXO|A HIAXIZF BAIZH AFSK A 2 AT E A=ptLct
AHo| ABEH HetX = S2{AHW s 2 ==9| Ymroot/etc/log/, '/mroot/etc/crash/' X /mroot/etc/mib/

Cl2E2|of CHEt A3 E FA|EL|CE.

ONTAP - E2| A|AHI 20| MM ATHL|CE
-

R OF s 22 SFZ IEDEQ 27t U= B9 AAB Z&(_serial console_O[2f11 T
the S AT HMATH 4= JAELICEH =E9| SP EE= S2{AE0| i SSH HZEZHE =9
A AR ZE0]| HM| AL 4= ASL|CH

of zteioi| chsf
SP9} ONTAPE B& AIAR| 220 HNAT 4 9l HHS HZBLICL I21Lt SPUIAIE Xl S| AAH
S02 AN AT & HLICE S2AAE(M S2AEQ| T2 E(22 =E HQ))o| AAY 220 ANAT 4

M H

oIA|_| |:|..
EHA|
1. LEO| A|AHI 240 HMATIL|CE

ol e AL, O] HHS UHSIUAIL
L-C9| SP CLILICE N ES
ONTAP CLIZ :=X3IAA|Q A|AE L E AlSH B4

2. N AHI Z&0f 2O0I%t2t= HIA|X|Z7F EA|E|H 23218t |Ct

3. NAHI 2E£2 ZSZHHH Ctrl-DE FELICtH

A AR 2E0| A M| A5H= of

CHS Of|F|= 'S node2' ZE X E0]| M 'system console' BHO{E Q2dst ZulE HO{ELCL A|AH 20| £El 3
OTEITEN A node27t HE= HOZ EA|ELICH EE ONTAPZ EEISt2HH 240X boot_ontap HHS
=gl O™ CHS Cr+DE &8 242 S &5t SPE SofZL|Ct,



SP node2> system console
Type Ctrl-D to exit.

LOADER>
LOADER> boot ontap

KAKAAAAAAAAAAAAA A kA Ak khkhkhkhkhkhkhkkkk%k
* *
* Press Ctrl-C for Boot Menu. *
* *

AkAhkkhkkhkhkkhkhkhk kA hkkh Ak rhkkhhkhkhkrkhkkxhkhkxhkx%

>
>

o
M
Muf>
mjo
O

Zot2H Ctr+DE F=ELICt)

Connection to 123.12.123.12 closed.
SP node2>

Efo Ol M= ONTAPO|A] System node run- -console BES Y&
S0f| HMASH= BE 20 FLICH 250{|A boot_ontap %:'%i
crg Ctr-DE =28 222 Z 231 ONTAPZ SofziL|Ct.

ZEoE0 Qs node29] AlAH

0 ——

ode2Z ONTAPE HEISHL|CH a2

s Oﬁ

| 2t
0|24 3}04

mm

clusterl::> system node run-console -node node?2

Pressing Ctrl-D will end this session and any further sessions you might
open on top of this session.

Type Ctrl-D to exit.

LOADER>
LOADER> boot ontap

KAKRKkANRAk AR Ak AN A A I ARk A XA XAk A XAk k%%
* *
* Press Ctrl-C for Boot Menu. *
* *

LR IR I e i b dh b b b b 2h b b db b b db b dh I b db b dh b b

>
>

o
M
Muf>
mjo
OB

Z5t2{™ Ctrl+DE F+ELICt)

Connection to 123.12.123.12 closed.
clusterl::>
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o 2E SEES CIZ2 012|H0|ERZ 0|SE 4= JUSLICt S EXSHA|L [relocate-root].
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* A|A®l - E run-node_nodename *'
'nodename'2 FE 28 372 L5t = L E2| 0|EQLILCL
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oA ME O{EAE *

FE 252 "vol status" B &3 2| "Options" E0l "root"2t= TH{ 7} EA|EIL|CE.

CHS WM = RE 280] "vol0" I L|CY.

nodel*> vol status

Volume State Status Options
vol0 online raid dp, flex root, nvfail=on
64-bit

a. RE 258 AN HAL

snap list root vol name

2ZE 222 M of32|H0|EZ XHHYX|

FE uH Bxt= 23 ST 0| odxif FE 0 22|A[0|ES LHE C|A3 MEZ 0to| 32| 0| MgfL|C}.

FE ZES MufX[stH AEE|X| HY 2t 7t 2dStE|0f QI0{0F BfL|CE. 'storage failover modify
-node_nodename_ -enable true' BHE AFESI0] H|YLHE E Mot o+ JSL|CH

CHS AILIZ[0M £ E 82| fIXIE M O22|AH[0|EZ HEAE 5= JASFLICH
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* -RAID-9H *
ZE 0§12|#0|E9| RAID R XIFBILIC 7|23t "RAID-DP'YLICE
3. 2pe) FI Alg DLER:

| o

" job show-id_jobid_-instance™
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2RISR LA ELICH
CHA|
1. 2 AE{0]| 47 O|Ate| L EJ} TEtEl AR AHEEIE - =0f| epsilon0| X EHE|X| H=X| &0
a Hot+ES 1502 MFYL|CE
' * set-Privilege advanced *'
b. O =0 epsilonZt Y=X| EQlBtL|CE.
CEEAE A
CS olo[A= "node1"d| epsilon O] ASS E{ FLIC}
clusterl::*> cluster show
Node Health Eligibility Epsilon
nodel true true true
node?2 true true false
node3 true true false
node4 true true false
4 entries were displayed.
a. MR- E =0 epsilont A= B L E0i|A epsilonS M| EL|C.
' * cluster modify -node_node_name_-epsilon FALSE *'
b. epsilon2 A& 7tS &= CHE =0 2L Ct.
' * cluster modify -node_node_name_-epsilon TRUE *'
c. TE|X} Ht 3|z SofzL|Ct.
' * set-privilege admin *'
2. LEE MEEISHHH 'system node reboot’ HHE AHREILICH

OISHL|C}.

S Zx|0lAM

-skip-lif-migration' Oi7 HE X|HSIX| QO™ MLEISH| Hoj| H[O|E ! SHAH 22| LIFECHE LEZ

S7|A o= Oto|a2|o| MEtLICE. LIF Ufollﬂilolﬁol ATHSEALE AlZHO]

ONTAPO| LIF Ot0|12|0| M MIHE LtEtLH = RF Tt EA|EILICE

CEVHHREE Z2NAS AFYLICH MR Z2MAT /AR EAUZ S LIEIL = ONTAP 2101 &

E0E|H HEE TENATF BEHE D

clusterl::> system node reboot -node nodel -reason "software upgrade"

LIEFEFLICE.
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. 'system node halt' 2 A25}0]

AEE[X] Al A

ONTAPS| oixff 22| XIL|C}
HE| ZX|9] ONTAP 7|2 0|0 X|

FE EX[2] ONTAP i o|0|X|

Oft O[O|X|E ALESHOF HX| # 2E Z

LE

fufn
O

ZELICE
- E7h SEBHX| oL X2
cHA

1. S2{AE{0f 47 Ol 42| =T} Tt

a ot +ZFS 4 2

' * set-Privilege advanced *'

E0|AX ONTAPE &

ZEO|M M ~E|=

|>

522 ALt

Sl

L= ONTAPQ| iR El2[= 5 HElg = ASLICY.

E2X[ AA™ ZETEOM RE 2d TEIE| MAARL|CH,
7t EAIELICH

PO
o 20| R Sy EDE

HOo
oT

BHEAILEX 8

M QA

=

32 52 =cof

b. Ot = =0j| epsilonZt RL=X| ZHolstL|LCt,

CEEAH 4

boot_primaryS ME{giL|Ct

boot_backup®&!L|C}

A0|M boot ONTAPS AFE23HOf EHL|CE,

2 30| YRS FROITE ohfots F2 CE BB

epsilon0| EBHE|X| O4=X| SOIFLICE,

CtE oA = "node1™d| epsilon 0] 2SS E0| FLIC}

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true true
node?2 true true false
node3 true true false
node4 true true false

4 entries were displayed.
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a. ZEY =0 epsilonZ} Y2H L E0f| M epsilonS MZAELICE.
' * cluster modify -node_node_name_-epsilon FALSE *'

b. epsilong A& 7t &= CHE =0 2egtL|ct.
" * cluster modify -node_node_name_-epsilon TRUE *'

c. e|x} #et = SorL|Ct.
' * set-privilege admin *'

2. 'system node halt' HHOE A5t L EE S=3tCt
-skip-lif-migration' 047 H~E X|HSHX| o™ HH
S7|Al0= Oto| 2|0 MEHL|C. LIF 040|120 M0| AIHSIALE AZH0| ATHE|H B2 TRH AT STt
ONTAPO|| LIF OF0|Z12{|0]d ATHE LIEIH= F 7t EA[ELIC.

“dump' 07 HEE BE ALESIH S22 30 HIE 3522 E2|Ae = AFUCHL

CHS ool M= StER0] | X 2E ?I8ll "node1™0|2t= =5 S=2ELC

clusterl::> system node halt -node nodel -reason 'hardware maintenance'

HEl H'7E AI2510{ ONTAP =5 2t2|gh|Ct

L ot LEo| 1 EXIE s &8sk, admin = E X ,
X7|estn, L E S METSH, L E Y FEE B2 K2 =/ = J}SLICH
HA 40| £ A2 £0l HLQ "SAS = NVMe E2I0|E(SED, NSE, FIPS) =3}, st=9| X|:lg
@ 2fof etL|Ct "FIPS E2I0|H = SEDE B3 E|X| b= REE E|S2|= ZSYULICH A|ARIES
ZE719tst7| Hofl HA Y LHe| 2= E2I0|E(RE &M 4 = 9) O|HA| 5IX| gtg 2 EE2I0|EE 8%

HEe R L= H|O|E 40| Lleh = AFLICH

ChA|
1. L EE MEEISI A|AH TE T E0f|A 'system node reboot' HHE ARSI BE! H|&70i| A M| ATHL|CE,

LEJ HEE T2 MAZ A|ZFSHL|CE
2. HEE Z2AMA S0 HAIXI7t EAE|H Cirl-CE =21 & HRE EAILICH

2 ool et ChE 40| L =0f| EA[ELIC.
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Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.

Reboot node.

Configure Advanced Drive Partitioning.

) Set onboard key management recovery secrets.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7)
(8)
(9)
(10
(1

1) Configure node for external key management.

Selection (1-11)7?

2 E T SM(2) fetc/rc 10| RE2 ALBE|X| ROMH AR &S FX| SLICH
3. s HS E U=sto] CHE M T StLHE MERLICt
CHA MEY
Ha RO EE AL 2ETLICE 1) ™A RE
"admin" A™ 2=0|7|E ot LEQ|  3) Yz HEF
ASE HELICH

Agg

AOH

@Ei

O| CIATE X7|o6tn LEQ|  PHE HASHN RE CIAIE R[5 Ct
SES Yot
@ ol HiF M2 LE C|ATS ZE HO|HE X1 LE
THE ST £ 7|2 HEO = THEN™BILICE,
T E7F 2HAHUM MAZU}LD CHE SHAEHO| U= X| ¢t
Z20)2t 0| HliF =S MEHSHUAIL.
R = Q8 ClAT HOJ Qs LB A2 R C|AZTS RE
=50| £7|gtEL|Ct LHE I:l*:I A7t ‘31'.: 4R, 8 ClA3Q RE
EE0| x7|gtEL|Ct
X7|3tst = =0 FE O[0|E DIE|M'ES /ot CIATI U= B2,
L EE X7|915t7| Moj| CIASE THE|MJSHX| okotof SfL|CH & ZE: * 9)
15 E2t0|E TE[MY #4 * 8 "C|A =T 8l 0f 2| A[0|E e,
regate % C|A3 OXIE—r Igs |X e 2E 24
HSE0 XHM|st Aggregate & C|A 3
£ g&Lct 'halt' O Z 0|25t0] Maintenance ModeZS Z=Z$ICt.
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CHAL.. Met

LEO RE ZF0AM PC 6) M Ao SEHAIE OO ELIC
CompactFlash 7tE2t Z2 £&
K2 7 EE FSLC ONTAPE= €8 LE 74 HEE 28 FX|of MEefL|ct ==t

T ElE| 2 2El Clufo| A0 HEUt Eo| 2E 20| (502
OISl |T SE| FK|7F A A HLE DABHO} SH F2 O] Ul B4
Agoto] oo ZE 2E0IM BE FAZ 74 FEE 2Usio}
'c'>'|-|_||:|-

= .

LEO| M AZEQHE SRIFLITE M AZEROE HA AXIFLC

F& ZX|2 ONTAP £ ZER0{0f| RE =EO ArET AE2[X| B{E 0|
K| o] ZREX| 42 F 2, O M7 FHS ALE0I0] 2AEE|X|
EE A[Hol= 2TEY 0 TS 1 =20 ZxX[ 4 AL

Ol HiF SM2 RE 2EO0| EX[=|X| %2 ==0f 2|4 HTS ONTAP

Z20{2F AP EILICL. ONTAPSE
F SMHE A2t

LCE MR 8) == MR LIt

HE Cj239| oiE|M S ofiFIstLl siE 9) na =2t0|E ME[MdS g gLt
27 EE MASHALE FES2

Yoot HA| E= EHE L2322 13 E210|2 2Y §M2 RE H|0|H E= RE H0|H-H0|H 22S
AA”S E7(steti|Ct floll g E C|A30) Chet =71 22| 7|52 MLt #8 &4

(9a) Unpartition all disks and remove their
ownership information.

(9b) Clean configuration and initialize
system with partitioned disks.

(9c) Clean configuration and initialize
system with whole disks.

(9d) Reboot the node.

(9e) Return to main boot menu.

ONTAP 22 AH0| = =9 Ed= LI

22| AE{0 Qs SLt 0|40] == SX(0l: 0|5, ARXH, 91X, BY S, U 3, C M
A |:|.
[=]

AZH AEf 3 SHAEY 2 1HH)2 = 5 USL
EHA|
1. EY LCO| &M = S2AF RE 50 Che $42 EAISHH 'system node show' HHES AFSEILILCE.



CtZ ORI M= node10fl THEE REM|SE YEE EAIRLICE

clusterl::> system node show -node nodel
Node: nodel
Owner: Eng IT
Location: Lab 5
Model: model number
Serial Number: 12345678
Asset Tag: -
Uptime: 23 days 04:42
NVRAM System ID: 118051205
System ID: 0118051205
Vendor: NetApp
Health: true
Eligibility: true
Differentiated Services: false
All-Flash Optimized: true
Capacity Optimized: false
QLC Optimized: false
All-Flash Select Optimized: false
SAS2/SAS3 Mixed Stack Support: none

ONTAP =9 EMHZ ™SIt

2o met LEo| E4E T &+ ALt 3 = A= Sd0= =29 28K FE,
K| ME, Xtk E T B S AEO]| EFHo{e Xt2o| ZehEL|Ct.

system node modify == cluster modify B3 2| “—eligibility' 017 H+E AFESHH g
USLICE =E9| 7517—".’82 "false"E MAESIH SHAHO|AM =7t HZMStEILICE

_|; rlo

ZZ0M =E XtA

= =8¢
A8 == - = 8

i M 28l EE E B B4 Y 59 Z2E Aot mEe| HAYS false' 2 HHK]
EOtOF LI L= =0 CHEH SAN S NAS H|O|E °#A1I £ =Bt 8N JEjd i Y EE &
0I¢L||:|.
A H .

1. 'system node modify' 3&E At5t0{ =2 EME +MTLICH

StH ""node1™ EQ| EMO| £H™EILICH LE ALK "Joe Smith™ 2 AR |10 XpAFE T

il
o?:*



clusterl::> system node modify -node nodel -owner "Joe Smith" -assettag
jsl1234

i

e

CUAAH LE A

° "EI.E.IAE_I Ax-]u

ONTAP =-E=29| 0|EZ dHl&L|C}

Heo a2t L= 0|§2 HEAY = AGLICH
CHA|
1. .= 0|22 HI2{™ 'system node rename' EHO{E AtE3ICE,
‘-newname 07} W= LEO| A O|EZ2 XIFLLICH. of CHSE XiM[eh LHES “system
node rename  link:https://docs.netapp.com/us-en/ontap-cli/system-node-
rename.html ["ONTAP B EZEQILICI"~ 18 HXSIMAL.
SHAEON o2 LL=2| 0| S HHE{H 2f LLE0of| CHs BHE S JHEX o= MAsHof gfL|Ct.

() =S olE2 257t A2 oo 0]S017| HE ZE(al) 4 it

I:I_% %:'EC':J% |6'OH-6-|_D:| EI:E ||llnode1u||o| OlEOl ||un0de1aun§ I:E?:):'Ebll L_Il:l_

clusterl::> system node rename -node nodel -newname nodela

Ctel L = ONTAP 2 AHE 22|t Ct

Tl LT AR E S AW L oA A¥E|E S2{AEQ S48 PHALICH T LT
S AEE 0|F%tE M36HK| g7 20| HEE|X| gk&L|Ct = =7} O =™ O|o|H

CHN| AT} &ALEILICY,

LHZ2EY 3 FEH 23S ?l6] 22 2HE Fdot= A0

ZELICH 7FEE(HA )"

el L= S AHE A Yot L YO20|E5t T MENSHE B LS

>~

00t

t

foi| .2[sHoF BtLct.

40

* RE =5 Y2ots HE L= SHAHOM X[HE[X] §ELICH
* B EE SHAHE MK = L EE M stE 2R E21AH ZEE H|O|H ZEZ ol O3 H|0[H

=
ZEO| HI0|E LIFE H-g5t0] C|O|Ef ECHE S MH|ASIER S AH ZES £Fol{0fF FLICH
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UBLICH SAEO|M HE

CHU LLE 2 iSCSI SAN SAEE /46 = gt

iSCSI SAN 2 AEE T = 20| 2H HESI7LE oLt 0] o] IP A(X[E S3ll HESHES
- E= ALX[of CHet K21 iSCSI HZE S 7HE = UAELICL

A A G s 2y
T HZE B s TH0IME SiLE 0|4 SAET} 0| XY HZELICH

ATEL 0 BX| F0| 74 WL hAH2 KW 4+ YALICH BT T ONTAP HYS

__rl.

Host 2
Host 1 Host 3 Haost 1 Host 2
Host N ; ‘_ - T - . ‘_
S A

Controller 1 Contraller 1 Controller 1

Ef3 Y L= FY0M= BtLte] A{X| S StLt 0|49 S AEO| AZARLIC T
2| S=EIX| SLIC.

[ =]

Host 1 Host 2 Host M

| —

_ Ethernet
h- capahble
‘ switch
[——
ela
n elb
Controller 1
C}5 HEYS ¢ =& 2

CHE UIERT B C HOIAS 5 7 0142] A9IXI7H EHY =E8 SfLt 0|4e] SAEO|

3 &
olg] 7Hel AR 2t SAEE Windows = Linux@t 22 CHE 29F M2 e £
= AL gﬁéoﬂkl ALUAE 2d3tsl{of hL|Ct,
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oE{ 7 A8 = o] FY2 AT SFELICL

Host 1 Host 2 Host M
L] I—' L] II — [ LT ] L ] ——
1
! )
Ethernet | G2 S — Ethernet
capable — =) capable
switch f::'::, C:":L\) switch

Cantroller 1

Tl L E2 FC % FC-NVMe SAN S AEE 345t =

iLt O|Ate| I{HE|S S8l THY - E2 FC U FC-NVMe SAN SAEES M3t & QIAL|CH N-EE |D 7HArSH
(NPIV)7} 2 R3}H Fabricl| 2E FC A2[X|0f| A 2t 3tsHof BLICEH FC A2[X|E AHESHA| 211 FC = FC-NMVE

SAN 2AES HY LEof| 2 HZ2Y += ASLIC.

T {22 B L= FH0ME T =5 StLt 0|49 2 AE0| HESHE StLtel A(X[IF ASLICEH T
A9K7F AL B = 0] 42 TS| S=EIX| GSLIC.

THY TEE B L= FH0UME S AEMM S22 HEL = T ZRU JACH LS F=E 2T EQY 0|7t ERDHK]
OI-AL_l l:l.
(=] .

HEI =2 B E 7Y

O T2 Ehel o Ao ChY S Bt 0|40 SAEV| AHSHE A9IKIJt 270 014 YALICE TS DB
ZHASHE 9Iof S JfO| IHEIB QI CHE TR Ehl 1 C S B0t X0 of2] Jo| IE2] Aol = I o4
T2lS AR Y 2 QIELICE 0f T80 N AE2IK| HES2{E ATt MAIO| DFREEID, 31E MAIE 0] ofHloj Ao}

Z0| |0 /AALE IOMX 250| /S 5= USLICL.

-

29| FC Et2l ZE(0a, Oc, Ob, 0d)7} GIRILICt AX| ZE Ho= AEEX| 29| R 5 21 O{HE S A83t1
A=X[of w2t CHELIC.
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Host 1 Host 2 Host M

-

Switch/ Switch/
Fabric 1 Fabric 1
Controller Jﬂa Oc|0b|0d
A
e 1
|H |
B e

"NetApp 7|& 211 M 4684: NVMe-oFE AL23I0{ X|Al SAN 78 ! A"

CH L= S AEO| CHS ONTAP & 18|0|E

ONTAP CLIE AIE6I0] T L= Z{AEQ| XI5 HUH0|EE £3e £+ @ s
=350 UO|0|E7} Al ZChE XafEtL|Ct System ManagerS AFR3I0] ZCHE Xefsh= Q0| EE

1. O|™ ONTAP 2ZEQ|0] Ij7|X|E AtA|StL|C},
cluster image package delete -version <previous package version>
2. T4 ONTAP AZE90] I{7|X| S CHR2ZEFLICH

cluster image package get -url location

clusterl::> cluster image package get -url
http://www.example.com/software/9.7/image.tgz

Package download completed.
Package processing completed.

3. ALEQ0 IH7|XIS S AE T7|X| 2| ZX|E2[0M AHEE & A=K =QlSLCt.
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cluster image package show-repository

clusterl::> cluster image package show-repository
Package Version Package Build Time

9.7 M/DD/YYYY 10:32:15
4. 22AEE YO0|=Y FH|7} E[A=X] =HQletL|ct

=

cluster image validate -version <package version number>

clusterl::> cluster image validate -version 9.7

WARNING: There are additional manual upgrade validation checks that must
be performed after these automated validation checks have completed...

o AT T & HLHY:

cluster image show-update-progress

cluster image update -version <package version number> -estimate-only

ATEQ0 FI20|E =YK= AHOOIEY 2t 71 Q40 CHEH MIF FEL o4 H20|= 7|2HS HEAISLIC

8. ALER0 Fa20|= +&:
cluster image update -version <package version number>

M7t 2lstH HH0|EJL LA BRI 8 =X|E FSI2H= HAIX|7F EA|EL|CH S2{AH

@ image show-update-progress Ed= ALESI0] 2&| 3 O[O|E TIEH Astof CHot M2 HEE =
£ UELICL 2H|E 8| 2% = cluster image resume-update HHES AF2610] UH|0|EE CHA|
AlEFg &~ QIELICE,

9. 2 AE| YH|0|E THES HAILICH.
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10.

cluster image show-update-progress

LEJHUOo|ES| YR E MRYEH MEY S| HMAT 4~ glELCt

2 E2|A:

autosupport invoke -node * -type all -message "Finishing Upgrade"

SHAEILHAXIE HESIES A X 882 32 &8 SAL=0| 220 MEFE L/
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